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Abstract

Proton beam writing (PBW) is a mask-less 3D structuring method that uses a focused, relatively high energy Proton beam, followed by an etching step to create free standing 2D and 3D structures in a large variety of target materials. During the irradiation step, defects are created locally in the target material that influence the etching behavior of the second step. The flexibility, high resolution and ability to perform rapid prototyping of micro-electro-mechanical systems makes PBW an interesting area of investigation. However, producing 3D structures reliably and predictably as well as limited theoretical understanding of many of the complicated aspects of PBW are some of the challenges that PBW faces.

This work extends the knowledge of this complicated process in many key areas, including the stopping (slowing down and radiation damage) of fast particles in matter and the etching of the final 3D structures. For this new models are developed, simulations are performed and key experiments are used to test and improve the new approaches. New aspects of the etching process during PBW of Gallium Arsenide are also uncovered and discussed.

Furthermore, progress on many practical aspects of PBW was made. These include ion beam optics optimization, beam-line design, target design and accelerator upgrades to the accelerator facilities in Göttingen. Additionally, new software tools for PBW were also developed and employed successfully.
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1. Introduction

Proton beam writing (PBW) is a relatively new, mask-less, direct-write lithographic process for patterning and 3D structuring of semiconductors, photo resists, ceramics and some organic materials at micro- and nano-dimensions, using a focused beam of Protons of often relatively high energy (500 keV to 3 MeV per Proton) \[298\]. In PBW a target material is locally exposed to the beam and defects are created in it through collisions of the Protons with the target and the resulting collision cascade. This alters the target material properties locally. For the creation of 3D structures, in a second step, either the defect rich material or the defect poor material is selectively removed, leaving behind a structured surface (a more detailed view of this is discussed in sec. 1.2 on page 13). If the process is well controlled, almost arbitrarily shaped 3D structures with measurements between a few nanometers up to fractions of a millimeter can be produced relatively quickly and without the need to use a mask or coating the target material in a resist. This allows for the rapid prototyping of 3D micro- and nano-structures at costs and speeds that are often better than common structuring methods as discussed in sec. 1.3 on page 16 and 1.4 on page 17. Alternatively, the change in material properties alone (without etching) can also be very useful, for example for the creation of buried light wave guides in fused silica \[19\] or the creation of color centers \[187\].

PBW as a 3D structuring method is being researched at several places around the world, among them the Georg-August University of Göttingen, the Institute for Nuclear Research in Debrecen and the Center for Ion Beam Applications in Singapore. Increasing the experimentally achievable resolution, novel applications and target materials as well as an improved theoretical understanding and simulation of the complex processes involved are topics in this research. Despite this, open questions about many practical aspects of PBW, such as repeatability, reliability, predictability and economics of the process hinder its wider application and industrial use \[165\].

This work expands the theoretical foundation of the process as well as improving practical aspects of the irradiation and etching steps. This allows for a more efficient production of 3D structures, as well as better repeatability, reliability and predictability of the process. The theoretical models developed here also allow to design novel irradiation and etching techniques as well as a better understanding on how to transfer PBW to new materials and for already structured as well as complex layered targets.

In the following a discussion of micro-electrical-mechanical systems (MEMS) and their production, the primary application for PBW, a short review of the theoretical foundation, practical aspects and the history of Proton beam writing will be given, as well as a description of the current state of the art and a comparison with similar structuring techniques. In chap. 2 on page 23 the PBW facilities in Göttingen, that is the accelerator, target chamber and associated systems, are described and their recent upgrades are
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presented. Chap. 3 on page 53 focuses on the irradiation process, the slowing down of the Protons in the target as well as the changes in the target material. Chap. 4 on page 88 discusses the etching process and resulting 3D structures. In chap. 6 on page 134 the recent progress on the research on PBW in Gallium Arsenide is presented. This includes a more detailed understanding of the electrochemistry and improved simulations of the PBW in this material. Chap. 6 on page 134 focuses on the computational quantum chemical methods employed throughout this work. In the final chapters the results are summarized, discussed and an outlook is provided.

1.1. MEMS

While the high resolution and aspect ratio of PBW allows it to be used for many applications, the primary use of PBW is the prototyping of MEMS and other 3D structures similar to them. Micro-electro-mechanical systems, or MEMS for short, are microscopic, mostly free standing 3D structures that combine electrical and mechanical systems on the 1 to 100 $\mu$m scale. The production of such devices already started in the 1960ies with systems like the resonant gate transistors from Westinghouse [176], but the term MEMS was only coined in a proposal to DARPA in 1986 [103]. It has only been in the recent decades though, that MEMS have come into widespread use [91]. MEMS have been described as one of the most impressive technological topics of the recent years, due to their rapid development and potential applications in consumer products and industrial applications [315]. Fig. 1.1 on the following page shows the number of scientific publications mentioning MEMS as found by scholar.google.com and the three most important publishers of these papers. The large number of active authors on this wide field of research is visible as well as a strong upward trend in the number of yearly publications mentioning MEMS since 2000. In the years 2014 to 2016 the number of new academic articles seems to have peaked on this field, however the number of papers in high quality journals still continues to rise (for example nature.com rising from 107 publications in 2014 to 323 in 2021), showing a maturation process of the technology.
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MEMS are not simply a continuation of the trend for miniaturization and higher efficiency as observed in transistor production for example. Instead they can be described more closely as the effort to apply the batch fabrication techniques and economics of scale to a variety of typically macroscopic, electromechanical systems. This effort has not only lead to a miniaturization of some traditional sensors, actuators and machine components by a few orders of magnitude, often accompanied by an increase of performance, but also to a development of entirely new systems [108]. Fig. 1.2 on the next page shows the first MEMS design by Harvey Nathanson from 1965 in comparison to modern design for a tunable coupling dual cavity for photonic integrated circuits from 2010.

![Graph showing the number of scientific publications mentioning MEMS](image_url)

Figure 1.1.: Number of scientific publications mentioning MEMS as indexed by scholar.google.com by year of publication in total and by the three largest publishers in the field.
1. Introduction

Figure 1.2.: The first MEMS design, a resonant gate transistor, as published in a patent in 1965 (left) [177], in comparison to a modern design for a tunable coupling dual cavity for photonic integrated circuits from 2010 [47].

MEMS can be used for a large variety of applications. Among them are the use as [91, 148, 55]:

- ink jet heads in thermal and piezoelectric ink jet printer heads
- Silicon microphones and microspeakers
- pressure sensors
- accelerometers
- gyroscopes
- magnetometers
- inertial navigation sensor packages
- optical components in optical switches, micro-spectrometers, adaptive optics, LiDARs, projection displays and laser TV, head mounted displays
- thermal sensing and imaging sensors
- micro-fluidic components in inhalers, micro-pumps, micro-valves, micro-needles or point of care tests
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- radio-frequency components in switches, radar and communication devices, antennas and surface and bulk acoustic wave filters
- oscillators and resonators
- micro tips for atomic force microscopes as well as probes for automatic test equipment
- flow meters
- humidity-, bio- and chemo-sensors
- ultra-sound transducers and fingerprint sensors
- labs on a chip
- energy harvesters (devices that can provide energy from mechanical or electromagnetic sources)

As such it comes to no surprise that in the last decade MEMS have become increasingly common and important in many modern electronic devices, despite many technological challenges. Improvements in the production methods continue to expand the possible applications, with demand for MEMS also rising steadily. The largest markets for MEMS are shown in tab. 1.1, together with an indication of past and likely future growth. The by far largest market are consumer products, covering more than half of the total market for MEMS. Among the MEMS products, radio frequency components made up the largest market share with more than 2 billion US$ alone. The growth of the MEMS markets was also not negatively affected by the COVID-19 pandemic. The largest manufacturers for MEMS in the world are the Robert Bosch and Broadcom companies, together making up about 24 % of the total market [55].

<table>
<thead>
<tr>
<th>market</th>
<th>change since 2014</th>
<th>size in 2020 [billion US$]</th>
<th>expected change until 2026</th>
</tr>
</thead>
<tbody>
<tr>
<td>consumer</td>
<td>+27 %</td>
<td>7.13</td>
<td>+7.9 %</td>
</tr>
<tr>
<td>automotive</td>
<td>-35 %</td>
<td>2.03</td>
<td>+5.8 %</td>
</tr>
<tr>
<td>industrial</td>
<td>+31 %</td>
<td>1.47</td>
<td>+6.0 %</td>
</tr>
<tr>
<td>medical</td>
<td>+27 %</td>
<td>0.80</td>
<td>+6.7 %</td>
</tr>
<tr>
<td>defense and aerospace</td>
<td>+45 %</td>
<td>0.55</td>
<td>+4.5 %</td>
</tr>
<tr>
<td>telecommunication</td>
<td>-75 %</td>
<td>0.06</td>
<td>+17 %</td>
</tr>
<tr>
<td>total</td>
<td>+9.1 %</td>
<td>12.1</td>
<td>+7.2 %</td>
</tr>
</tbody>
</table>

Table 1.1.: Markets for MEMS products in 2020 and their relative change since 2014 as well as their predicted growth until 2026 [55].

Typical material choices for MEMS are silicon or other semiconductor materials, polymers, glasses, metals or ceramics [148][101]. The material is typically chosen depending on the desired application and available manufacturing methods. The most important
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material for MEMS is therefore Silicon, as it allows to use the mature and readily available Silicon manufacturing technology and enables easy integration of MEMS with other IC components [101].

The production methods for MEMS are as diverse as the materials that are used. The traditional production methods for MEMS are [101]:

- Bulk micro machining with wet chemical etching, where a mask layer is deposited and patterned on the substrate. Afterwards the substrate is etched away at the exposed areas by a liquid state etchant. Depending on the etchant and substrate, anisotropic or isotropic etching is possible.

- Bulk micro machining with a gas phase etchant, where the liquid etchant is replaced by a gas mixture.

- Deep reactive ion etching (DRIE), where after the creation of the initial mask, repeated applications of a reactive plasma and polymer coating are used to etch the material away. The Bosch process on Silicon is one of the most used variations of this.

- Surface micro machining, where a mask is used to deposit material in the exposed substrate areas. Repeated mask application, material deposition and polishing build up layers on the surface. A mask removal step at the end creates the final 3D structures.

- “Lithographie Galvanoformung Abformung” (LIGA, engl.: lithography, electroplating and molding) uses a UV, X-ray or synchrotron radiation source to expose PMMA on a substrate through a mask. The radiation exposed material is removed afterwards, creating a mask with smooth side-walls. The substrate is electroplated through the exposed areas of the PMMA mask and the mask is removed, creating the 3D structure.

- Hot embossing uses a patterned tool that is impressed into the surface of a heated substrate (often a polymer heated up to slightly above its glass transition temperature) to create a structured imprint.

- Electro-discharge micro machining (micro-EDM) uses a conductive working electrode that is brought in close proximity of a conductive substrate with a dielectric liquid separating them. High voltage pulses cause electric breakdown discharges and remove substrate material.

- Laser micro machining, where a laser is used to directly machine the substrate. Depending on the type of laser and substrate, thermal processes like evaporation or melting, or non-thermal processes like photo-ablation can be used to machine the substrate. An alternative version of this method uses a mask on the substrate surface.
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- Focused ion beam (FIB) micro machining, where a focused beam of ions with a few keV to several hundred keV is used to sputter selected areas of the target away. Additionally, the FIB can also be used for ion-induced deposition, lithography, implantation doping, mask repair, device repair and device diagnostics.

- Electrochemical fabrication (EFAB), where an elastic mask is held against the substrate surface and by electroplating a material is deposited through it. A protective coat can then be applied and polished to produce a level surface. The process is then repeated multiple times with different masks to produce complex structures layer by layer. In the end the protected material is removed and the final 3D structure is created.

Particularly interesting are production methods for MEMS from semiconductor materials with high resolution, smooth side walls and large aspect ratios. Aspect ratios in this context is the ratio of the maximum depth of the produced structures to the lateral resolution. Especially for research applications and micro-fluidics, high aspect ratios and smooth side walls are often required. Of the production methods mentioned, the DRIE, LIGA and hot embossing methods are typically used when high aspect ratios are required [193].

For DRIE two variations of the main process are common: a cryogenic process and the Bosch process [292]. In both processes a mask is applied to the top of the substrate where the semiconductor substrate is to be protected from the etching solution. In the cryogenic process the semiconductor substrate is cooled down so much that the etching reactions at the material surface become highly selective in their etching direction. This leads to an etching of the exposed semiconductor areas almost exclusively in the normal direction to the surface of the substrate. With this process aspect ratios from 47.5:1 [279] to about 120:1 [192] are reported but the process has still several challenges to overcome (such as the cracking of the masks on the wafers at the extreme cold or the deposition of etching products on the material or electrode) until it can be used in mass production of MEMS elements. In the Bosch process a reactive high frequency plasma is generated and accelerated towards the semiconductor surface where anisotropic etching occurs. In a second step all the surface of the semiconductor material is coated by a polymer passivation layer. Then the steps are repeated until the required etch depth is reached. With this, aspect ratios from 30-60:1 (for 2.3 – 0.13 μm wide trenches, [1]) up to 160:1 (for 0.25 μm wide trenches [192]) have been reported. In contrast to the cryogenic process, the Bosch process (and improved variants thereof) is used in mass production. For comparison, the related FIB milling process was observed to produce aspect ratios of up to 8:1 in Silicon [105].

For LIGA either conductive substances are used or a conductive layer is applied to the surface of the substance. Additionally the surface is coated in a layer of X-ray or UV sensitive positive tone resist (like PMMA or SU-8). The resist is then exposed through a mask to either UV light, X-rays or synchroton radiation. When the resist is developed, the areas that were exposed to the highly energetic photons are removed and left behind is a 3D structure that is filled with metal through a galvanic process. The remaining resist is then removed. From there several options exist. On the one hand it is possible
to further modify the metallic structure through etching and form the final product from it. On the other hand the metallic structure can be used as a molding shape for another process. In particular, micro scale thermoforming, micro injection molding or (vacuum) hot embossing. Generally aspect ratios like 50:1 are possible with LIGA. For hot embossing a template that was produced with another method, for example LIGA, is pressed against the surface of a heated substrate, creating an imprint that can be used as a MEMS. The materials of choice are often polymers or metals. Hot embossing usually allows for aspect ratios of 0.1-10:1, however aspect ratios of 25-40:1 have been achieved with micro casting, a type of hot embossing that uses metal alloy sheets and silicon templates.

In comparison to these three methods, PBW can be used in a larger variety of different materials, such as organic and inorganic semiconductors, resists and some insulators. Under ideal conditions aspect ratios of up to 120:1 have been demonstrated.

1.2. The theoretical foundation of Proton beam writing

As mentioned in the introduction, the experimental procedure of Proton beam writing generally consists of the two primary steps of sample irradiation with Protons and etching with an appropriate etchant. In the following, a closer look at these processes in the two most important target material categories, semiconductors and resists, will be given.

In semiconductors, the most important effect of Proton irradiation is the creation of defects, that is vacancies, interstitial atoms and (in case of multi-component semiconductor compounds) anti-sites, where an atom of an incorrect species occupies a lattice site instead of the atom of the species that occupies the site in an undamaged crystal. When the semiconductor material is submerged in an etchant and a voltage is applied, it is etched electrochemically and the introduced defects hinder the motion of charge carriers through the sample. Additionally the defects can also act as a local dopant. Both effects together are used to control the etching process at the sample surface by applying a voltage across it. In formerly (before the irradiation with Protons) p-doped material, the electrical conduction is dominated by the motion of holes in the valence bands of the semiconductor. The holes are required for the etching process at the surface of the material, where they help breaking the bonds of the atoms at the surface. As such, the irradiated areas act like an obstacle for the motion of the holes to the surface and are etched much slower than the unirradiated bulk of the material. In formerly n-type material the process is a little more subtle. Here the concentration of holes in the bulk is very low in comparison to the concentration of Electrons and electrical conduction is dominated by the motion of Electrons in the conduction bands of the semiconductor. In the irradiated areas, however, the defects introduce doping levels in the band gap and the material behaves more like intrinsic (in case of Gallium Arsenide for example) or p-doped (in case of Silicon) material. This causes a generation and conduction of holes to the surface of the material that is significantly larger in the irradiated regions than in the unirradiated areas. This in turn causes preferential etching of the irradiated regions of the material.
Resists often mostly consist of relatively large molecular chains that are loosely bound to each other and have the ability to form strong bonds between each other, or break these bonds, when an activation energy is supplied to them. Some resists also consist of short molecular chains that can form longer chains or complex networks. One of the effects of Proton irradiation is the excitation of Electrons, which can in turn create reactive sites in some of the molecules of the resist. These reactive sites can cause the molecule to break up (also called chain scission) or cause the molecule to form bonds with another molecule of the resist (also called cross-linking). Usually both effects occur with a certain probability, but, depending on the chemistry of the resist and the irradiation dose, one of them is dominant. After the chemical reactions, the resulting material can be more soluble in an appropriate developer for a positive resist (when chain scission was the dominant process) or less soluble for a negative resist (when cross-linking was dominant). As such, immersion into the developer will create structures caused by the local alteration of the solubility of the resist from the creation of reactive sites.

Fig. 1.3 on the next page shows a simple outline of these two steps for semiconductors and resists. This description is only a rough outline of the complex processes that take place in Proton beam writing and more detailed descriptions are provided in chap. 3 on page 53 and chap. 4 on page 88.
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Figure 1.3.: Outline of the two primary steps of Proton beam writing in semiconductors (left) and resists (right). Both materials are modified in some way by Proton irradiation and can be selected such that either only defect rich or only defect poor material is removed in etching.

Figure 1.3.: Outline of the two primary steps of Proton beam writing in semiconductors (left) and resists (right). Both materials are modified in some way by Proton irradiation and can be selected such that either only defect rich or only defect poor material is removed in etching.
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Besides the material choice, there are also two different target compositions that can be structured: thin films and bulk materials. In bulk structuring, the entire collision cascade of the Protons is in the material that is sensitive to Proton beam writing. The resulting 3D structure, if it is etched entirely down, will be as deep as the collision cascade can reach into the target and be as wide as the collision cascade at the widest point. In thin film irradiation only the part of the collision cascade that lies within the film results in structuring, with the rest of the material chosen in such a way that it remains inert in etching the thin film. This first part of the collision cascade is often relatively narrow in comparison to the whole cascade thus allowing for the simple production of very high aspect ratio (ration of the depth of the structure to its width) structures.

As shown in this work, it is also possible to use channeling in certain crystalline targets to create a more narrow collision cascade even in bulk material irradiation. Further, it is possible to use targets that were doped differently in certain areas to create 3D masks within the target that can be used to effectively control the etching and create complex structures that would normally require several more production steps.

1.3. The experimental steps of Proton beam writing

While the previous description provides a good theoretical overview of the two step process of Proton beam writing, in practice, however, the experimental procedure can be described more accurately by six steps:

1. Sample preparation
2. Accelerator setup
3. Focusing lenses tuning
4. Sample irradiation
5. Etching of sample
6. Post-processing

Sample preparation often consists of doping of the sample material (if necessary), cutting the samples to shape, cleaning of the samples, heat treatment, application of electrical contacts (if necessary) and mounting them in the target chamber of the accelerator. In a next step the accelerator is set up, that is, the ion source is brought up to its operating current and temperature, the acceleration voltage is tuned to the required value and the electric and magnetic lenses and steerers are tuned to provide as much ion beam current as possible to the target chamber. Following this, the magnetic lenses that focus the Proton beam are tuned to focus the Proton beam to a point that is sufficiently small in size. This is done by finely adjusting their positions and currents and measuring the beam spot size on a scintillator or with the help of a metal grid in the target chamber. At this point the sample can be irradiated. This happens by either moving the beam across the sample or the sample through the beam according to a pre-computed irradiation plan.
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After the irradiation, the accelerator can be shut down and the samples are moved from the target chamber to an etching chamber. The etching chamber typically needs to be filled with processing chemicals, electric contacts need to be connected (if necessary) and the chamber equipped with sensors to record and control the etching process. Then the samples are etched either chemically or electrochemically. In the post-processing step the samples are cleaned from etching residuals and the 3D structure can be seen for the first time under a microscope (either an optical or scanning Electron microscope). Depending on the purpose of the samples, heat treatments, application of front contacts, other measurements or even several more cycles of irradiation and etching may follow.

All together, roughly at least 2 person working days are currently required to produce a single 3D structured sample in a well equipped and prepared facility like the micro-beam-line at MaRPel in Göttingen or at CIBA in Singapore. This is relatively fast for prototyping of arbitrary structures. However, since the process can not yet be efficiently parallelized, mass production of 3D structures with this procedure is impractical.

1.4. Comparison with similar techniques

In comparison to similar direct write techniques, specifically Electron beam or ion beam lithography, Protons as projectiles offer some unique advantages and disadvantages. While it takes much more effort to create and focus a Proton beam of similar target penetration power (or penetration depth) to an Electron beam, Protons are also about 1836 times more massive than Electrons and as such, travel much straighter than them when penetrating materials, as Electrons necessarily scatter at 90 degree angles with respect to each other \[298\]. This property allows for the fabrication of 3D structures with high aspect ratios, low line edge roughness and smooth side walls with Protons, which is often more difficult to achieve with Electron beams. Only in very thin layers and in comparison with other methods like reactive ion etching, Electrons can produce comparably smooth and high aspect structures to Protons. Simulations have also indicated that Proton beams exhibit only very minimal proximity effects (that is: exposure of the surrounding material via secondary Electrons) since on average the secondary Electrons produced in Proton-Electron collisions in the target material at practical Proton energies have low energies and therefore also very little range in the target \[282\]. In comparison to Electrons, Protons are also much more easily able to displace target atoms, in particular at the end of their range, thereby increasing the localized damage. In some materials (like Silicon) the creation of point defects in the form of displaced atoms and vacancies in the crystal structure even is the primary method of modification. In thin film resists, where Electron lithography and PBW are best comparable, an exposure of about 30-150 \[\text{nAs} \text{mm}^{-2}\] is often required for PBW, while Electron irradiation requires about 80-100 times larger doses \[298\]. However, Electron sources are also commonly about 6 orders of magnitude brighter than Proton sources \[112\].

The advantages of Proton beams are shared with heavier projectiles (like Helium or Carbon ions), however the ability of the target material to resist ion beam penetration (the so called stopping power) is greater for heavier ions than the one for Protons. Additionally
the specific charge (nuclear charge divided by nuclear mass) is lower for heavier projectiles. This has the effect that higher projectile energies are necessary to create structures of the same depth as Protons in the target substrate. The increased projectile energies in turn require much larger (more energetic) accelerators, which necessitate larger and more difficult to optimize focusing lenses as well.

Fig. 1.4 on the following page shows 100 simulated projectile trajectories created by a point like Electron-, Proton- and Argon-beam of comparable penetration power (reaching a depth of about 20 to 30 µm) in the three materials PMMA, Silicon and Gallium Arsenide. These three materials are common target substrates in PBW. The relatively curved paths of the Electrons is apparent, just like the increased energy required to implant Argon as deep as the Protons in the targets. Also shown are secondary particles created in the collisions. Note that these are more energetic (longer ranged) if created by heavier projectiles. The simulations were performed with Casino 3.3 56 and SRIM 2013 318 (both some of the most commonly used simulators in their respective domains). For Casino, a work function of 5 eV, 4.85 eV and 4.69 eV was used for the three materials and a plasmon energy of 23.09 eV, 31.05 eV and 44.17 eV 322. The Electrons showed a back-scattering rate of about 30%, while none of the ions were backscattered.
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Figure 1.4.: Simulated trajectories of 100 projectiles (Electrons, Protons and Argon) in PMMA, Silicon and Gallium Arsenide. The gray layer represents a 30 µm thick layer of the target material and the particle energies are selected such that a majority of the layer is penetrated. The faned out structure of Electron paths in the target are visible as well as the high particle energies required for the Argon beam to reach the required depths.
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Comparing the case of Proton and Argon irradiation of Gallium Arsenide, SRIM predicts a production of 44.4 vacancies per 1.8 MeV Proton, while 20400 vacancies are predicted to be produced per 150 MeV Argon ion (both have approximately the same range in the target). The Argon projectiles are expected to have a standard deviation of about 7900 target vacancies per ion. This is a relative coefficient of variation of about 39%. If the same number of Protons are used to produce the vacancies of a single 150 MeV Argon projectile (about 460), they are expected to have a standard deviation of 980 in the number of vacancies produced, or a relative coefficient of variation of about 5%. This shows that Proton irradiation can offer a more homogeneous target irradiation at low fluences. This comes at the cost of more implanted Hydrogen (in comparison to Argon) in the target though. For these simulations a lattice binding energy of 3 eV and a displacement energy of 25 eV per atom were used. These numbers are more closely examined in chap. [3.2 on page 84]

It was also found that Protons allowed for much looser tolerances on the exposure variations while at the same time offering a smaller span of doses within a single ion track as compared to He or C ions in the resist PMMA. Void formation and stress-induced surface roughening were also reduced for Protons [183]. This hints at a potential of Protons as a more precise tool for structure generation than heavier ions.

For nanostructures, PBW can also be compared to the otherwise slightly less related methods of deep ultraviolet (DUV), extreme ultraviolet (EUV) and focused ion beam (FIB) lithography. DUV and EUV lithography use masks in their process and are therefore able to be used efficiently in large volume production methods, while PBW does not require masks and can thereby save the cost and effort of mask creation for small volume production of nanostructures. Large scale production with PBW could still be possible though if PBW is used to write stamps or molds and combined with nanoimprinting and pattern transfer [304, 196]. DUV and EUV lithography often require specially developed, amplified resists. PBW in contrast can also be performed in these materials but is not limited to them. Additionally, the energy deposition (radiation damage) of Protons is roughly constant except for an about tenfold increase at the end of their range (more on this in sec. [3 on page 53]), while photons show exponential decay as a function of penetration depth. This allows for the direct production of very different structures by Protons as compared to photons. The range of Protons in the target structure is also easily controllable by the energy of the projectiles, while this is relatively difficult for photons. This allows for the creation of multi-level structures in a single layer of resist (which would be very difficult in DUV or EUV lithography).

The process of material modification in FIB lithography is very different than for PBW. In FIB, heavy ions are used to sputter (remove) atoms from the surface of the target substrate. Conventional FIB has a sputter rate of about 1-10 atoms per projectile. This is about one million times less efficient than the removal rate of PBW. This slower rate is, however, somewhat offset by the much higher brightness of FIB sources. It is also slightly more difficult to produce structures with overhangs (for example bridge-like structures) for FIB techniques than for PBW, where this is routinely done. FIB lithography is also more flexible than PBW in the target material selection, as all solid materials can be sputtered to some extent by a heavy ion beam of appropriate energy [8].
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Other related techniques to PBW are so called ion projection (IP) lithography methods, where, similar to photon lithography methods, a mask or stencil is used and projected with the help of electrostatic reduction optics onto a substrate. Many of the advantages of PBW, like the high resolution, target material choices and high aspect ratios are shared by these techniques, however in mass production IP lithography has to compete with DUV and EUV lithography, which tend to be more cost effective, while for rapid prototyping and low scale production the required expensive mask/stencil production step makes it currently uncompetitive with traditional production methods \[296\].

1.5. History of PBW and state of the art

Even though implantation isolation and radiation damage of semiconductors by Proton beams has long been known (see for example \[195\] for a review of this process in III-V compound semiconductors and \[250, 264\] for silicon) and Proton beams have also been used to expose photoresists for the use as masks (see for example \[239\]) as well as being directly structured through Protons with the help of masks \[227\], one of the earliest examples of PBW was performed in the University of Oxford at the Nuclear Physics Laboratory only in 1993, where a 3 MeV Proton beam with a diameter of about 200 nm was used to create channels in PMMA that was carefully etched afterwards resulting in channels of about 125 $\mu$m depth and widths of as low as 2 $\mu$m \[33\], hinting at an aspect ratio (depth of structure to diameter of structure) of the method of at least 50:1. Following this, several laboratories have adopted the method, including the University of Singapore in 1997 \[256\], the Ruder Boskovic Institut in Zagreb (Croatia) in 1999 \[203\] and the Institute of Nuclear Research of the Hungarian Academy of Science (Debrecen) in 2003 \[213\]. The first experiments with PBW were performed in resists until the process was transferred to inorganic semiconductor materials. Tab. 1.2 on the next page gives an overview of the materials where Proton beam writing has been experimentally demonstrated in some of the early experiments. As it can be seen, roughly one new target material was added each year since 1999.
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<table>
<thead>
<tr>
<th>materials</th>
<th>type</th>
<th>location</th>
<th>year</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMMA</td>
<td>resist</td>
<td>Oxford</td>
<td>1993</td>
</tr>
<tr>
<td>PMGI and SU-8</td>
<td>resist</td>
<td>Singapore</td>
<td>1999</td>
</tr>
<tr>
<td>Silicon</td>
<td>semiconductor</td>
<td>Zagreb</td>
<td>1999</td>
</tr>
<tr>
<td>CR-39 and Foturan</td>
<td>resist</td>
<td>Debrecen</td>
<td>2003</td>
</tr>
<tr>
<td>PTFE</td>
<td>resist</td>
<td>Surrey</td>
<td>2005</td>
</tr>
<tr>
<td>GaAs</td>
<td>semiconductor</td>
<td>Surrey</td>
<td>2005</td>
</tr>
<tr>
<td>HSQ</td>
<td>resist</td>
<td>Singapore</td>
<td>2006</td>
</tr>
<tr>
<td>TADEP</td>
<td>resist</td>
<td>Athens/Debrecen</td>
<td>2008</td>
</tr>
<tr>
<td>InP</td>
<td>semiconductor</td>
<td>Leipzig</td>
<td>2009</td>
</tr>
</tbody>
</table>

Table 1.2.: Overview of some of the early experiments and the materials in which Proton beam writing was successfully demonstrated as well as the time and place this happened.

Besides the transfer to new target substrates, there has been considerable effort to produce ever smaller structures with ever increasing aspect ratios. The potential of Proton beam writing to produce very small structures, shown theoretically to be as small as 3 nm in PMMA [74], was recognized relatively early, but reaching this limit is experimentally difficult. Over the years, ion beam optics, ion sources and accelerator designs were improved to obtain smaller beam spots at increased beam current on the target substrate in an effort to reach these predicted limits and compete with the resolution of Electron beam and EUV lithography. From the 200 nm beam in 1993, in 2003 it was already possible to reach spot sizes as low as $35 \times 75 \text{nm}^2$ for 1 MeV Protons at beam currents of about 1.6 fA at the facilities in Singapore [297]. This improved to spot sizes as low as $19 \times 30 \text{nm}^2$ in 2012 [112]. Which in turn, improved to spot sizes as low as $9.3 \times 32 \text{nm}^2$ for 1 MeV Protons at currents of about 2 fA with essentially the same setup but improved tuning algorithms for the ion lenses [309].

In practice the smallest structures produced to date were lines with a diameter of 19 nm (in HSQ [310]) and the structures with the highest aspect ratios were lines in thin films with an aspect ratio of greater than 160 [111].
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2.1. Overview

The large accelerator hall in the faculty of physics, located at the 2nd institute of physics in Göttingen, houses two large accelerators: IONAS (a 500 keV Walton-Cockroft accelerator from HVEE \cite{283}) and MaRPel. Of these, only MaRPel is equipped with a micro-beam-line. MaRPel is a 3 MV-Pelletron 9-SDH2 tandem accelerator manufactured by NEC that was originally used at the Max-Planck Institute for nuclear physics in Heidelberg and was transported to and set up in the 2nd institute for physics at the Georg-August Universität Göttingen around the turn of the millenium \cite{238,284}. Here it remains until this day and is mostly used for material analysis, material modification, ion source development and teaching with light and intermediately heavy ions in the energy range from slightly below 1 MeV up to 9 MeV for some ions. The general layout of MaRPel has been previously published \cite{238} and the accelerator is also shown in its current state in fig. 2.1 on the following page.
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Figure 2.1.: Overview of the Pelletron MaRPel and a photo of the beam-lines in their current configuration. The ion beam is generated in the SNICS, accelerated to high energy in the high voltage tank and guided to one of three experiment beam-lines. The middle beam-line ends with the micro-beam chamber where PBW is performed.

Negatively charged ions leave one of the two ion sources and are guided by a switching magnet into the high energy beam-line. Here they are accelerated towards the center of the high pressure tank with a voltage in the megavolt range. Reaching this point, the ions enter a small tube filled with a low pressure stripper gas (Nitrogen) where they collide with the gas and in a stochastic process lose several Electrons. The now positively charged ions are accelerated again with the same positively charged voltage. This is the origin of
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the name “tandem accelerator”. The high energy ion beam leaves the high pressure tank towards a 90° mass separation magnet that also acts as a tunable energy filter. After the 90° mass separation magnet, the beam leaves the radiation shielding of the accelerator and is guided by a beam-line switching magnet into one out of three currently set up beam-lines:

- The RNRA (Resonant Nucelar Reaction Analysis) beam-line, which contains a chamber for high energy ion implantation as well as a specially shielded, low level RNRA setup.
- The micro-beam-line, which contains focusing lenses and a chamber for PBW as well as micro-beam analysis
- The in air PIXE (Proton Induced X-ray Emission) beam-line that allows for an extraction of the beam into air, where it can be used for PIXE, RBS and Hydrogen coincidence spectroscopy on samples that would not survive a vacuum.

PBW in Göttingen is only performed at the micro-beam-line of MaRPel. In the following sections the components will be discussed in some detail in the order in which a projectile passes them.

2.2. Ion source

The ion source used for PBW is a so called SNICS (Source of Negative Ions by Caesium Sputtering) [163, 254, 161, 12, 20, 162]. In this source, a heated Caesium bath is connected to the vacuum of the source chamber. This creates a very thin (about $10^{-6}$ mbar) Caesium atmosphere. On the ionizer, a heated, positively charged Tantalum surface, the Caesium vapour is partially ionized and repelled towards the cathode. The ionizer has about 200W of heating power which corresponds to an effective temperature in the order of 900-1000°C. The cathode, being under a negative potential in comparison to the chamber, is sputtered by the positive Caesium ions. It is commonly assumed [254] that due to the cooling of the cathode, a thin, slightly negatively charged Caesium layer forms on its surface, which the sputtered cathode material passes through. Upon collisions with the Caesium vapor, free Electrons are created which can stick to the freshly sputtered material, creating negatively charged ions. Since Electrons have a preference to stick to atoms with a greater Electron affinity, they tend to recombine mostly with the sputtered cathode material instead of the low Electron affinity Caesium atoms. This, besides the good sputtering yield of the comparatively heavy ion and the low evaporation temperature, is the primary reason for using Caesium as a working gas in the source. It should be noted that some more modern descriptions of the SNICS are slightly more nuanced but hold a similar view [13]. In any case: the produced, negatively charged ions are then repelled out the source. On the SNICS, a magnet is placed that diverts Electrons to the side but allows heavier ions to pass almost unaffected. The reduction of the free Electron content in the beam reduces the amount of x-rays generated in the higher energy sections of the beam-line. Fig. 2.2 on the next page shows a schematic view of the modified SNICS source used in Göttingen.
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Figure 2.2.: Schematic representation of the SNICS (ion source) used for PBW in Göttingen. The source works by ionizing Cs atoms and accelerating them towards a cooled cathode, where a sputtering process generates negatively charged ions that are accelerated out of the source.

Some modifications were carried out on the SNICS. The applied voltages were modified to the configuration shown in the picture and a PID controller for the heating of the chamber walls was installed. Several cleanings of the vacuum components were performed and a heater for the valve to the Cs chamber was installed. All this allows for much easier and finer control of the chamber temperature and makes the operation of the source more reliable. Additionally, a new mode of operation for the source was developed and successfully used for several years. This new “low temperature” mode can be contrasted to two modes of source operation that were described in the literature [145]: the “burping” mode and the “high temperature” mode.

In the “burping” mode, a large amount of Cs is introduced into the chamber. This Cs can then form a puddle at the bottom of the chamber where it is slowly evaporated by the heat from the heater of the source. This allows for a fine control of the Cs pressure in the source but it is very difficult to not introduce too much Cs so that the source performance is reduced again. This mode of operation also has some disadvantages during maintenance, as there is always a considerable amount of Cs in the source region that oxidizes and needs to be removed when the source is exposed to air.

In the “high temperature” mode, the source is heated up to much higher temperatures than in the “burping” mode. Here the Cs can no longer form any reservoir in the chamber and instead needs to be supplied continuously and in reasonably large amounts from the oven. As such, the Cs pressure in the chamber is largely controlled by the oven heater. This avoids some of the disadvantages of the “burping” mode, however this causes the
entire source to behave rather sluggish and makes the entire source very sensitive to small variations in the oven temperature. This in turn makes the source hard to control in this mode, even for skilled operators.

It turns out that the manufacturer recommended continuous supply of Cs from the oven is not necessary. NEC also assumes that the source is always started from cold (room) temperatures, where the start up time is about 1-3 hours until a large current is reached. This long start up time is not related to the heating of the Cs oven but rather the heating of the components in the source and the corresponding redistribution of Cs on the surfaces.

In the newly developed “low temperature” mode, the source is never fully cooled down. Instead it is held at a standby temperature when out of use and brought up to an operation temperature within 10 to 15 min when used. This means that the source is effectively started up to operating pressure by the small amounts of Cs that are condensed on some of the surfaces on the source before startup. This “reservoir” in the source was found to be large enough for several days of continuous operation without refilling the Cs from the oven. On occasion the source area is refilled with Cs from the oven. For this PID controlled heating elements are used at both the Cs oven and the valve leading to the chamber, where the PID control was newly installed. Once the source is filled up again, the valve is closed. The source can be used for several months in this way, since the SNICS is not continuously used. A disadvantage of this mode of operation is a slightly reduced maximum beam current.

The cathode material that is used for the creation of negative Hydrogen ions in Göttingen is made up of a pressed titanium hydride (TiH$_2$) powder that also contains an equal amount of Silver in the form of a fine powder. The Silver was found to increase the efficiency (maximum extractable stable current) of the cathode by a factor of two\cite{237}. A similar improvement was also found for the beam current for KCN cathodes\cite{238}.

The previously mentioned view of the charge transfer process at the cathode surface might, however, be a bit too simplistic, considering the deposited energy (and therefore effective temperature) by the Caesium ions at the surface of the cathode and the sputter rate of cathode material. In the following two sections the processes at the surface of a SNICS are discussed and contrasted. The first one argues from the point of view of a sputtering process that takes place at the surface of the cathode, whereas the second view considers the thermodynamics of the TiH$_2$ as a source of the negatively charged Hydrogen.

### 2.2.1. Sputtering model of the SNICS

To understand the behaviour of the SNICS, a series of sputtering simulations were carried out with SRIM. For this 10,000 Cs atoms at different energies were set to be colliding with a cathode of different compositions. These compositions were always set to equal amounts of TiH$_2$ and Ag with a varying content of Cs, such that the sputtering rate of Cs was one sputtered Cs atom per projectile, approximating the quasi-static equilibrium conditions at the surface. The density of the cathode material is determined by a linear interpolation between the densities of TiH$_2$, Ag and Cs at room temperatures. The surface layer thickness is approximately the mean implantation depth of the Cs atoms.
at the given energy and target composition. Due to a lack of better values, the lattice binding energies are set to 0 and the surface binding energies set to the atomization enthalpies of the elements (4.88 eV for Ti, 2.25 eV for H, 2.95 eV for Ag, 0.78 eV for Cs). The results of these simulations are summarized in tab. 2.1 on the following page. It should be noted that recent research points to more realistic approaches for sputtering processes than the simulations with SRIM can provide, but since the calculations performed here are more for a qualitative understanding of the conditions at the SNICS surface and the impact angles of the projectiles are orthogonal to the surface, the SRIM simulations are deemed sufficiently accurate for the discussion here.
Table 2.1.: Properties of the sputtering process in the cathode as a function of the Cs energy as roughly estimated with SRIM. Shown are the surface layer properties and sputtering details as a function of the Cs ion energies.
On average the Cs projectiles deposit about 98 to at most 99% of their energy at the cathode under the simulated conditions and only less than about 2% is carried away by the sputtered atoms. This means several hundred eV of energy are deposited in surface layers in the order of 100 Angstrom or less per keV energy Cs atom. Even with cooling of the cathode this is such a high local energy density that it seems unlikely that a liquid or condensed Cs layer would be able to survive the collision cascades. Also visible from the simulations: in the practical energy range of up to 100 keV, the sputtering yield and the mean kinetic energy of the sputtered Hydrogen atoms increases continuously. Below about 0.32 keV initial kinetic energy of the Cs projectiles the total sputter yield drops below 1, meaning that the source is expected to not emit Hydrogen by sputtering at the quasi-static equilibrium conditions assumed here. It is also visible that at the lower energies simulated here both the active surface layer thickness decreases and the Cs content increases within it. This means that at the limit of very low projectile energies the model of a Cs layer at the surface through which sputtered atoms need to pass becomes feasible. At higher and more realistic energies, however, the surface layer can be understood more like a material with a content of about 10% or less Cs. As such only every tenth (or less) collision between a sputtered atom and an atom in the target will involve a Cs atom. This means that the simplistic picture for the efficient charge transfer between Cs and sputtered atoms needs to be modified.

The amount of usable negatively charged Hydrogen ions by sputtering can be estimated by free energy considerations, if we assume the sputtered Hydrogen as an interacting gas at a temperature that is determined by the mean kinetic energy of the sputtered ions. For this we use the energies from tab. 2.3 on the next page. Tab. 2.2 shows the yield of negatively charged Hydrogen per Cs ion. It should be noted that for the creation of a negatively charged ion additionally an Electron needs to be removed from the cathode, thus encurring an energy penalty.

<table>
<thead>
<tr>
<th>Electron affinity [eV]</th>
<th>sputter yield of $H^-\text{per Cs atom}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E = 0.5$ keV</td>
</tr>
<tr>
<td>4.0</td>
<td>0.18</td>
</tr>
<tr>
<td>2.0</td>
<td>0.25</td>
</tr>
<tr>
<td>1.0</td>
<td>0.30</td>
</tr>
<tr>
<td>0.5</td>
<td>0.32</td>
</tr>
<tr>
<td>0.0</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Table 2.2.: Sputtering yield of negatively charged Hydrogen as a function of Cs kinetic energy and Electron affinity of the negatively charged target from the approximations discussed in the text.

Eventhough the approximation of the sputtered atoms as an interacting gas with an effective temperature is relatively crude, the trend of increased Hydrogen yield with increased Cs energy that was observed from the sputtering simulation is even further amplified. As such, it is clear that higher Cs energies and to a smaller extend lower Electron affinites in the target improve the effective Hydrogen current that is usable in
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the accelerator. Tab. 2.3 shows some of the Electron affinities and for comparison also ionization potentials of some of the atoms in the SNICS. As shown, both Titanium and Caesium have Electron affinities below 0.5 eV and are ideally suited for the creation of negatively charged Hydrogen (with an Electron affinity above 0.75 eV). Silver in this context would hinder the formation of Hydrogen anions, but it improves both the heat and electrical conductivity of the otherwise non-conductive cathode. Considering these effects, Carbon or Aluminium might be considered in future experiments as well, as they both have lower Electron affinities (thus capturing less Electrons than Silver), good heat and electrical conduction and as an added benefit can capture Oxygen atoms in the source volume that might otherwise oxidize the Cs vapour, in case of Carbon possibly even more efficiently than Titanium (TiO has a bond energy of about 642 kJ/mol, CO 1072 kJ/mol and AlO 507 kJ/mol [202]).

<table>
<thead>
<tr>
<th>atom</th>
<th>ionization potential [eV]</th>
<th>Electron affinity [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>13.598</td>
<td>0.754</td>
</tr>
<tr>
<td>Ti</td>
<td>6.828</td>
<td>0.079</td>
</tr>
<tr>
<td>Ag</td>
<td>7.576</td>
<td>1.302</td>
</tr>
<tr>
<td>Cs</td>
<td>3.894</td>
<td>0.472</td>
</tr>
</tbody>
</table>

Table 2.3.: Atoms in the collision cascade of the SNICS with Titanium Hydride (and Silver) filling and their ionization potentials and Electron affinities [90] in comparison.

This simple sputtering model of the SNICS can therefore explain the kinetic energy threshold of the Caesium in the source that is observed experimentally, the rise of the source current with increased kinetic energy of the Caesium ions as well as motivate why Ti and Cs are good choices for use in the source. It can however not easily explain the occurrence of a maximum of the beam current at a comparatively low value of a few keV that was often observed experimentally. While it might be possible to explain such an optimum with the help of an electrical conduction model, one can also consider another model that concentrates on the thermodynamics of TiH$_2$ itself. This is discussed next.

2.2.2. Thermodynamic considerations

One effect that was neglected so far is the decomposition of TiH$_2$ in the cathode from the collision cascades in the active layer. For this, consider that approximately half the projectile energy might be used to heat TiH$_2$ (with the other half heating the Silver). The exact value depends on the composition of the surface layer and can be extracted from tab. 2.1 on page 29. TiH$_2$ has an atomic density of about 0.14 atoms A$^{-3}$ and when approximating the volume of the collision cascade as $l^3$ with $l$ as the (active) surface layer thickness, an approximation for the energy deposited per atom can be calculated. This is shown in fig. 2.3 on the next page. This assumes no heat conduction can take place.
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Figure 2.3.: Energy deposited per atom in TiH$_2$ in collision cascades of Cs of varying kinetic energy in the cathode of a SNICS.

The energy deposited per atom in TiH$_2$ likely leads to an outgasing of Hydrogen, an effect that starts in TiH$_2$ at 350°C in atmospheric pressure and that is virtually complete at the melting point of Titanium at about 1668°C [301]. In the binary collision simulations carried out, the energy transferred to each atom is about in this range of temperatures. It would thereby follow that by this model the primary mechanism of Hydrogen anion generation is the outgasing of Hydrogen from the cathode material due to localized heating. It follows that a clear optimum between 1 and 10 keV Cs energy should exist, which is also observed experimentally (in case of MaRPel this it at about 6.6 keV). The negative charge of some of the hydrogen atoms would in this case be explainable by both the negative charge of the cathode itself and the relatively high electronegativity of Hydrogen in comparison to its former bond partner Titanium.

Left behind from a collision cascade would be a Hydrogen poor region, which requires sputtering by Cs. Both Ag and Ti are, according to the SRIM simulation, easier (this is: more efficient) to sputter by a factor of more than two than Hydrogen. In this model, the role of Silver in the cathode might however be more subtle than in the previous considerations. While conduction might play a role, the Silver power might also support the sputtering of the source and enable the faster creation of new surfaces that contain more Hydrogen rich material.

In comparison it is likely that both processes, the direct creation of sputtered Hydrogen
and the indirect creation via thermodynamic decomposition of the cathode surface, play a role in the function of the cathode. However the latter process seems to be dominant at the typical operation energies as both the number of Hydrogen atoms involved is by far greater and the predicted Cs energy optimum roughly corresponds to the experimentally observed one as well.

2.3. Tandem accelerator

After the SNICS, the negatively charged ions are further accelerated by a 10 to 50 keV extractor, focused slightly by an Einzel lens and injected into the high energy part of the accelerator \cite{144}. This happens via the source switching magnet. The ions are then accelerated in the high voltage tank of MaRPel. The high voltage is created by transporting charge from a voltage supply to the center of the high pressure tank via a chain of metal pellets that are alternatively interrupted by insulator links. These pellets are the origin of the name ‘pelletron’. To control the voltage of the accelerator a corona discharge probe mounted in the wall of the tank is used. In the middle of the tank, the ions hit a low pressure stripper gas in a small tube that is used to reversly charge the ions by removing several Electrons in collisions, thereby creating positively charged ions. This stripping process can be up to 90% efficient \cite{48}. The ions are then accelerated with the same, positive voltage again. As such, a voltage of 1 MV is enough to generate 2 MeV Protons, for example. This MV potential difference, however, is so large that it would violently discharge towards the walls and floor, if the high voltage assembly were exposed to ambient conditions. To prevent this, a gas with a much greater breakdown voltage than air is used: pressurized SF$_6$. This gas is circulated and filtered and also acts as cooling for some of the components inside the high pressure tank. The gas itself is cooled via a water-cooling system. Inside and behind the high pressure tank several electrostatic lenses are mounted to both focus and displace the high energy beam. Behind the lenses a 90° mass seperation magnet is placed. This magnet acts as both a mass and an energy filter for the projectiles. Mounted directly in front of and behind the 90° magnet is a pair of slits with a differential current measurement. This device, called an Amsel stearer \cite{238}, allows for precision control and stabilisation of the particle beam energy. Behind the 90° mass seperation magnet, a quadrupole magnet was installed. The 90° magnet acts like a defocusing lens in one direction and this quadrupole magnet allows to effectively compensate for this.

This point can be supported with a set of simulations. For this Monte Carlo ray tracing simulations are carried out. The Protons are emitted from the center of the high voltage tank, normally distributed in 3D with a standard deviation of 1 mm. They are given a velocity that corresponds to 2 MeV energy per Proton with a standard deviation of 0.1%, which resembles the energy distribution of the particles resonably well \cite{238}. The equations of motion of the Protons in the beam-line are integrated via Boris integration \cite{32} which is a second order accurate integrator and one of the most common methods for the motion of charged particles in electromagnetic fields when phase space properties and conservation of energies are important \cite{210}. This integrator allows to integrate the
relativistic equations of motion:

\[
\frac{d\vec{r}(t)}{dt} = \vec{v}(t)
\]

\[
\frac{d\gamma \vec{v}(t)}{dt} = \frac{q}{m} \left( \vec{v}(t) \times \vec{B}(\vec{r}) \right)
\]

where \(\vec{r}(t)\) is the position, \(\vec{v}(t)\) the velocity, \(\gamma = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}}\), \(q\) the charge and \(m\) the mass of the Proton. \(\vec{B}(\vec{r})\) is the magnetic field at position \(\vec{r}\). It should be noted that \(\gamma = \text{const.}\) and \(|\vec{v}(t)| = \text{const.}\) for a particle moving through time constant magnetic fields (as they do not exert work). Boris integration of these equations with a time step \(\Delta t\) leads to an update scheme [218] which is transformed here for the special case of a lack of an electric field to:

1. \(\vec{r}(t + \frac{\Delta t}{2}) = \vec{r}(t) + \frac{1}{2} \vec{v}(t) \Delta t\)
2. \(\vec{t} = \frac{q \vec{B}(\vec{r}(t + \frac{\Delta t}{2}))}{2m\gamma} \Delta t\)
3. \(\vec{s} = \frac{2\vec{t}}{1 + \vec{t}^2}\)
4. \(\vec{v}(t + \Delta t) = \vec{v}(t) + \left( \vec{v}(t) + (\vec{v}(t) \times \vec{t}) \right) \times \vec{s}\)
5. \(\vec{r}(t + \Delta t) = \vec{r}(t + \frac{\Delta t}{2}) + \frac{1}{2} \vec{v}(t + \Delta t) \Delta t\)

Fig. 2.4 on the following page shows some of the results of these simulations. With the quadrupole magnet turned off, the standard deviation of the beam on target is about twice as large in the horizontal direction than in the vertical direction, while the optimal value for the field strength of the magnet makes them roughly equal in size. It was found that experimentally, approximately a doubling of the maximum beam current in the target chamber could be achieved. This confirms the general results of the simulations when considering that collimation slits are used in the micro-beam-line.
2. PBW facilities in Göttingen

Figure 2.4.: Results of the Proton ray tracing simulations of the MaRPel accelerator with the micro-beam-line. On the left a top down view of the particle paths through the accelerator. In the center the distribution of Particles on the target with the quadrupole magnet after the 90 degree mass selection magnet at 0 strength and on the right at optimal strength.

While the overall layout of the high energy part of the tandem accelerator remained largely unchanged since the beginning of this work, many repairs and modifications were carried out in and around the high pressure tank. A source of vibrations inside the high energy, high pressure tank was identified and removed and some of the beam-line components were realigned during maintenance. This lead to slightly increased beam currents in the micro-beam-line, as well as a noticeable reduction in beam jitter. The water cooling system of the SF\textsubscript{6} was found to be faulty and repaired and improved. The SF\textsubscript{6} warning system of the accelerator hall that detects leakage and alerts the users was also faulty and replaced. The energies of many projectiles accelerated in the high voltage tank are great enough to cause nuclear reactions when the beam pipe or other components of the accelerator are hit. Because of this, a set of radiation detectors are mounted around the high voltage area. These detectors had degraded over the years and were replaced by new ones. Due to damage the magnetic field sensor in the 90° magnet and a power supply had to be exchanged, with no noticeable decrease in accelerator performance. The Amsel stearer \[238\] was repaired and is now the preferred method of energy stabilisation of the ion beam, once the approximate energy of the beam is tuned with the help of the corona discharge probe in the high voltage tank at the start of the accelerator.

2.4. Micro-beam-line

2.4.1. General layout

As mentioned previously, the micro-beam-line is one of three currently installed beam-lines at the MaRPel facility, with the other being the high energy implantation / low-level RNRA beam-line and the combined in-air PIXE / RBS / Proton coincidence spectroscopy beam-line. The primary purpose of the micro-beam-line is the production of a Proton micro-beam that is used in PBW, however the design of the large target chamber allows
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for other experiments as well, among them micro-beam PIXE, RBS and pixel detector
tests. The current layout of the micro-beam-line is shown in fig. 2.5 on the next page.
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Figure 2.5.: Overview of the micro-beam-line at MaRPel. The Proton beam enters from the top and passes through two sets of slits and the focusing quadrupole lenses into the target chamber, where the irradiation target is located.

As the beam is guided into the beam-line towards the target, it passes a remotely controllable scintillator / camera system that aids in adjusting the beam, followed by the
object slits which cut the beam into a small size. Following this the beam passes the new electrostatic blanking system, apperture slits, quadrupole lenses and finally it is guided into the target chamber. The object and apperture slits use the same remotely operated system that has been described previously [88], but the system went through an extensive overhaul in which all electrical connectors were exchanged for new, more reliable ones. The accuracy of slit controllers is roughly $10 \mu m$ [88]. An annotated photograph of the micro-beam-line can be found in fig. 2.6.

Figure 2.6.: Photo of the micro-beam-line at the MaRPel. Left and right of the micro-beam-line are two other beam-lines. The target chamber is located in the bottom right and the Proton beam enters the beam-line on the top left corner of the picture.

The micro-beam-line at the MaRPel accelerator has been redesigned and received several upgrades in the past years in an effort to increase overall performance. The goals of the upgrades of the beam-line were to improve the easily achievable beam spot size on the target, increase target current and develop new methods and tools to improve usability. These topics have been identified as critical for improving the PBW process, as mentioned in the introduction. In the following a short overview of the upgrades is provided.

A previously installed, unused RBS chamber was removed from the beam-line, improving the effective volume that needs to be evacuated, thereby accelerating the evacuation time after maintenance. The size of the easily achievable beam spot was reduced by moving the objects slits from their original distance of about 4 m from the target to about 6 m. At the same time a quadrupole magnet was installed after the 90° magnet in the high
The last change also had the effect of slightly increasing the beam current on the target at a constant object slit opening. This is discussed further in the section on the high energy part of the accelerator. The old beam blanking system was replaced by a new one that could be remotely controlled over USB from the newly developed software.

The old turbo pumps on the beam-line were exchanged for new ones that are low enough in vibrations that long time irradiations with running pumps and at constant pressure of $10^{-6}$ mbar are possible. The reduced vibrations were confirmed by measurements. Fig 2.7 shows the frequency spectrum of different turbo-pumps as measured with a microphone on their housing. For this the background of the accelerator hall noise was subtracted and a Fourier transformation of the 192 kHz recordings was performed with a Hann Harris window.

**Figure 2.7.:** Frequency spectrum of the vibrations of turbo-pumps as measured by a microphone positioned at the surface of the pumps with different measures to dampen vibrations.

### 2.4.2. Lens System

The magnetic lenses installed at the end of the beam-line are a magnetic russian quadruplet with a maximum demagnification of 16 \[36\] in a similar setup in Freiburg, and between 19.2 \[237\] to 29 \[88\] in Göttingen. It was reported that beam sizes of about 20 µm \[36\] were achievable with these lenses. Fig. 2.8 on the following page shows the experimentally achievable demagnification for beam diameters on the order of 5 mm in diameter on the target as a function of the lens distance form the target surface. Note that the maximum measured value agrees well with the latest theoretical estimate of 19.2 \[237\]. The smallest measured beam sizes with the lenses before they were modified were archived when the lenses were tuned by the author of this work for a Bachelor’s thesis with a beam diameter of slightly below $10 \times 8$ µm \[124\]. At these beam diameters the collimation slits had
to be closed to such an extend that the achievable currents were typically too small for practical PBW.

![Figure 2.8.](image)

Figure 2.8.: Experimental demagnification for the quadruplet lens system at the microbeam-line in Göttingen as a function of the mean distance of the lenses to the target surface. The beam sizes for these measurements on the target were between 2 and 5 mm in diameter.

Because of this, several modifications were performed on the lenses. The lenses were improved with new electric insulations, removing a source for occasionally observed electrical shorts. Additionally, a new air cooling system, a new micrometer positioning system and spring assisted mounting instead of the screw mounts were installed. These changes make it much easier to position (and adjust for optimal performance) the lenses correctly. The control electronics for the currents of the lenses were also improved with a new additional fine tuning dial and by overhauling the connections and exchanging current switches. These changes to the quadruplet lenses reduce the time to calibrate the lenses for optimal spot size and make them much more reliable. The plate on which the lenses are mounted was separated and equipped with a micrometer-screw to allow for fine-tuning of the distance between the first and the second lens pair. In practice this additional degree of freedom turned out unsatisfactory and did not improve the performance noticeably. Fig. 2.9 on the next page shows a picture of the modified lens system. With the new lens system is it regularly possible to achieve beam sizes of about

![Image](image)
15 × 15 µm at currents that remain practical for PBW.

Figure 2.9.: Picture of the quadruplet lens system at the micro-beam-line after the upgrades. In the front the cooling system is mounted. The lenses are pressed against several fittings by a spring mounting. The lenses can be adjusted with a set of micro-screws.

A problem of the beam-line that was previously unnoticed due to the imprecise nature of the old lens system was the incorrect wiring of the beam-line selector magnet power supply. As a result, the current of the magnet tended to drift as the current of the quadruplet lenses was adjusted. A better grounding of the beam-line selector magnet power supply fixed this problem.

With other options ruled out, deemed impractical or too expensive, further improvements in the spot size of the micro-beam-line are likely only possible with a different set of demagnification lenses and large changes to the MaRPeI accelerometer.

2.5. Irradiation chamber

The target chamber of the micro-beam-line was entirely overhauled and received an internal redesign. It now houses a next generation sample holder that is mounted on a set of high precision linear stages, which in turn are mounted on a turnable plate. Further more a high definition microscope, an adjustable LED mount, an RBS sensor and a PIXE detector are pointed at the target surface. The target is surrounded by a cage that can be put on a potential of up to 1.5 kV with respect to the target to allow for
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precise measurements of the beam current on the target by suppressing ejected secondary Electrons. Fig. 2.10 shows an overview of the new target chamber.

![Figure 2.10: Overview of the target chamber of the micro-beam-line. Visible is the sample holder, where the target is located. The sample holder is mounted on positioning stages. Several instruments are pointed towards the target surface and an Electron suppressor grid is mounted. The Proton beam enters from the left.]

The new positioning system is based on closed loop linear stages with a positioning accuracy of 50 nm (repositioning accuracy of 4 nm) and maximum travel of 28 mm of type Q-522.230 from PI. These allow for the removal of the previous beam scanning magnets and allow for irradiations of much larger patterns on target samples without any stitching problems that could occur previously when irradiating a structure that was larger than the area that could be scanned by the scanning magnets. The stages can also be controlled through a newly developed software that was developed together within the scope of final theses of several students [181, 15, 104].

2.6. Sample holder

A common sample holder design for ion beam applications consists of a metal plate onto which a sample can be mounted with screws and metal strips. This design has many advantages, among them simplicity, good heat and electrical conduction for the target sample and support for a large variety of different sample sizes and thicknesses. This simple design, however, brings with it also several disadvantages that are specific to Proton beam writing. Since the focusing of the Protons happens relatively narrowly in front of the target, the focus of the beam is rather shallow, meaning the sample surface at all places of the target sample needs to be held at a very constant distance from the focusing
lenses. Additionally, mounting small samples can be quite difficult and occasionally the sample can even break in the mounting process.

In the setup at CIBA, the first problem is solved by measuring the height of the samples (and scintillator) with a microscope and moving the entire sample holder towards or away from the focusing lenses as required to keep the sample surface in focus. This way, samples of different thicknesses can be mounted and irradiated together one after another on the same sample holder. Two sources of error still remain, even for ideally smooth samples: one from the measurement of the surface height and another one from mounting samples with an uneven front- or backside (resulting in a slightly angled sample surface with respect to the sample holder). As the samples that are regularly irradiated at MaRPel often have back contacts, a slight tilt of the samples would always be unavoidable with a plate type sample holder.

To avoid the aforementioned disadvantage, an entirely new sample holder was designed. The guiding idea of the design is to hold the surfaces of the samples in the same plane. For this a metal frame is used with a small lip against which the samples are held from the back side. This also allows to hold the samples in place with almost no mechanical strain. This design also avoids the problem of having to position small screws in the mounting process. This approach has a drawback though: samples that do not have standard measurements \(((10.0 \pm 0.5) \times (10.0 \pm 0.5) \text{ mm with thicknesses up to } 7 \text{ mm})\) require insets to be mounted securely. For the samples irradiated at MaRPel, this was not found to be a problem, as sample sizes within the mentioned size constraints were required for the etching chamber as well. Fig. 2.11 on the next page shows a schematic representation of the essential parts of the three types of sample holders mentioned here.
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Figure 2.11.: Schematic representation of three sample holder designs. On the left a common design used in ion beam irradiation, in the middle a design similar to the one used in the CIBA Singapur and on the right the new design used at MaRPel.

The details of the new design can be understood better from a cut away view. This is done in fig. 2.12 on the following page. The spacer plates and the optional spacing frames are only used when several samples are mounted with thicknesses that differ by more than a few Millimeters.
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Figure 2.12.: Cut away drawing of the newly designed sample holder. The samples (in red) are held against the lips of the front frame (blue) by the pressure screws (blue green). For samples of very different thicknesses (as shown here) spacing plates (dark green) and spacing frames (fuchsia) can be used. The assembly is held together by the frame screws (orange). At the front a Faraday cup (grey) is mounted that doubles as a stand for inserting the samples when the sample holder is set on a table.

The design of the sample holder was optimized for light weight to reduce the mechanical work that has to be performed when moving the samples. The total weight amounts to about 26g. This low weight design reduces heat production in the positioning stages and allows for longer run times in vacuum without overheating. Additionally a hook is mounted to the top of the sample holder that hooks into a constant force spring that can be selected to balance the weight of the sample holder almost entirely, allowing for the irradiation of relatively heavy samples that would exceed the limits of the positioning stages by a large margin. It was found that the heat production even for a sample holder and sample weight below the design limitations of the positioning stages lead to stuck (overheated) stages after 3 to 6 h of regular operation in vacuum, requiring a cooling break and ventilation of the target chamber to continue operations. So even for light samples it is recommended to use an appropriate constant force spring.

The sample holder is held in place on the positioning stages via four pins and a magnet. Additionally, the PTFE holding the pins in place on the positioning stages doubles as secondary mechanical stabilisation when the Faraday cup is mounted to the sample holder. This fit is so tight, that even after years of operation, no screws are required to mount the sample holder and it instead simply snaps into place, making the mounting process a lot more comfortable than any of the other discussed designs.

The material used for the sample holder is Aluminium. It was choosen since in contrast to stainless steel [208] or copper [132], Aluminium atoms do not noticably diffuse through their native oxide barrier into Gallium Arsenide (or Silicon) samples and alter the doping [314]. A disadvantage of the material choice is the relatively low threshold for nuclear reactions with Protons. Several reactions above 3 MeV are documented [159] [117]. To
rule out safety concerns, the frame was irradiated with a 3 MeV Proton beam (the largest Proton beam energy typically employed in Proton beam writing at MaRPeL) with large current and the radiation dose escaping the chamber was measured. On the roof of the target chamber (closest to the target) a slight increase of radiation was noticeable (around twice the background) while everywhere else no relevant increase in radiation was observed.

A design requirement is to not deform permanently under forces of 40 N in any direction. Forces like that are estimated to occur in case the holder was accidentally dropped or bent by hand. This design requirement was achieved by iterative refinement and repeated FEM simulations of the design with Adobe Inventor [231] until the goal was achieved with a safety factor of 1.2. This safety factor should guarantee the mechanical stability of the sample holder even with material defects and with the tolerances typically encountered in production.

To make the sample holder easy to use in practice, the part of the Faraday cup mounted to it doubles as a stand, on which the sample holder can be safely set while the samples are inserted. The screws holding the sample holder together are all the same type and only 2 to 4 screws are required to be loosened to change all samples. 6 screws need to be removed at most to entirely disassemble the sample holder. Fig. 2.13 on the next page shows pictures of the sample holder as it is currently used at MaRPeL.
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Figure 2.13.: Photographs of the sample holder at MaRPel, here shown with a scintillator (modified with painted on cross hairs and two mounted Nickel grids), two samples and an isolated Copper plate mounted above the sample surface. Note the hook on the top for attaching a constant force spring, the plug for attaching a cable for current measurements and a single mounted spacer frame.

2.7. Irradiation process

2.7.1. Beam size optimization

A first step in the irradiation process is the optimization of the Proton beam size on the target. The result of the optimization is a beam spot that is of roughly correct size and is measured more precisely afterwards (see sec. 2.7.2 on the following page). For this, three optimization steps are carried out one after another.

The first step is a rough optimization, where the lenses are individually aligned such that the beam passes them centrally and they are rotated to the same orientation. This is done by focusing the beam in the $x$- and $y$-direction with each lens individually and
moving the lenses such that all of them focus on exactly the same point and their focusing planes are rotationally aligned. It should be noted that this focusing point should be as close to the center of the beam-line as possible, to ensure that the beam does not only pass through the center of the lenses, but also as close as possible orthogonally to the lens planes. A method of finding the beam-line center, if it is not known beforehand, is by the use of a very defocused beam that draws a shadow of the narrow beam pipe on the scintillator. In this first alignment step the lenses are often moved up to a fraction of a millimeter if they are not well aligned and only micrometers in the opposite case.

The rough optimization in Göttingen is performed with a new high definition microscope (described in sec. 2.5 on page 41) while observing the light emission of the Proton beam on a scintillator quartz. During this procedure the individual lens positions, rotations and the lens currents are adjusted as optimizable parameters.

Several optimizations to the lens system and current controls in Göttingen were carried out to make the procedure easier, faster and more precise (details in sec. 2.4 on page 35). Additionally to this, different tests were performed with different distances of the lenses to the target and an adjustable gap in the middle of the lenses. Fig. 2.8 on page 40 shows the achievable demagnification as a function of the distance of the lenses to the targets as an example.

It should be noted that below a spot size of about 50-200 $\mu\text{m}$ the procedure described here becomes difficult and manually found settings have to be interpolated, requiring some skill. In Singapore the currents of the lens system are computer controllable and a least squares optimization of the beam size as measured with a different method (see sec. 2.7.2) is possible below this beam size. In particular, the Göttingen optimization scheme was also employed by the author of this work together with an automated lens current optimization scheme developed in Singapore to obtain the excellent beam spot size of $13 \times 32 \text{nm}^2$ at the accelerator in Singapore [212].

2.7.2. Beam size measurement

In a second step the beam size is measured more precisely and if the shape and size of the beam spot on the target is found to be insufficient, optimization steps are repeated. While with the new microscope system it is possible to gauge the microscope image and measure the beam size directly from a single image, as discussed in sec. 2.7.1 on the previous page this only allows for precise measurements of the beam size down to 50-200 $\mu\text{m}$. As such, different alternative strategies for beam size measurements were investigated and compared. All of them involve scanning the Proton beam over an edge of some sort (one in the $x$-direction and one in the $y$-direction) and measuring the change of some emission or current. The following possibilities were investigated:

- measurement of the electrical current on an electrically isolated copper plate slightly above the target surface while moving the plate edge through the beam
- integration of the PIXE or RBS spectrum of Al while moving the Al frame of the target holder through the beam
• integration of the PIXE or RBS spectrum of Ag while moving a dot of electrically conductive adhesive paint on the scintillator through the beam

• integration of the PIXE or RBS spectrum of Ni or Au while moving a surface mounted thin Ni or TEM Au grid through the beam

• counting of either back scattered or small angle scattered Protons or secondary Electrons while moving a thin, free standing Ni grid though the beam, using a PIN diode in the setup in Singapore 212

Among the different measurement methods the microscopy measurements were the fastest and most reliable for beam spot sizes above 200 $\mu$m while below 100 $\mu$m PIXE and direct counting measurements on the nickel micro grid were most reliable. At low beam spot sizes an edge enhancement effect in the PIXE measurements and the direct counting measurements was observed occasionally. This is shown in fig. 2.14.

![Figure 2.14.](image)

Figure 2.14.: Integrated x-ray intensity of the Nickel grid lines and the RBS spectrum of a Nickel edge on a GaAs sample as well a fit to these lines. Notable is the enhancement of the spectrum at the edge of the RBS signal.

Some of the measurements were partially automized in the control software of the Göttingen or Singapore micro-beam-line. It should be noted that as these beam size measurements can take some time, changes in the beam current need to be accounted
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for. This is done by measuring the beam current in regular intervals and dividing the measured quantities by the interpolated beam current.

This experimental measurement is then followed by a fit. For small beam sizes it is found that assuming the beam intensity to be gaussian is a good approximation. As such the fit function is a convolution of the assumed gaussian beam profile with a step function (representing the edge). The beam size is then determined for the $x$- and $y$-direction independently as $2\sigma$ (where $\sigma$ is the standard deviation of the least squares fitted gaussian).

This size measurement determined through this fit represents an upper bound (although a tight one) on the actual beam size. The main sources of error are small imperfections in the material edges the beam is scanned over, slight deviations from orthogonality of the beam incidence direction in comparison to the target surface and due to the positioning of the detectors slightly off the beam axis.

2.7.3. Irradiation plan

With the beam size on the target determined, an irradiation plan can be calculated. For this an irradiation pattern, that is to be irradiated on the target, is given and a plan to irradiate it as closely as possible to the pattern is determined. While the pattern determines by how much each point on the sample should be irradiated, the irradiation plan takes into account the beam shape and determines where the beam should irradiate the sample and for how long such that the root mean square discrepancy between plan and requested pattern is minimized, as well as the order in which these points should be irradiated such that the total required accelerator run time is minimized. The input of an algorithm for the calculation of an irradiation plan are therefore the requested 2D pattern and beam shape, in this case as an array of numbers. In a first step, the planned irradiation points and doses are determined and in a second step the path between them is optimized.

The simplest approach for generating an irradiation plan are points set on fixed patterns (rastering) or line scanning methods, however the overall performance of these approaches is often relatively poor. Several methods for improved beam scanning have been described in the literature [232], but for every fixed plan, there are always structures that cannot be efficiently irradiated by it. So in constrast to the system in Singapore, here a more flexible approach is developed that allows for the optimization of the irradiation plan.

In the following different deconvolution approaches for the two steps will be discussed and benchmarked in their performance on a set of test patterns, shown in fig. 2.15 on the next page. A small gaussian shaped beam spot (with $\sigma = 4$ pixels) will be considered for the irradiation.
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Figure 2.15.: Test patterns considered here for benchmarking irradiation planning algorithm performance. All patterns have a resolution of $512 \times 512$ with the brightness determining the local irradiation amount (white being maximal and black being no irradiation).

2.7.3.1. Optimization of irradiation points

If the beam spot were a point, the optimal irradiation plan would be given by a simple division of the input pattern by the beam current. The approximation is still relatively good for extended beams and used here as a starting guess. From then on, different iterative refinement strategies can be performed. Here the following deconvolution algorithms (deconvolution of the beam shape with the irradiation pattern) are considered:

- Van-Cittert deconvolution [50]
- Landweber deconvolution [129]
- Richardson-Lucy deconvolution [217]
- Poisson maximum a posteriori estimation deconvolution [306]
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After each iteration step, negative values in the irradiation plan are set to 0 (except for the Poisson maximum a posteriori estimate, where negative values are not possible by construction). By default, none of these algorithms converge, but under relaxation allows them to converge. The update procedures are therefore modified as follows:

\[
\text{Plan}_{\text{new}} = (1 - \omega) \text{Plan}_{\text{old}} + \omega \text{Plan}_{\text{predicted}}
\]

Optimal values of \( \omega \approx 0.00025 \) are found for this test, but in general, all these methods converge relatively slowly (with the best being less than 4\% improvement per iteration for Landweber deconvolution) if they converge at all. As such, deconvolution methods are considered too slow for the optimization of the irradiation plan.

As an alternative, irradiation points are scattered over the target image and both their positions and fluences are optimized. The most successful approaches were found by local optimizations, where the optimal, local fluence and gradient of the positions are calculated and the points are updated iteratively. The optimizations based on this principle are described elsewhere [181, 104].

### 2.7.3.2. Beam time optimization

Given a list of points from sec. 2.7.3.1 on the preceding page, they need to be ordered such that beam time on the accelerator is minimized. This can be achieved by minimizing the path through all points such, that the total path length is minimized allowing the beam to spend as little time switched off / blanked as possible. Often the paths can even be so short that no blanking between some pairs of points is required at all.

As a side effect of this optimization, on systems where the sample is moved (like in Göttingen), the movement of the stages is minimized, thereby also reducing heat production in the movement stages, allowing them to run more reliably and for longer in the vacuum. On systems where the beam is steered with magnetic fields (like in Singapore, or in the old setup in Göttingen) the change in magnetic fields is minimized, thereby reducing the time required to change the magnetic fields to their target values.

The total path length is a simple sum of the distances of the irradiation points as they appear in the plan. The distance function is either the Manhattan distance (for the system in Göttingen) or the euclidean distance (for the system in Singapore). Optimization can be performed by reordering the points and with this the problem reduces to the classical “traveling salesman” problem with either arbitrary start and end points (for the system in Göttingen) or with the start and end points being the same (for the system in Singapore). Because of this, optimization strategies that work well for the traveling salesman problem are used here as well.
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The irradiation process describes the evolution of the target material under Proton irradiation. Generally it can be characterized by three separate processes:

- the slowing down (stopping) of the Protons and knock on target atoms and energy transfer from the projectile to the target atoms and Electrons
- the production of primary defects in the target material
- the evolution of these defects in the target material

In the following three sections theses processes will be dicussed and models for their simulation will be developed and compared to experimental data (where available) and literature models.

3.1. Stopping

3.1.1. General considerations

Stopping is the process of slowing down of projectiles in matter. It has been studied ever since the discovery of cathode rays by the end of the 19th century with some of the earliest theoretical models dating back to the beginning of the 20th century \[226, 29\]. In the case of Proton beam writing, the projectiles are fast Protons as well as target atoms and Electrons that were accelerated through collisions. As the projectiles pass through the target material, they can accelerate target atoms or transfer energy to the Electrons by excitation and ionization processes. These two processes usually occur simultaneously and approximately independently of each other. The nuclear stopping process (acceleration of target nuclei) can be described as the scattering of projectiles on effective target atomic potentials (for example the electronically screened Coulomb potentials of the target nuclei) while several approximations for the electronic stopping process (excitation and ionization of target nuclei) exist that can depend on the projectile velocity, charge and different target properties like the Electron density or mean excitation potential. At the projectile energies that are typically encountered in Proton beam writing, other stopping processes (like nuclear reactions or production of Bremsstrahlung in the target) can typically be neglected.

The stopping process is a statistical process where the mean energy loss of a projectile per length travelled (or stopping force) \( -\langle \frac{dE}{dx} \rangle \) (with commonly used units eV/A) is roughly proportional to the target mass density \( \rho_{\text{target}} \). This allows for the definition of a mass stopping force \( \frac{1}{\rho_{\text{target}}} \langle \frac{dE}{dx} \rangle \) with the commonly used units \( \text{MeV-cm}^2/\text{mg} \). Often,
alternatively the stopping cross section $-1.6605 \cdot A_{\text{target}} \cdot \frac{1}{\rho_{\text{target}}} \left( \frac{dE}{dx} \right)$ is also used with units $10^{-15} \text{eVcm}^2/\text{atom}$ and target nucleon number $A_{\text{target}}$. As a symbol for the stopping related quantities $S$ is commonly used in the literature for either the stopping force, mass stopping force or stopping cross section [247]. Here the same notation is used but special care is taken to denote which quantity is presented.

Fig. 3.1 shows the stopping force for Silicon atoms in Silicon as predicted by the empirical SRIM 2013 model [318] as a function of projectile speed and in comparison to the sound [155] and electronic orbital velocities (from the eigenvalues of an atomic Dirac-Hartree-Fock-Coulomb-Gaunt-Breit calculation with pyscf [267]). As visible, electronic stopping is most important when the projectile speeds are on the same order of magnitude as the electronic orbital velocities. Below this, nuclear stopping is important, while at the speeds of the sound velocities, stopping approaches zero. This allows for the definition of several energy regimes for stopping.

![Diagram showing stopping force for Silicon atoms in solid Silicon as predicted by SRIM 2013 [318]. Also shown are the sound velocities [155] and electronic orbital velocities of Silicon.](image)

The regime up to the slowest electronic orbital velocities is often called the low energy regime. Here often nuclear stopping is more important than electronic stopping. Electronic stopping often is roughly proportional to the projectile velocity in this regime, and behaves like a friction force [244, 169]. Some materials also show a threshold, below which likely no
3. The irradiation process

electronic stopping happens at all [149]. At the low end of this regime, multi-body effects become important in nuclear stopping while at the high energy end, nuclear stopping is well describable by the binary collision approximation. Projectiles tend to have little or no charge in this regime [311].

In the intermediate energy regime electronic stopping becomes most important. The maximum of the electronic stopping is in this regime due to the efficient excitation of target atoms as the projectile has similar velocities to the orbital velocities and the Fermi velocity of the target Electrons. The precise shape of the curve in this regime is difficult to predict theoretically and depends (among other things) on the orbital structure of the target [248]. Projectiles tends to be multiply ionized in this regime.

In the high energy regime the electronic stopping goes through a minimum and slowly rises again for very high projectile energies. In most targets the stopping power can be approximately described by only a few quantities in this regime. Among these are the mean excitation potential and the plasma frequency of the target Electrons [139]. At the high energy end of this regime relativistic effects and nuclear reactions become important.

The mass stopping force for different, relatively light projectiles in Silicon is shown in fig. 3.2 on the following page together with the predictions from SRIM 2013 [318]. As visible, for most projectiles and projectile energies in Silicon (and many other materials), electronic stopping is the dominant process, particularly at larger projectile kinetic energies. As the projectiles become heavier, nuclear stopping increases disproportionately to electronic stopping. Also shown is the experimental stopping of anti-Protons which continue the general trend.
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Figure 3.2.: Electronic stopping power (blue) and nuclear stopping power (orange) for different projectiles in Silicon as predicted by SRIM 2013 [318] in comparison to a compilation of experimental measurements (together with the reported uncertainties) [171] as a function of the projectile nuclear charge $Z$ and kinetic energy $E$. Also shown are experimental data from anti-Proton stopping ($Z = -1$) [6, 168, 157, 170].

Concentrating on Protons, the mass stopping power for Protons for different materials is shown in fig. 3.3 on the next page. As visible, except for stopping in very low $Z$ materials and at very low energies, the electronic stopping process is overall dominant. Everywhere else electronic stopping is several orders of magnitude larger in magnitude than nuclear stopping.
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Figure 3.3.: Electronic stopping power (blue) and nuclear stopping power (orange) for Protons in different elemental materials as predicted by SRIM [318] in comparison to a compilation of experimental measurements (together with the reported uncertainties) [171] as a function of the target nuclear charge $Z \leq 54$ and projectile kinetic energy $E$.

It follows that the stopping process of keV to MeV energy Protons can often be understood as the electronic stopping of the projectile until the kinetic energy passes the electronic stopping maximum and the projectile deposits most of its remaining energy in a relatively small volume at the end of its range. Here most of the nuclear stopping occurs as well. Fig. 3.4 on page 59 shows the results of a stopping power calculation with SRIM 2013 [318] of 1 MeV Protons in Gallium Arsenide as an example of this behaviour. For non-elemental targets, like Gallium Arsenide, Bragg’s rule can be applied where the
total stopping power is estimated reasonably accurately from the atomic fractions $\varsigma_i$ of the components and their stopping powers $\langle \frac{dE}{dx} \rangle_i$ as $\langle \frac{dE}{dx} \rangle_{\text{total}} \approx \sum \varsigma_i \langle \frac{dE}{dx} \rangle_i$. Tab. 3.1 on page 60 shows how the energy of 1 MeV Protons, 42 MeV Silicon and 73 MeV Krypton (all with approximately the same maximum penetration depth) is distributed. The trends towards less electronic and more nuclear stopping for heavier projectiles is visible, as well as the production of more numerous but even more less energetic recoils (visible from the higher fraction of energy loss due to phonon generation of the recoils). Besides stopping, SRIM predicts that about 0.02% of Protons are backscattered from the target, whereas none of the other projectiles out of 5000 where backscattered.
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Figure 3.4.: Projectile and recoil distributions as well as distribution of ionization energy loss of 1 MeV Protons in Gallium Arsenide as a function of depth as simulated with SRIM 2013[318].
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<table>
<thead>
<tr>
<th>energy loss process</th>
<th>1 MeV H</th>
<th>42 MeV Si</th>
<th>73 MeV Kr</th>
</tr>
</thead>
<tbody>
<tr>
<td>ionization</td>
<td>99.76 %</td>
<td>98.77 %</td>
<td>95.00 %</td>
</tr>
<tr>
<td>projectiles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vacancy generation</td>
<td>&lt; 0.01 %</td>
<td>&lt; 0.01 %</td>
<td>0.01 %</td>
</tr>
<tr>
<td>phonon generation</td>
<td>0.07 %</td>
<td>0.03 %</td>
<td>0.04 %</td>
</tr>
<tr>
<td>recoils</td>
<td>0.02 %</td>
<td>0.30 %</td>
<td>1.64 %</td>
</tr>
<tr>
<td>vacancy generation</td>
<td>0.01 %</td>
<td>0.07 %</td>
<td>0.26 %</td>
</tr>
<tr>
<td>phonon generation</td>
<td>0.14 %</td>
<td>0.83 %</td>
<td>3.05 %</td>
</tr>
</tbody>
</table>

Table 3.1.: Distribution of energy losses for different projectiles at 0° impact angle in Gallium Arsenide as simulated with SRIM [318].

Sputtering is a side effect of ion beam irradiation and always occurs to some extend. It describes the phenomenon that some recoil atoms of the collision cascades in the target leave the target material. This effect is most pronounced for heavy projectiles in comparison to the target atoms and shallow irradiation angles. In Proton beam writing both of these conditions are usually not fullfilled and sputtering is negligible. In an irradiation run at the CIBA, I was nevertheless able to observe sputtering in Gallium Arsenide with a molecular Hydrogen beam at more than 1000 times the regular irradiation dose and likely aided by embrittlement and swelling of the affected target regions by Hydrogen implantation.

Besides backscattering of projectiles and sputtering, nuclear reactions can occur at high projectile energies. The kinetic energy at which nuclear reactions reach about 4% of the total Coulomb nuclear scattering (Rutherford) cross section can be estimated within 500 keV accuracy to about [34]:

$$E \approx \frac{M_1 + M_2}{M_2} \cdot \begin{cases} \frac{Z_1}{10} \text{ MeV} & Z_1 = 1 \\ \frac{Z_1 Z_2}{8} \text{ MeV} & Z_1 > 1 \end{cases}$$

This imposes a rough upper limit on the energy at which nuclear reactions can be neglected. For Proton beam writing this limit is plotted in fig. 3.5 on the following page.
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Figure 3.5.: Limiting energy at which nuclear reactions are expected to reach 4% of the Rutherford cross-section for Protons as a function of the nuclear charge of the target material $Z$.

From the mean stopping power $\langle \frac{dE}{dx} \rangle$ the range of a projectile with kinetic energy $E$ can be calculated as:

$$R = - \int_0^E \frac{d\epsilon}{\langle \frac{dE}{dx} \rangle_{\epsilon}}$$

It should be noted, however, that scattering causes the projectiles to have non-straight paths. The longitudinally projected range (or penetration depth) of Protons for the typical energies used in Proton beam writing (between 100 keV and 5 MeV) can be well approximated by:

$$R \approx R_0 \cdot \left[ \frac{E}{4.42 \text{ MeV}} + 4.52 \cdot \left( \frac{E}{4.42 \text{ MeV}} \right)^2 \right]$$  \hspace{1cm} (3.1)

where $R_0$ is a target material dependent parameter with a value between $10^{-5}$ m and $2.5 \cdot 10^{-4}$ m. Fig. 3.6 on the next page shows the ranges of Protons in solids as simulated by SRIM [318] with 1000 projectiles per simulation and as fitted by eq. 3.1. For elements that are gaseous at room temperature (like Hydrogen or Nitrogen), solid state densities
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as estimated by SRIM were used to make them better comparable. In a gaseous state of the target the Proton ranges are several orders of magnitude larger (approximately $\frac{R_{\text{gas}}}{R_{\text{solid}}} \approx \frac{\rho_{\text{solid}}}{\rho_{\text{gas}}}$).

Figure 3.6.: Ranges of Protons in different solid targets as a function of the projectile energy for typical energies encountered in Proton beam writing as calculated with SRIM [318] and fit according to eq. 3.1 on the preceding page.

Since stopping is a statistical process, the spread of the depth at which Protons come to rest (called straggling and described by the standard deviation) is another important property. Fig. 3.7 on the next page shows the straggling of the penetration depth as a function of the penetration depth itself. The strong correlation between the two quantities shows that within a factor of two or so, straggling of Protons in a wide variety of materials can be estimated by $\sigma_R \approx 0.0135 \cdot R + \sqrt{0.0135} \cdot 10^{-9} \cdot R$. 
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Another interesting aspect of stopping is the impact of the target microstructure. It is known that materials show different mass stopping powers when they change phases, even though the mass stopping power is expected to be independent of the target density [276]. Additionally, even solid materials show different mass stopping behaviour depending on their crystal structure. For Proton beam writing, the most important effect among these is channelling. This describes an effect where the projectiles are channelled on their path through the target by the lattice structure of a crystalline material and show unexpectedly long ranges in the target material. Channeling requires an alignment of the beam with a crystal axis and a reasonably defect free material (as defects dechannel Protons quite easily) even though for most semiconductor crystals channeling always occurs to some small extend [242, 106]. Fig. 3.8 on the following page shows the final positions of a stopping simulation of 1 MeV Protons in Silicon for an (100) oriented perfect crystal (without defects but with estimated thermal vibrations at room temperature) and an amorphous target of the same density. A line of Protons that were channelled is visible.
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Figure 3.8.: Distribution of final positions of 200, 1 MeV Protons in Silicon for a ⟨100⟩ oriented perfect crystal and an amorphous target of the same density. In the crystalline target channeling of the projectiles is visible.

3.1.2. Nuclear stopping

Nuclear stopping can, over a wide projectile energy range, be described well in the binary collision approximation, where the interaction between the target nuclei and the projectile is described by an effective pair potential. Based on this and earlier approximations, Ziegler proposed a simple approximation for the total nuclear stopping cross section in $10^{-15}\text{eVcm}^2/\text{atom}$ \cite{316}:

$$S_{\text{nucl.}} \approx \begin{cases} 8.462 \cdot \frac{Z_1 Z_2 M_2}{(M_2 + M_2) \left( Z_1^{2/3} + Z_2^{2/3} \right)} & \frac{1.593 \epsilon^{1/2}}{1 + 6.8 e + 3.4 e^{3/2}} \;, \\ 1.7 \epsilon^{1/2} \log [\epsilon + \exp(1)] & 0.01 \leq \epsilon \leq 10 \\ \frac{1}{2\epsilon} \log (0.47\epsilon) & \epsilon > 10 \end{cases}$$

with the reduced projectile kinetic energy

$$\epsilon = \frac{32.53 \text{keV}}{Z_1 Z_2 (M_2 + M_2) \sqrt{Z_1^{2/3} + Z_2^{2/3}} \cdot M_2 E}$$
where $Z_1$ ($Z_2$) are the nuclear charges of the projectile (target atom) and $M_1$ ($M_2$) their masses. A slightly more accurate expression was recently determined through fits of direct simulations of pair potential scattering [320]:

$$S_{nucl.} \approx \sqrt{8.462 \cdot \frac{Z_1 Z_2 M_2}{(M_2 + M_2) \left( \frac{Z_1^{2/3}}{2} + \frac{Z_2^{2/3}}{2} \right)}} \cdot \frac{\log (1 + 1.1383\epsilon)}{2(\epsilon + 0.01321e^{0.21226} + 0.19593e^{0.5})}$$

More precise calculations are possible when solving the equations of motion of the projectiles explicitly with approximate pair potentials [320]. Many potentials exist, that are calculated through either Thomas-Fermi theory, Kohn-Sham density functional theory with local density approximations or Hartree-Fock theory simulations [61]. Though these potentials commonly assume that the Electrons are in their lowest energy state, which may not always be accurate. It should also be noted that while the binary collision approximation is very accurate at high collision energies, at low collision energies multibody effects become important [219].

When considering the shapes of the potentials, one can consider the two extreme cases:

- the high velocity limit, where the projectile is entirely ionized and the target Electrons are essentially static with respect to the projectile
- the low velocity limit, where the projectile is almost neutral and the collision happens so slowly that all Electrons can relax into the ground state

In the following both cases are discussed separately and compared.

### 3.1.2.1. High velocity limit

In the high velocity limit, the effective binary potential should be the total Coulomb potential of the electronically screened target atoms in their ground state and the entirely ionized projectile. These potentials are calculated here using the decontracted HGBS-9 basis set in Orca with density functional theory (r2SCAN functional and for $Z > 36$) and relaxed MP2 densities (for $Z \leq 36$). The resulting radial screening functions $\phi(R)$ that screen the nuclear potential to the total electrostatic potential $V(R) = \frac{Z}{R} \phi(R)$ for all atoms that converged well are shown in fig. 3.9 on the next page.
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Figure 3.9.: Radial screening functions for the Coulomb potentials of the neutral atoms of the periodic table as a function of the distance $R$ to the nucleus as predicted from density functional theory and relaxed MP2 theory calculations. Also shown is a fit of shape $\exp\left(-\left(\frac{R}{a_0Z^{n_0}Z^{n_1}}\right)^{n_{R,0}+Z\cdot n_{R,1}}\right)$.

As visible, the screening functions show an approximately exponential decay with $R$. Besides the shell effects, a trend of decreased screening lengths (the length scale on which the nuclear charge is screened) with $Z$ can be observed. This trend is already predicted by simple atomic models, like the Thomas-Fermi model, where it scales like $Z^{-1/3}$. Here a fit of a screening function $\exp\left(-\left(\frac{R}{a(Z)}\right)^{n_{R,0}+Z\cdot n_{R,1}}\right)$ with $a(Z) = a_0Z^{n_Z}$ is performed. For this the potentials were sampled on an exponential grid. The best fit
is observed for $a_0 = 0.85$ Bohr and $n_Z = -0.28$. Similar values for $n_Z$ are assumed by Ziegler [317] with $n_Z = -0.23$ and Nakagawa [175] with $n_Z \approx -0.205$. An approximate screening length for each atom can also be extracted. This is shown in fig. 3.10 together with some of the other predictions.

![Graph](image-url)

Figure 3.10.: Screening lengths of the nuclear potentials by the Electrons as a function of the nuclear charge $Z$ and as predicted from a fit of the function $\exp \left( -\left( \frac{R}{a(Z)} \right)^{nR(Z)} \right)$, by Thomas-Fermi theory and as assumed by Ziegler’s and Nakagawa’s models.

Tab. 3.2 on the next page shows the best fits for screening functions of type $\phi(R) = \exp \left( -\left( \frac{R}{a(Z)} \right)^{nR(Z)} \right)$ to the atomic potentials.
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7876</td>
<td>1.1158</td>
<td>39</td>
<td>0.3105</td>
<td>0.7766</td>
<td>79</td>
<td>0.2403</td>
<td>0.7841</td>
</tr>
<tr>
<td>2</td>
<td>0.4818</td>
<td>1.0891</td>
<td>40</td>
<td>0.3092</td>
<td>0.7748</td>
<td>80</td>
<td>0.2398</td>
<td>0.7823</td>
</tr>
<tr>
<td>3</td>
<td>0.6390</td>
<td>0.7797</td>
<td>41</td>
<td>0.3061</td>
<td>0.7770</td>
<td>81</td>
<td>0.2397</td>
<td>0.7789</td>
</tr>
<tr>
<td>4</td>
<td>0.6563</td>
<td>0.7683</td>
<td>42</td>
<td>0.3040</td>
<td>0.7772</td>
<td>82</td>
<td>0.2396</td>
<td>0.7759</td>
</tr>
<tr>
<td>5</td>
<td>0.6203</td>
<td>0.7908</td>
<td>43</td>
<td>0.3019</td>
<td>0.7773</td>
<td>83</td>
<td>0.2394</td>
<td>0.7731</td>
</tr>
<tr>
<td>6</td>
<td>0.5645</td>
<td>0.8233</td>
<td>44</td>
<td>0.2994</td>
<td>0.7784</td>
<td>84</td>
<td>0.2393</td>
<td>0.7702</td>
</tr>
<tr>
<td>7</td>
<td>0.5105</td>
<td>0.8538</td>
<td>45</td>
<td>0.2968</td>
<td>0.7799</td>
<td>85</td>
<td>0.2392</td>
<td>0.7677</td>
</tr>
<tr>
<td>8</td>
<td>0.4688</td>
<td>0.8753</td>
<td>46</td>
<td>0.2921</td>
<td>0.7859</td>
<td>86</td>
<td>0.2390</td>
<td>0.7654</td>
</tr>
<tr>
<td>9</td>
<td>0.4301</td>
<td>0.8959</td>
<td>47</td>
<td>0.2910</td>
<td>0.7839</td>
<td>87</td>
<td>0.2397</td>
<td>0.7602</td>
</tr>
<tr>
<td>10</td>
<td>0.3958</td>
<td>0.9144</td>
<td>48</td>
<td>0.2902</td>
<td>0.7816</td>
<td>88</td>
<td>0.2405</td>
<td>0.7553</td>
</tr>
<tr>
<td>11</td>
<td>0.4039</td>
<td>0.8657</td>
<td>49</td>
<td>0.2903</td>
<td>0.7769</td>
<td>89</td>
<td>0.2409</td>
<td>0.7516</td>
</tr>
<tr>
<td>12</td>
<td>0.4095</td>
<td>0.8326</td>
<td>50</td>
<td>0.2902</td>
<td>0.7731</td>
<td>90</td>
<td>0.2409</td>
<td>0.7490</td>
</tr>
<tr>
<td>13</td>
<td>0.4176</td>
<td>0.8030</td>
<td>51</td>
<td>0.2900</td>
<td>0.7700</td>
<td>91</td>
<td>0.2395</td>
<td>0.7503</td>
</tr>
<tr>
<td>14</td>
<td>0.4191</td>
<td>0.7896</td>
<td>52</td>
<td>0.2898</td>
<td>0.7669</td>
<td>92</td>
<td>0.2382</td>
<td>0.7516</td>
</tr>
<tr>
<td>15</td>
<td>0.4158</td>
<td>0.7856</td>
<td>53</td>
<td>0.2895</td>
<td>0.7646</td>
<td>93</td>
<td>0.2370</td>
<td>0.7523</td>
</tr>
<tr>
<td>16</td>
<td>0.4112</td>
<td>0.7845</td>
<td>54</td>
<td>0.2889</td>
<td>0.7627</td>
<td>94</td>
<td>0.2358</td>
<td>0.7530</td>
</tr>
<tr>
<td>17</td>
<td>0.4039</td>
<td>0.7877</td>
<td>55</td>
<td>0.2909</td>
<td>0.7552</td>
<td>95</td>
<td>0.2347</td>
<td>0.7536</td>
</tr>
<tr>
<td>18</td>
<td>0.3950</td>
<td>0.7934</td>
<td>56</td>
<td>0.2927</td>
<td>0.7483</td>
<td>96</td>
<td>0.2344</td>
<td>0.7519</td>
</tr>
<tr>
<td>19</td>
<td>0.4016</td>
<td>0.7752</td>
<td>57</td>
<td>0.2927</td>
<td>0.7459</td>
<td>97</td>
<td>0.2328</td>
<td>0.7538</td>
</tr>
<tr>
<td>20</td>
<td>0.4076</td>
<td>0.7607</td>
<td>58</td>
<td>0.2887</td>
<td>0.7504</td>
<td>98</td>
<td>0.2313</td>
<td>0.7556</td>
</tr>
<tr>
<td>21</td>
<td>0.4011</td>
<td>0.7643</td>
<td>59</td>
<td>0.2848</td>
<td>0.7551</td>
<td>99</td>
<td>0.2300</td>
<td>0.7566</td>
</tr>
<tr>
<td>22</td>
<td>0.3920</td>
<td>0.7710</td>
<td>60</td>
<td>0.2817</td>
<td>0.7580</td>
<td>100</td>
<td>0.2288</td>
<td>0.7575</td>
</tr>
<tr>
<td>23</td>
<td>0.3805</td>
<td>0.7811</td>
<td>61</td>
<td>0.2788</td>
<td>0.7606</td>
<td>101</td>
<td>0.2275</td>
<td>0.7586</td>
</tr>
<tr>
<td>24</td>
<td>0.3653</td>
<td>0.7975</td>
<td>62</td>
<td>0.2756</td>
<td>0.7640</td>
<td>102</td>
<td>0.2262</td>
<td>0.7597</td>
</tr>
<tr>
<td>25</td>
<td>0.3569</td>
<td>0.8031</td>
<td>63</td>
<td>0.2734</td>
<td>0.7651</td>
<td>103</td>
<td>0.2258</td>
<td>0.7582</td>
</tr>
<tr>
<td>26</td>
<td>0.3477</td>
<td>0.8104</td>
<td>64</td>
<td>0.2713</td>
<td>0.7663</td>
<td>104</td>
<td>0.2253</td>
<td>0.7570</td>
</tr>
<tr>
<td>27</td>
<td>0.3389</td>
<td>0.8170</td>
<td>65</td>
<td>0.2666</td>
<td>0.7727</td>
<td>105</td>
<td>0.2248</td>
<td>0.7560</td>
</tr>
<tr>
<td>28</td>
<td>0.3316</td>
<td>0.8211</td>
<td>66</td>
<td>0.2636</td>
<td>0.7757</td>
<td>106</td>
<td>0.2243</td>
<td>0.7551</td>
</tr>
<tr>
<td>29</td>
<td>0.3216</td>
<td>0.8307</td>
<td>67</td>
<td>0.2606</td>
<td>0.7786</td>
<td>107</td>
<td>0.2238</td>
<td>0.7543</td>
</tr>
<tr>
<td>30</td>
<td>0.3172</td>
<td>0.8295</td>
<td>68</td>
<td>0.2577</td>
<td>0.7816</td>
<td>108</td>
<td>0.2233</td>
<td>0.7534</td>
</tr>
<tr>
<td>31</td>
<td>0.3155</td>
<td>0.8228</td>
<td>69</td>
<td>0.2548</td>
<td>0.7844</td>
<td>109</td>
<td>0.2228</td>
<td>0.7525</td>
</tr>
<tr>
<td>32</td>
<td>0.3137</td>
<td>0.8174</td>
<td>70</td>
<td>0.2519</td>
<td>0.7873</td>
<td>110</td>
<td>0.2222</td>
<td>0.7519</td>
</tr>
<tr>
<td>33</td>
<td>0.3119</td>
<td>0.8130</td>
<td>71</td>
<td>0.2506</td>
<td>0.7862</td>
<td>111</td>
<td>0.2216</td>
<td>0.7514</td>
</tr>
<tr>
<td>34</td>
<td>0.3103</td>
<td>0.8087</td>
<td>72</td>
<td>0.2494</td>
<td>0.7852</td>
<td>112</td>
<td>0.2210</td>
<td>0.7509</td>
</tr>
<tr>
<td>35</td>
<td>0.3084</td>
<td>0.8058</td>
<td>73</td>
<td>0.2482</td>
<td>0.7845</td>
<td>113</td>
<td>0.2210</td>
<td>0.7500</td>
</tr>
<tr>
<td>36</td>
<td>0.3062</td>
<td>0.8040</td>
<td>74</td>
<td>0.2468</td>
<td>0.7844</td>
<td>114</td>
<td>0.2205</td>
<td>0.7500</td>
</tr>
<tr>
<td>37</td>
<td>0.3082</td>
<td>0.7926</td>
<td>75</td>
<td>0.2458</td>
<td>0.7833</td>
<td>115</td>
<td>0.2200</td>
<td>0.7500</td>
</tr>
<tr>
<td>38</td>
<td>0.3107</td>
<td>0.7813</td>
<td>76</td>
<td>0.2445</td>
<td>0.7831</td>
<td>116</td>
<td>0.2195</td>
<td>0.7500</td>
</tr>
<tr>
<td>39</td>
<td>0.2416</td>
<td>0.7841</td>
<td>77</td>
<td>0.2431</td>
<td>0.7836</td>
<td>117</td>
<td>0.2190</td>
<td>0.7500</td>
</tr>
<tr>
<td>40</td>
<td>0.2416</td>
<td>0.7841</td>
<td>78</td>
<td>0.2416</td>
<td>0.7841</td>
<td>118</td>
<td>0.2185</td>
<td>0.7500</td>
</tr>
</tbody>
</table>

Table 3.2.: Best fit values for screening functions \( \phi (R) = \exp \left( - \left( \frac{R}{a(Z)} \right)^{nR(Z)} \right) \) for the elements. Values in blue were inter- or extrapolated. The relative fit accuracy of the values is approximately 1/1000.
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It should be noted, that the effective screening functions should also depend on (in descending order of effect magnitude at room temperature):

- the (partial) atomic charge of the atom
- chemical bonds to neighbor atoms
- polarization effects due to electric fields at the position of the atom
- Electron temperature and degree of excitation

Heavier atoms are expected to show less changes in their screening functions as mostly the valence Electrons are affected and these contribute less to the total screening function in them. Of the discussed effects for light atoms, the partial atomic charge is the most important effect, as it alters the long range behaviour of the screened nuclear potential. Experimentally, the influence of the charge state of the target atoms is most easily visible in rainbow scattering experiments (a type of low energy scattering at shallow angles to the target surface) \[247\]. A simple approximation for the charge dependent screening function is proposed here:

\[
\phi(R, q) = (1 - q/Z) \cdot \exp \left( -\left( \frac{R}{(1 - q/Z) \cdot a(Z)} \right)^{nR(Z)} \right) + q/Z
\]

A similar scaling of the screening length \( a(Z) \) with the charge state of the atom \( q \) was proposed by Sigmund \[245\] and found here to be reasonably accurate. As simple example of this charge dependence of the screening function is shown in fig. 3.11 on the following page for the case of a Carbon atom in various charge states where it is presented together with the proposed screening function.
3. The irradiation process

Figure 3.11.: Effective screening function $\phi$ to the Coulomb potential of the nucleus of Carbon as a function of distance from the nucleus for different charge states $q$ of the atom as determined from relaxed MP2 densities (solid lines) as well as the approximation proposed here (dashed lines).

If a charge dependent screening function is to be used in a simulation, approximations to atomic charges need to be determined. These can be calculated from charge equilibration schemes [215], though in this work Hishfeld charges [97, 230] from DFT simulations of the target materials were used where applicable.

3.1.2.2. Low velocity limit

In the low velocity limit, the potential should be the Born-Oppenheimer potential of the (almost) neutral projectile and target. To approximate the low energy limit, the potentials of the atoms of the periodic table up to $Z_{\text{projectile}} + Z_{\text{target}} = 55$ are considered at nuclear distances between 0.1 and 2.0 Bohr with both atoms in a neutral ground state with $\text{pyscf}$ using the decontracted ANO-R [321] basis set and the long range corrected VV10 exchange-correlation functional [289].

At these relatively short distances, multi-body effects should be negligible and as discussed in sec. 3.1.3.2 on page 77 at very low velocities, projectiles tend to be neutral. The multiplicities of the pseudo-molecules are determined from comparative calculations (the alternative would be spin relaxation, however in the calculations here it was found that the implementation in $\text{pyscf}$ does not always relax to the correct ground state).
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For the longer range part of the potentials, the potentials of all projectiles $Z_{\text{projectile}} = 1...10, 18, 36, 86$ with the noble gases $Z_{\text{target}} = 2, 10, 18, 36, 86$ between 2.1 and 8.0 Bohr are added.

A special case is the collision of atoms with Hydrogen. Hydrogen forms relatively short bonds (1.4 Bohr in $H_2$, noticeably shorter than the 2.0 Bohr cutoff used here) and the sole 1s Electron is involved in bonding, causing Hydrogen atoms bound in a compound in a collision to behave likely very differently than collisions with atomic Hydrogen. Because of this, the interatomic potentials of a projectile with Hydrogen are calculated by taking the average potential of a collision of the projectile with a Hydrogen molecule and a collision of an Hydrogen atom with the projectile. The geometry of the collision of a projectile with Hydrogen is shown in fig. 3.12.

Figure 3.12.: Collision geometry of a projectile with an Hydrogen molecule used in this work. Hydrogen atoms are shown in blue, the projectile in orange and the trajectory for the potential calculation is shown in green.

A common approximation to the interatomic potentials is:

$$V(Z_1, Z_2, R) \approx \frac{Z_1 Z_2}{R} \phi \left( \frac{R}{a(Z_1, Z_2)} \right)$$

where $\phi(x)$ is a screening function with the limits 1 for $x \to 0$ and 0 for $x \to \infty$. This causes the nuclei to scatter according to their almost unscreened nuclear Coulomb potentials for short range (high energy) collisions while accounting for electronic screening at long ranges. Tab. 3.3 on the next page shows some common approximations for the screening function $\phi(x)$. Many different approximations have been used in the past to determine this function. Bohr used a simplified atomic model, Moliere used an analytical approximation to the Thomas Fermi atomic potential, Wilson et al. [302] and Ziegler et al. [317] used a free Electron gas interaction model with non-relativistic Hartree Fock Slater Electron densities. Some more recent approaches are mentioned in a publication by Nordlund et al. [184].
### Table 3.3: Common approximations for the screening function $\phi(x)$ used in nuclear stopping.

<table>
<thead>
<tr>
<th>Name</th>
<th>Approximation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bohr [30]</td>
<td>$0.35 \exp(-0.3x) + 0.55 \exp(-1.2x) + 0.10 \exp(-6.0x) + 0.19045 \exp(-1.27854x) + 0.47374 \exp(-0.637174x)$</td>
</tr>
<tr>
<td>Moliere [166]</td>
<td>$0.19045 \exp(-1.27854x) + 0.47374 \exp(-0.637174x)$</td>
</tr>
<tr>
<td>Wilson, Haggmark, and Biersack [302]</td>
<td>$0.35 \exp(-0.3x) + 0.55 \exp(-1.2x) + 0.10 \exp(-6.0x) + 0.2535 \exp(-1.91924x) + 0.28022 \exp(-0.4029x) + 0.50986 \exp(-0.94229x) + 0.18175 \exp(-3.19890x)$</td>
</tr>
<tr>
<td>Ziegler, Littmark, and Biersack [317]</td>
<td>$0.02817 \exp(-0.20162x) + 0.28022 \exp(-0.4029x) + 0.50986 \exp(-0.94229x) + 0.18175 \exp(-3.19890x)$</td>
</tr>
</tbody>
</table>
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\( a(Z_1, Z_2) \) is the effective screening length of the collision, typically with one of the forms shown in tab. 3.3. The early screening length models are based on the scale of the Thomas-Fermi atom that has the effective length scale \( a(Z) = \left( \frac{9\pi^2}{128Z} \right)^{1/3} \) Bohr, while more modern models are based on fits to experimental data or ab initio theoretical calculations.

<table>
<thead>
<tr>
<th>name</th>
<th>( a(Z_1, Z_2) ) [Bohr]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firsov [71]</td>
<td>( \frac{a_0}{(Z_1^{1/2} + Z_2^{1/2})^{2/3}} )</td>
</tr>
<tr>
<td>Lindhard [137]</td>
<td>( \frac{a_0}{(Z_1^{2/3} + Z_2^{2/3})^{1/2}} )</td>
</tr>
<tr>
<td>Ziegler [317]</td>
<td>( \frac{a_0}{Z_1^{1/2} + Z_2^{1/2}} )</td>
</tr>
<tr>
<td>Nakagawa [173]</td>
<td>( \frac{a_0}{(Z_1^{0.307} + Z_2^{0.307})^{2/3}} )</td>
</tr>
<tr>
<td>O’Connor, Biersack [186]</td>
<td>( a_0 \left( \sqrt{Z_1} + \sqrt{Z_2} \right) + 0.54 )</td>
</tr>
<tr>
<td>Zinoviev [319]</td>
<td>( 0.0215 \frac{(Z_1 + Z_2)^{2.432} - Z_1^{2.432} - Z_2^{2.432}}{Z_1 Z_2} )</td>
</tr>
</tbody>
</table>

Table 3.4.: Effective screening lengths of interatomic collisions for nuclear stopping potentials with \( a_0 = \left( \frac{9\pi^2}{128} \right)^{1/3} \).

The combinations of the different screening functions with the calculated screening functions are shown in tab. 3.5 on the next page. The combination with the overall lowest root mean square deviation is found to be the Ziegler, Littmark, and Biersack [317] potential and screening length. This combination also performs well for interatomic distances of less than 2 Bohr. For distances of greater than 2 Bohr the Wilson, Haggmark, and Biersack [302] potential with the O’Connor, Biersack [186] screening length performs slightly better.
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<table>
<thead>
<tr>
<th></th>
<th>Firsov [71]</th>
<th>Lindhard [137]</th>
<th>Ziegler [317]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bohr</td>
<td>0.0637</td>
<td>0.0504</td>
<td>0.0553</td>
</tr>
<tr>
<td></td>
<td>0.0041</td>
<td>0.0039</td>
<td>0.0043</td>
</tr>
<tr>
<td></td>
<td>0.0567</td>
<td>0.0448</td>
<td>0.0493</td>
</tr>
<tr>
<td>Moliere</td>
<td>0.0202</td>
<td>0.0299</td>
<td>0.0254</td>
</tr>
<tr>
<td></td>
<td>0.0072</td>
<td>0.0101</td>
<td>0.0059</td>
</tr>
<tr>
<td></td>
<td>0.0183</td>
<td>0.0270</td>
<td>0.0227</td>
</tr>
<tr>
<td>Wilson et al.</td>
<td>0.0142</td>
<td>0.0282</td>
<td>0.0219</td>
</tr>
<tr>
<td></td>
<td>0.0048</td>
<td>0.0072</td>
<td>0.0035</td>
</tr>
<tr>
<td></td>
<td>0.0129</td>
<td>0.0253</td>
<td>0.0195</td>
</tr>
<tr>
<td>Ziegler et al.</td>
<td>0.0170</td>
<td>0.0132</td>
<td><strong>0.0114</strong></td>
</tr>
<tr>
<td></td>
<td>0.0030</td>
<td>0.0046</td>
<td>0.0019</td>
</tr>
<tr>
<td></td>
<td>0.0151</td>
<td>0.0119</td>
<td><strong>0.0102</strong></td>
</tr>
<tr>
<td>Nakagawa</td>
<td>0.0319</td>
<td>0.0795</td>
<td>0.0750</td>
</tr>
<tr>
<td>O’Connor</td>
<td>0.0038</td>
<td>0.0045</td>
<td>0.0044</td>
</tr>
<tr>
<td>Zinoviev</td>
<td>0.0284</td>
<td>0.0708</td>
<td>0.0668</td>
</tr>
<tr>
<td>Moliere</td>
<td>0.0725</td>
<td>0.0253</td>
<td>0.0664</td>
</tr>
<tr>
<td></td>
<td>0.0148</td>
<td>0.0019</td>
<td>0.0131</td>
</tr>
<tr>
<td></td>
<td>0.0649</td>
<td>0.0225</td>
<td>0.0593</td>
</tr>
<tr>
<td>Wilson et al.</td>
<td>0.0760</td>
<td>0.0194</td>
<td>0.0675</td>
</tr>
<tr>
<td></td>
<td>0.0106</td>
<td><strong>0.0016</strong></td>
<td>0.0101</td>
</tr>
<tr>
<td></td>
<td>0.0677</td>
<td>0.0173</td>
<td>0.0602</td>
</tr>
<tr>
<td>Ziegler et al.</td>
<td>0.0541</td>
<td>0.0338</td>
<td>0.0604</td>
</tr>
<tr>
<td></td>
<td>0.0069</td>
<td>0.0021</td>
<td>0.0076</td>
</tr>
<tr>
<td></td>
<td>0.0482</td>
<td>0.0301</td>
<td>0.0538</td>
</tr>
</tbody>
</table>

Table 3.5.: Root mean square deviations of the different combinations of screening functions and screening lengths from the calculated DFT screening functions of this work. For each combination of screening function and screening length, the root mean square deviation for all distances $R \leq 2$ Bohr, $R > 2$ Bohr and overall are shown from top to bottom. The lowest value in each category is shown in **bold**.

A comparison of the resulting potentials with one of the best approximations is shown in fig. 3.13 on the following page. As visible, for very short ranges, the screening function is relatively well approximated. At longer distances (and thereby lower energies) however, individual pair potentials or low energy / long range corrections should be used to describe the scattering. In general, the interatomic potential also is too repulsive at distances beyond about 5 Bohr.
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Figure 3.13.: Screening functions to the bare nuclear potentials for the Born Oppenheimer potentials for Protons as calculated with \texttt{pyscf} and comparison with the Ziegler, Littmark, and Biersack \cite{317} potential.

3.1.3. Electronic stopping

3.1.3.1. Stopping of point charges

As discussed in sec. 3.1.1 on page 53, over a wide range of energies for many projectile-target combinations electronic stopping (energy loss of the projectile due to excitation of target Electrons) is the dominant process. Many models exist in the literature that describe different aspects of this stopping process approximately. The most important theories are the ones of Bohr and Bethe, which describe the energy transfer to classical,
harmonically bound Electrons \[29\] and the energy transfer to quantum mechanical, free Electrons \[17\], respectively. As a simple model, here the approximation of Ferraris and Arista \[68\] is used that interpolates between Bohr’s and Bethe’s approaches:

\[
S_{el.} = - \left( \frac{dE}{dx} \right)_{el.} = \frac{4\pi Z^2 \rho(r)}{m_e v^2} \cdot \left( \frac{e^2}{4\pi \varepsilon_0} \right)^2 \cdot L 
\]

(3.2)

\[
L \approx \ln \left( \frac{C m_e v^3}{|Z_1| v_0 \hbar \omega} \cdot \frac{1}{\sqrt{1 + \left( \frac{C v}{2Z_1 v_0} \right)^2}} \right)
\]

with the Bohr velocity \(v_0\), the projectile charge \(Z_1\) and velocity \(v\), the Electron density \(\rho(r)\) and the constant \(C = 1.1229\). \(\hbar \omega\) is the mean excitation potential of the target. A local Electron gas approximation \(\omega \approx \chi \sqrt{\frac{4\pi \rho(r) e^2}{m_e}}\) with a small constant \(\chi > 1\) (often set to about \(\sqrt{2}\) \[136\] or experimentally determined mean excitation potentials \[263\] are often used for the calculation of mean electronic stopping powers, though corrections are often necessary to describe compound targets with different chemical bonds, phases or oxidation states than their elemental counterparts \[110, 229, 243\].

At low velocity, eq. 3.2 diverges. A possible correction, that also approximates the Barkas-Anderson effect, follows from perturbation theory \[11, 249\]. A simplified version is used here:

\[
L \approx \frac{1}{n} \ln \left( 1 + \left( \frac{C m_e v^3}{|Z_1| v_0 \hbar \omega} \right)^n \cdot \frac{1}{\sqrt{1 + \left( \frac{C v}{2Z_1 v_0} \right)^2}} \right)
\]

(3.3)

Note that often \(n = 2\) is used, which follows from perturbation theory \[11, 249\], however \(n = 1\) provides a much better fit to experimental data and is used here. Sigmund and Schinner also used a similar expression with \(n = 1\) in their paper as a fit to the stopping due to a single, harmonically bound Electron but noted that the expression should not be “adequate to evaluate stopping cross sections” \[248\]. Fig. 3.14 on the next page shows a comparison of anti-Protons in different target materials and the description of the stopping process with \(n = 1\) and \(n = 2\). As visible, the experimental data is better represented by \(n = 1\).
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Figure 3.14.: Electronic stopping power of Hydrogen and Uranium in different target materials with nuclear charge $Z$ and the prediction by eq. 3.3 on the previous page with $n = 1$ and $n = 2$.

At low velocity the electronic stopping for $n = 1$ is:

$$S_{el.} = \frac{4\pi |Z_1|}{m_e} \cdot \left( \frac{e^2}{4\pi \varepsilon_0} \right)^2 C m_e v + O(v^3)$$

reproducing the experimentally observed (see for example [244, 169]) and theoretically predicted [138, 70, 135, 278] stopping power that is proportional to projectile velocity. Note that $n = 2$ creates a stopping power that is proportional to $v^4$ and with approximate shell corrections [246] to $v^2$. As such $n = 1$ is determined to be a more realistic model in the low velocity case.

3.1.3.2. Effective charge

As discussed in sec. 3.1.3.1 on page 75 as a projectile travels through matter, it can get (partially) ionized or pick up Electrons in collisions. Several models exist to treat this phenomenon and describe the mean charge state of the projectile as a function of the projectile velocity. Among them are approaches that consider Electrons removed from the projectile when [150]:

- their mean orbital velocities are smaller than the velocity of the projectile (called the velocity criterium) [28]
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- it is energetically favourable to slow the projectile Electrons down instead of keeping them bound to the projectile (called the energy criterium) \[128\].

For simplicity these models are often based on either the Thomas-Fermi atomic model \[200, 311\] or tabulated orbital binding energies \[28, 128\]. Beyond that, several empirical models exist as well \[241, 317, 235\].

An alternative point of view is to threat the projectile and its Electrons as a thermo-dynamic ensemble that can interact with the target through the exchange of Electrons. Imposing an effective temperature based on the kinetic energy of the projectile with respect to the target and enforcing Boltzmann statistics, the weight \(w_i\) of a state \(i\) with a charge \(Q_i\) and internal (electronic) energy \(U_i\), a mass \(M_i\) at a velocity \(v_i\) can be written as:

\[
w_i \approx \frac{1}{\sum w_j} \cdot \exp \left( - \frac{(Z - Q_i) m_{el.} c^2 (2 \gamma - 1) + U_i - Q_i \cdot W}{k_B T} \right)
\]

with \(\gamma = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}}\), the work function of the target material \(W\) and the relativistic temperature \(k_B T\):

\[
k_B T = \frac{1}{3} \frac{m_{el.} v^2}{\gamma}
\]

which among the models proposed in the literature (see for example \[121, 63\]) fits the experimental data best. The internal energy could include excitations, that is, be temperature (or velocity) dependent, though this was ignored here. Fig. 3.15 on the next page shows the charge states of Carbon atoms as a function of projectile velocities from this model for different materials. Where either the experimental energies after passing through the targets were used or, where possible, the initial energies were corrected with energy loss simulations from SRIM \[318\]. The experimental probabilities for Carbon targets do not add up to 1, as knock on atoms from the target may exit it as well, as such a perfect fit is impossible without also describing this effect. An effective work function \(W \approx 3\) eV was assumed and the internal energies \(U_i\) determined by fit are given and compared to ground state total electronic binding energies in tab \[3.6 on the following page\].
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Figure 3.15.: Charge states of Carbon as a function of projectile velocity $\beta = \frac{v}{c}$ for different targets [303, 241] and as described from eq. 3.5 on the preceding page.

<table>
<thead>
<tr>
<th>charge state</th>
<th>binding energy [eV]</th>
<th>best model fit [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>-1.26</td>
<td>-1.3</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>+1</td>
<td>11.3</td>
<td>6.3</td>
</tr>
<tr>
<td>+2</td>
<td>35.6</td>
<td>24</td>
</tr>
<tr>
<td>+3</td>
<td>83.5</td>
<td>68</td>
</tr>
<tr>
<td>+4</td>
<td>148</td>
<td>153</td>
</tr>
<tr>
<td>+5</td>
<td>540</td>
<td>440</td>
</tr>
<tr>
<td>+6</td>
<td>1030</td>
<td>1124</td>
</tr>
</tbody>
</table>

Table 3.6.: Comparison of ground state Electron binding energies of carbon atoms [125, 90] with the best fit parameters from eq. 3.5 on the preceding page.

The mean charge of the projectile is then:

$$\langle Q \rangle = \sum_i w_i Q_i$$

whereas the mean charge square that is relevant in stopping can be expressed as:
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\[ \langle Q^2 \rangle = \sum_i w_i Q_i^2 \]

In comparison to some of the previously discussed theories, this approach also allows to predict the occurrence of negative ions and can be used for predicting charge states of molecular projectiles. In the limit of low velocities the mean charge square reduces to:

\[ \langle Q^2 \rangle \approx \frac{w_1 1^2 + w_0 \cdot 0^2}{w_1 + w_0} \]

\[ = \exp \left( -\frac{2U_1}{Mv^2} + \frac{m_{el} \cdot 2E_{A_{target}}}{Mv^2} \right) \exp \left( -\frac{2U_0}{Mv^2} \right) \]

\[ = \frac{1}{1 + \exp \left( -\frac{2(U_0 - U_1)}{Mv^2} - \frac{m_{el} \cdot 2E_{A_{target}}}{Mv^2} \right)} \]

\[ \approx \frac{1}{1 + \exp \left( -\frac{2(U_0 - U_1)}{Mv^2} - \frac{2E_{A_{target}}}{Mv^2} \right)} \]

\[ \rightarrow \begin{cases} 
0 & \text{for } E_{A_{target}} > U_1 - U_0 \\
1 & \text{for } E_{A_{target}} < U_1 - U_0
\end{cases} \]

if we assume that at low velocities only the neutral ground state and the single positively charged states are relevant. Note that the limit in the last line essentially compares the ionization potential of the projectile with the Electron affinity of the target. In reality Electron affinities are usually lower (for noble gases even 0) than the always positive atomic ionization potential.

While this simple thermodynamic model may not predict the charge states of projectiles at high energy particularly accurately, the situation is reversed entirely at very low energies. In contrast to the otherwise accurate empirical models for the charge states, the model proposed here can also be used to understand stopping of low energy ions in complicated materials where no experimental data is available. This makes this model a substitute for some of the empirical models at low energy stopping, meaning either PBW at nano-dimensions or the end of range cascades of fast projectiles in a target material.

3.1.3.3. Bond relaxation

An interesting aspect that is usually ignored in the binary collision approximation to stopping, is the formation, excitation and breaking of chemical bonds between projectiles and target atoms. Usually, the energetics of a collision cascade within the binary collision approximation is considered as entirely elastic scattering on the (screened) nuclear potentials, a friction like force to simulate electronic stopping and an energy penalty for target atoms to leave their lattice sites. Fig. 3.16 on the next page shows an example of the excited and ground states of Hydrogen collisions with Gallium.
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An approach for this phenomenon follows naturally with the introduction of velocity dependent interatomic potentials. More specifically: potentials that interpolate between the high velocity and low velocity approximations of the interaction potentials based on the projectile velocity with respect to the target atoms. Such a potential is here parameterized as:

\[
V(R, v) = \frac{Z_1 Z_2}{R} \phi(Z_1, Z_2, R) + \zeta(v) \phi_{relax}(Z_1, Z_2, R)
\]

where \(\zeta(v)\) is a function of the relative velocity of the projectile to the target \(v\). \(\phi\) the screening function due to Coulomb screening of the target Electrons alone in their ground state (Hartree potential) and \(\phi_{relax}\) is an approximation for the difference to the Born-Oppenheimer limit of the collision with target and projectile being (almost) uncharged. A rough approximation for \(\zeta(v)\) can be constructed by comparing the ion velocity to the typical velocity of valence Electrons in the target (the Fermi-velocity). It is then:

\[
\zeta(v) \approx \exp\left(-\frac{v}{v_R}\right)
\]

with a reference velocity \(v_R\) that is a function of the Fermi-velocity of the target. Such a formalism guarantees agreement between ground state molecular dynamics simulations and scattering experiments at high energy. It also introduces a simple mechanism for Electron-phonon coupling that is often difficult to treat in stopping simulations without knowledge of additional target material parameters. With the Lagrange formalism, it leads to the following equations of motion of the target and projectile when neglecting small terms due to the large mass of the nuclei:

Figure 3.16.: Effective screening function of Hydrogen collisions with Gallium. The ground state is shown with thick lines and the first 10 excited states with thin lines. The simulation was performed in Orca with a X3LYP potential.
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\[ m_i \frac{d\vec{v}_i}{dt} \approx -\frac{dV(R, v)}{dR} \frac{\vec{R}_i}{R} + \frac{d^2V(R, v)}{dv^2} \frac{vR}{vR} \vec{v}_i \]

where the index \( i \) stands for the collision partner \( i \). Fig. 3.17 shows an application of this model for Helium stopping in Helium. Here the effective charge of the Helium projectile is used to interpolate between the velocity dependent potential and the stopping with the previously discussed electronic stopping model. For this the equations of motion of the collision pair were explicitly integrated at different collision energies and impact parameters. As visible, the theoretical stopping cross-section introduced here is able to reproduce the experimental data relatively accurately over the entire range.

Figure 3.17.: Stopping cross-section for He stopping in He as calculated with the stopping model including the approximation for bond breaking in comparison to experimental measurements [171] on the left. On the right a plot of the used potential.

Similarly, the velocity dependent potential also works well for other projectile target combinations. This is shown in fig. 3.18 on the next page for the example of Silicon stopping in Gallium Arsenide.
3. The irradiation process

Figure 3.18.: Stopping cross section for Silicon stopping in Gallium Arsenide as calculated with the stopping model including the approximation for bond breaking in comparison to several simulations as well as experimental measurements.

3.1.3.4. Delta-Electrons and spatial extend

As fast Protons pass the target material, some of the Electrons created though ionization of the target atoms might have enough energy to travel some distance in the target and ionize atoms themselves. These Electrons are called δ-Electrons. The spatial energy deposition $D(r)$ around a Proton track due to δ-Electrons can be expressed as \[19, 291\]:

$$D(r) = \rho_{el} e^4 Z_{eff}^2 \left( \frac{v}{\alpha m_{el} v^2 r} \right) \left[ \frac{1 - \frac{r + \theta}{R + \theta}}{r + \theta} \right]$$

where $\rho_{el}$ is the Electron density of the resist, $Z_{eff}(v)$ the effective charge of the projectile, $R$ the maximum range for δ-Electrons and $\theta$ the range of an Electron with a specific energy. $\alpha \approx 1.667$ is a constant. This leads to a small smearing out of the electronic energy deposition around the path of a fast projectile. Electrons are relatively light, however, so the energy transferred to target nuclei directly is not affected by this. Fast Electrons can however still create reactive in resists \[285\].
3. The irradiation process

3.2. Defect production

Defects can be produced in the target material by displacing target atoms from their lattice sites or changing the bond structure of the target. Displacement of target atoms can happen directly, as a result of nuclear stopping, or indirectly, as a result of delta Electron creation which in turn can displace target atoms. Changes in the bond structure on the other hand are primarily caused by excitation or ionization of the target Electron system, and thereby a result of electronic stopping.

A description of the direct defect production within the binary collision approximation is possible with the help of a lattice binding energy and a threshold displacement energy \[E_{\text{thres.displ.}}\]. When a collision with a target atoms takes place and a kinetic energy larger than the threshold displacement energy is transfered to it, it can permanently leave the lattice site with a kinetic energy that is reduced by the lattice binding energy, leaving behind a potential target vacancy site. Altogether, radiation damage production in the target material can be divided into two categories:

- the primary damage that is produced directly in the collision cascade, within picoseconds after the projectile impact and in collision processes far from thermal equilibrium
- the damage evolution that happens nanoseconds to years afterwards, caused by thermally activated processes

Both processes happen after and during the irradiation process, but are very different in their physical description and time scales. Here the primary damage is treated while sec. 3.3 on the following page focuses on the evolution of the primary defects.

A common measure for radiation damage is the number of displacements per projectile \(N_{\text{disp.}}\). However, a microscopically precise model of damage formation requires a large amount of information, such as the damage cluster size, thermal mobility and recombination, nonlinear damage buildup at high doses and more. As an approximation, a rough model exists that relates the number of displacements created in a cascade in the primary damage production to the energy transfered to the recoil atom \(E_{\text{recoil}}\):

\[
N_{\text{disp.}}(E_{\text{recoil}}) \approx \begin{cases} 
0 & E_{\text{recoil}} < E_{\text{thres.displ.}} \\
1 & E_{\text{thres.displ.}} < E_{\text{recoil}} < 2.5 \cdot E_{\text{thres.displ.}} \\
\frac{E_{\text{recoil}}}{2.5 \cdot E_{\text{thres.displ.}}} \xi\left(E_{\text{recoil}}\right) & 2.5 \cdot E_{\text{thres.displ.}} < E_{\text{recoil}}
\end{cases}
\]

where \(\xi\left(E_{\text{recoil}}\right)\) is a target dependent efficiency function with values between about 0.3 and 1 and \(E_{\text{thres.displ.}}\) is the threshold displacement energy, the crystal direction averaged minimum energy required to produce a stable Frenkel pair (vacancy - interstitial atom - pair) in a collision. The threshold displacement energy is an empirical parameter that fits the effects of many complicated processes in the target and is difficult to define rigorously but often has values between 12 and 90 eV [61, 122]. It also describes damage evolution to an extent.
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A more accurate description of primary damage is possible with binary collision approximation simulations. Simulations of this type require additionally to the threshold displacement energy a bulk binding energy and a cutoff energy. The bulk binding energy is the energy required to overcome the local bond forces of a target atom and allow it to move through the lattice. An atom displaced from its lattice site thus leaves it with a kinetic energy that is reduced by the bulk binding energy. The cutoff energy in turn defines a limit at which the tracking of moving atoms is stopped. This last parameter is necessary to reduce the computational burden in binary collision simulations [61].

From energy conservation it follows that removing an atom from a solid would require at least the sublimation enthalpy. The sum of the bulk binding energy and a surface binding energy (the energy to move an unspecifically bonded atom from the surface to the vacuum) should therefore yield the sublimation energy (when neglecting dissipative processes like electronic and nuclear stopping). Often the bulk binding energy is set to a small value (3 eV, 0.25 eV or 0 eV [61, 318]) with the surface binding energy adding up to the remainder. But it has also been shown that simulations without a surface binding energy can yield realistic distributions of the particles involved in stopping and sputtering processes near surfaces [99].

3.3. Defect evolution

The primary damage produced in ion irradiation quickly thermalizes after it was created. Left behind are Electrons in excited states, broken chemical bonds, vacancies, interstitial atoms, a heated up target and in very dense collision cascades also amorphized regions. These defects and affected target regions can then also follow a complex evolution on timescales on the order of nanoseconds up to many years, depending on the target temperature, the activation energy of the processes and the availability of the reaction partners [295].

For Proton beam writing in crystalline inorganic materials, the diffusion of the recoils or implanted Protons, recombination with vacancies (occasionally also forming anti-sites in binary- or multi-component semiconductors, that is atoms of the wrong species on the lattice sites), creation of complex defect structures, amorphization of the target, local phase changes of the target and mixing of the target atoms can occur [295]. For the commonly used semiconductors Silicon and many binary semiconductors, the creation of vacancies, interstitial atoms, Frenkel-pairs (vacancy-interstitial pairs), anti-sites and doping through the implanted Hydrogen-atoms are the most important effects [73, 300]. At very high local defect densities the semiconductor target can also locally amorphize or form metastable phases. Excited Electrons and broken chemical bonds, though commonly more numerous than displaced atoms (as discussed in sec. 3.1.1 on page 53), can often recombine to the ground state again, mainly causing the target semiconductor material to heat up and reanneal some of the damage [115, 206]. Some simple models exist that can treat the evolution of radiation damage in these materials approximately [299, 261].

In case of Proton beam writing in organic materials, the changes in the bond structure are often more important than the displacement of single atoms. A key value for defect
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evolution in resists is the G-value. It is defined as the number of events, either chain scission or cross linking, per absorbed energy of 100 eV in the resist. This value can be measured by irradiating thin layers of a resist (thin enough so that the energy loss of the particles in the material does not vary much over the thickness of the film) and then exposure of the film to a developer. The film thickness after partial dissolution in the developer is then an indicator for the G-value of the resist [227]. In general, materials with a higher G-value at the chosen irradiation energy require a lower effective Proton dose and are preferred for creating 3D structures. PMMA, for example, was found to have G-values of about 1.31 for γ-radiation, 0.75 for 25 keV Electron irradiation (1 μm thin film on Si), 1.65 for bulk material and 0.70 for 100 keV Proton irradiation (1 μm thin film on Si) [2].

3.3.1. Resists and polymers

As mentioned in the introduction of this work, in resists and polymers the two most important reactions for PBW after irradiation are chain scission and cross-linking. A simple model that mimics this behaviour can be constructed from a Monte Carlo simulation. Here \( N_{\text{molecule}} \) molecules with an effective length \( L_{\text{molecule}} \) are used. For each reactive site generated during irradiation, a random molecule is chosen which either splits into two molecules that add up in length to the initial molecule with a probability \( p_{\text{scission}} \) or cross-links with another molecule with an effective length that is the sum of its constituents with a probability \( p_{\text{cross-linking}} \). Alternatively, none of the previous reactions may take place with a probability of \( p = 1 - p_{\text{scission}} - p_{\text{cross-linking}} \). For the defect evolution of the resists, only the effective number of reactive sites generated per molecule \( R = \frac{N_{\text{reactive}}}{N_{\text{molecule}}} (p_{\text{scission}} + p_{\text{cross-linking}}) \) that lead to either scission or cross-linking need to be considered in this simple model. Fig. 3.19 on the following page shows the evolution of the probability distribution of chain lengths in a resist or polymer under Proton irradiation with \( p_{\text{scission}} + p_{\text{cross-linking}} = 1 \) and an initial length distribution with a standard deviation of \( \sigma_{\text{initial}} = \frac{1}{4} L_{\text{molecule}} \). As visible, in every case the standard deviation of lengths in the target increases, while the mean length approaches \( \frac{1}{2} L_{\text{molecule}} \), \( L_{\text{molecule}} \) or \( \infty \) as \( R \) approaches 1 for the cases \( p_{\text{scission}} = 1, p_{\text{cross}} = \frac{1}{2} \) and \( p_{\text{cross}} = 0 \), respectively. It is also visible that, except in the extreme case of \( p_{\text{cross-linking}} = 1 \), there is an accumulation of molecules with very small lengths.
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Figure 3.19.: Evolution of the distribution of chain lengths relative to the initial mean chain length as a function of the effective density of reactive sites created due to irradiation with fast ions. Also shown is the mean chain length and the standard deviation in green.
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Etching in Proton beam writing is the process of removing material from the solid that was irradiated in such a way that a 3D structure is generated. For this the etching process needs to be able to selectively remove material depending on the local Proton beam irradiation induced defect concentration. This leads to two methods that are commonly employed:

- chemical etching for resist materials where the different solubility of longer and shorter chains of the polymers making up the resist after irradiation is used.

- electrochemical etching for semiconductor materials (and to a lesser extend insulators) where the change of doping in the irradiated regions is used.

Tab. 4.1 on the next page provides an overview of some materials commonly used in PBW as well as the etching process and the electrolyte or solvant used during etching.
<table>
<thead>
<tr>
<th>material</th>
<th>type</th>
<th>electrolyte/solvant</th>
<th>process</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMMA</td>
<td>positive</td>
<td>2-(2-Ethoxyethoxy)ethan-1-ol and water</td>
<td>chemical</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4-Methylpentan-2-one and Propan-2-ol</td>
<td>chemical</td>
</tr>
<tr>
<td>PMGI</td>
<td>positive</td>
<td>2-(2-Ethoxyethoxy)ethan-1-ol and water</td>
<td>chemical</td>
</tr>
<tr>
<td>SU-8</td>
<td>negative</td>
<td>1-Methoxy-2-propanyl acetate</td>
<td>chemical</td>
</tr>
<tr>
<td>Si</td>
<td>positive</td>
<td>HF in water and Ethanol followed by KOH solution</td>
<td>electrochemical + chemical</td>
</tr>
<tr>
<td>GaAs</td>
<td>positive / negative</td>
<td>KOH solution</td>
<td>electrochemical</td>
</tr>
<tr>
<td>InP</td>
<td>positive / negative</td>
<td>KOH solution</td>
<td>electrochemical</td>
</tr>
</tbody>
</table>

Table 4.1.: Overview of etching recipes of different resists used in Proton beam writing. The type determines if the target material behaves like a positive or negative resist.
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In general, inorganic semiconductors are etched electrochemically, whereas organic semiconductors and resists are etched chemically with organic solvents. In inorganic semiconductors mainly the change in doping and electrical conduction is responsible for the selective removal of the target material, whereas in resists the solubility of the target is altered by radiation damage. Selection of proper etching solutions can be difficult in some cases as they need to be highly selective for the radiation damage in the target such that no large fluences are required for PBW.

While in principle organic semiconductors could also be etched electrochemically, no such experiments were reported so far and the comparatively in-homogeneous conduction in many organic semiconductors in comparison to their inorganic counter parts, combined with the problem of graphitization upon irradiation make it unlikely that such experiments can be conducted soon.

To understand the etching process, chemical equilibria will be discussed and with that the conditions under which etching can occur, followed by rate equations for etching and solvation, that allow to describe the chemical etching / solvation process. Finally, reaction drift diffusion models for etching are described for semiconductors.

4.1. Chemical equilibrium

Etching of a solid occurs when the chemical equilibrium of it in contact with an electrolyte (and under an applied potential) favors the dissolution of the solid. To determine when etching occurs, one can consider the chemical equilibrium of the solid surface under the external conditions (e.g. solvent, applied potential, pH value). For this consider a general chemical reaction:

\[
\sum_i a_i A_i \rightleftharpoons \sum_j b_j B_j
\]

with educts \(A_i\), products \(B_j\) and their respective stoichiometric factors \(a_i\) and \(b_j\). This way of writing a chemical reaction means that for every \(a_i\) molecules of type \(A_i\) that react, \(b_j\) molecules of type \(B_j\) are produced. This means a rate equation can be formulated that describes the changes in the respective concentrations (where \([X]\) marks the concentration of species \(X\)):

\[
\frac{-1}{a_i} \frac{d[A_i]}{dt} = \frac{1}{b_j} \frac{d[B_j]}{dt} = R \approx k_{\text{forward}} \prod_i [A_i]^{a_i} - k_{\text{backward}} \prod_j [B_j]^{b_j}
\]

where \(R\) is the reaction rate (with units concentration per time) and \(k_{\text{forward}}\) and \(k_{\text{backward}}\) are the reaction rate coefficients. The right hand side of the equation is called the law of mass action \([83, 84, 290, 82]\). The law of mass action can be explained by considering that collisions between the participating molecules need to occur. The frequency of these collisions, and thereby also approximately the reaction rate, depends on the concentration of the participating molecules. The units of the reaction rate coefficients are typically concentrations raised to some negative power per time, so that the overall units of the mass action law turn out to be concentrations per time. \(a_i\) and
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$\beta_j$ are constants (often, but not necessarily integers) and are not necessarily related to the stoichiometric coefficients for the total chemical reaction. $\alpha_i$ and $\beta_j$ can even have negative values. Further more, in some reactions other substances may appear in the rate equations that may not show up in the stoichiometric equation, for example transient intermediates or catalysts). For some reactions even more complicated expressions for the reaction rate are necessary \[262, 16\].

With the mass action law, it is possible to calculate the change in concentration of molecules in a chemical reaction, as long as the reaction occurs slowly enough that quasi-equilibrium conditions occur throughout the reaction \[262\]. In turn it is also possible to define conditions where the macroscopic concentrations of the reactants not not change over time. This is called the equilibrium or steady state approximation. A reaction is in equilibrium when the forward and backward reaction rates are in equilibrium \[152, 262, 16\]:

$$
\frac{k_{\text{forward}}}{k_{\text{backward}}} = \frac{\prod_i [A_i^{eq}]^{\alpha_i}}{\prod_j [B_j^{eq}]^{\beta_j}} \approx \frac{\prod_i \{A_i^{eq}\}^{\alpha_i}}{\prod_j \{B_j^{eq}\}^{\beta_j}} = K = e^{-\frac{\Delta r G^0}{RT}}
$$

where the equilibrium activities $\{A_i^{eq}\}$ and $\{B_j^{eq}\}$, equilibrium concentrations $[A_i^{eq}]$ and $[B_j^{eq}]$ are introduced, along with the equilibrium constant $K$ and the Gibbs free energy change of the reaction $\Delta_r G^0$. If $K > 1$ the equilibrium favors the educts and the reaction will happen in reverse, whereas for $K < 1$ the products are favored and the reaction happens in the forward direction \[152\].

The approximation in the middle of the equation comes from the fact that $K$ is usually expressed in terms of thermodynamics activities instead of concentrations. $K$ can, however be expressed with the concentrations as well when ideal behavior of the reactants is assumed \[16\].

It is also possible to derive similar expressions for a half-cell in electrode reactions. For this the Gibbs free energy change of the reaction $\Delta_r G$ needs to be expressed as a function of the concentrations of the reactants \[152\]:

$$
\Delta_r G = \Delta_r G^0 + RT \ln \left( \frac{\prod_i \{A_i\}^{\alpha_i}}{\prod_j \{B_j\}^{\beta_j}} \right) \approx \Delta_r G^0 + RT \ln \left( \frac{\prod_i [A_i]^{\alpha_i}}{\prod_j [B_j]^{\beta_j}} \right) \tag{4.1}
$$

To relate this to parameters that can easily be measured for an electrochemical cell the standard potential of a half-cell can be introduced \[64\]:

$$
E^0 = -\frac{\Delta_r G^0}{nF} \tag{4.2}
$$

where $n$ is the number of Electrons that is transferred in the stoichiometric equation. With this, an open cell potential $E_{oc}$ can be defined \[64\]:
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The last estimate uses an approximation of the constants $\alpha_i$ and $\beta_j$ by the stoichiometric factors $a_i$ and $b_j$. This equation is known as the Nernst equation \[64\]. Assuming that one of the products is an hydronium ion and using the pH value for dilute solutions with the stoichiometric factor $m$, one finds:

$$E_{oc} = E^0 - \frac{RT}{nF} \ln \left( \frac{\prod_i [A_i]^{\alpha_i}}{\prod_j [B_j]^{\beta_j}} \right)$$

$$\approx E^0 - \frac{RT}{nF} \ln \left( \frac{\prod_i [A_i]^{\alpha_i}}{\prod_j [B_j]^{\beta_j}} \right)$$

(4.3)

Equation 4.4 can be written as \[26\]:

$$\frac{dE_{oc}}{dpH} = \frac{RT}{nF m \cdot \ln(10)}$$

(4.5)

Much of the etching of photo resists can be understood from the standpoint of chemical equilibrium. During PBW the chain length and solubility of these materials is modified, shifting the chemical equilibrium between solvated and unsolvated target material in a controlled manner \[298\].

4.2. Rate equations

The current due to reactions of this type can be expressed as:

$$I_{BV} = -nF A k^0 \left\{ \prod_j [B_j]^{b_j} \exp \left[ -\frac{\alpha nF (E - E_0)}{RT} \right] - \prod_i [A_i]^{\alpha_i} \exp \left[ \frac{\alpha nF (E - E_0)}{RT} \right] \right\}$$

(4.6)

with the electrode area $A$, the standard rate constant $k^0 = k_{\text{forward}}(E_0) = k_{\text{backward}}(E_0)$, the charge transfer coefficients $\alpha$ and $\beta$ that are linked through $\alpha + \frac{\beta}{2} = 1$ for simple reactions where only a single Electron is transferred \[81\]. Often the (activation) over potential $\eta$ is used rather than $E$ \[26\]. This means it can be written as \[26\]:

$$I_{BV} = -nF A k^0 \left\{ \prod_j [B_j]^{b_j} \exp \left[ -\frac{\eta + E_0}{RT} \right] - \prod_i [A_i]^{\alpha_i} \exp \left[ \frac{(1 - \frac{\beta}{2}) nF (\eta + E_0)}{RT} \right] \right\}$$

(4.7)

Eq. 4.3 can be written as \[26\]:
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\[ E_0 = \frac{RT}{nF} \ln \left( \prod_i A_i^{\alpha_i} \right) \left( \prod_j B_j^{\beta_j} \right) \]  

(4.8)

in the equilibrium case. Replacing \( E_0 \) in equation 4.7 on the previous page by this expression and simplification leads to [26]:

\[ I_{BV} = I_0 \left\{ \exp \left[ \frac{-\alpha nF \eta}{RT} \right] - \exp \left[ \frac{(1 - \alpha) nF \eta}{RT} \right] \right\} = I_0 \left\{ \exp \left[ \frac{-\alpha nF \eta}{RT} \right] - \exp \left[ \alpha nF \eta \frac{RT}{RT} \right] \right\} \]

(4.9)

with:

\[ I_0 = -nF A k^0 \left( \prod_j [B_j]^{\beta_j} \right)^{1-\alpha} \left( \prod_i [A_i]^{\alpha_i} \right)^{\alpha} \]  

(4.10)

Eq. 4.9 is also known as the Butler-Volmer equation [16, 26]. In the general case, more complicated reactions are possible with rate determining steps. Then the charge transfer coefficients \( \alpha \) and \( \alpha \) are linked through \( \alpha + \alpha = n \) with \( v \) as the number of times the rate determining step has to occur at the electrode for one full reaction to take place and \( n \) as the number of elementary charges that are transferred for each reaction [26, 81]. In this case equation 4.9 can be written as:

\[ I_{BV} = I_0 \left\{ \exp \left[ \frac{\alpha nF \eta}{RT} \right] - \exp \left[ \frac{-\alpha nF \eta}{RT} \right] \right\} \]

(4.11)

However, there is a mass transport limit, that describes the situation that the current is limited by the diffusion of the products to the surface of the material. The mass transport limited current can be written as [69]:

\[ I_{\text{limit}} = \frac{nF D_{AB} C^*}{\delta} = \frac{nF D_{AB}}{\sqrt{\pi D_{AB} t}} C^* \]  

(4.12)

with the diffusion coefficient \( D_{AB} \) of the dilute species \( A \) in the solvent \( B \), the Nernst diffusion layer thickness \( \delta \) and the concentration of the dilute species \( A \) in the bulk \( C^* \).

With equation 4.6 on the preceding page and equation 4.12 the total current can be expressed as:

\[ \frac{1}{I} = \frac{1}{I_{BV}} + \frac{1}{I_{\text{limit}}} \]  

(4.13)

In the etching cell used for this work, the electrolyte is stirred and this limits the maximum thickness of the diffusion layer. In the equilibrium case the limiting current due to diffusion is proportional to \( \sqrt{\eta} \) while the supply of free charge carriers to the surface of the material may cause a limiting current that is proportional to the over potential itself [81].
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4.3. Reaction drift diffusion models

A simple set of equations that can capture much of the dynamics of the etching process in inorganic semiconductors is available with the reaction drift diffusion equations [189]. In the following a short review of these equations is provided along with the particularities when using them to describe PBW.

4.3.1. Poisson’s equation

The first main ingredient of the electrostatic potential $V$ is determined by Poisson’s equation and the boundary conditions [53]:

$$-\nabla \cdot \left( \epsilon_0 \epsilon_r \nabla V \right) = -q_{el.} (p - n + N_d - N_a) \quad V (d\Omega) = V_0$$

where $\epsilon_0$ is the vacuum permittivity, $\epsilon_r$ the relative permittivity of the medium, $q_{el.}$ the elemental charge, $p, n, N_d, N_a$ the charge densities of holes, Electrons, donators and acceptors (respectively) and $V_0$ the value of the potential on the boundary $d\Omega$. In general, the permittivity is a material dependent parameter that can also be a function of the temperature, local field strength, frequency of the applied field and other properties. Since the etching happens mostly around room temperature and with static external potentials, the temperature and frequency dependence will be ignored here, whereas the local field strength dependence may become important at the solid-liquid interface, but the simulations carried out here do not have a high enough resolution to resolve this phenomenon. The relative static permittivities used in this work are summarized in tab. 4.2 on the following page.
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<table>
<thead>
<tr>
<th>material</th>
<th>relative permittivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>78.4 [10]</td>
</tr>
<tr>
<td>Metals</td>
<td>1</td>
</tr>
<tr>
<td>KOH</td>
<td>14 [199], 35 [fig. 4.1]</td>
</tr>
<tr>
<td>HCl</td>
<td>2.76 [199], 1 [fig. 4.1]</td>
</tr>
<tr>
<td>Diamond</td>
<td>5.7 [191]</td>
</tr>
<tr>
<td>Si</td>
<td>11.9 [191]</td>
</tr>
<tr>
<td>Ge</td>
<td>16.0 [191]</td>
</tr>
<tr>
<td>3C-SiC</td>
<td>9.72 [118]</td>
</tr>
<tr>
<td>4H-SiC</td>
<td>10 [118]</td>
</tr>
<tr>
<td>6H-SiC</td>
<td>9.8 [118]</td>
</tr>
<tr>
<td>AlN</td>
<td>8.5 [191]</td>
</tr>
<tr>
<td>GaN</td>
<td>9.7 [191]</td>
</tr>
<tr>
<td>InN</td>
<td>13.52 [191]</td>
</tr>
<tr>
<td>AlP</td>
<td>10.41 [199]</td>
</tr>
<tr>
<td>GaP</td>
<td>11.1 [191]</td>
</tr>
<tr>
<td>InP</td>
<td>12.4 [191]</td>
</tr>
<tr>
<td>AlAs</td>
<td>10.1 [191]</td>
</tr>
<tr>
<td>GaAs</td>
<td>13.1 [191]</td>
</tr>
<tr>
<td>InAs</td>
<td>14.6 [191]</td>
</tr>
<tr>
<td>AlSb</td>
<td>12.04 [191]</td>
</tr>
<tr>
<td>GaSb</td>
<td>15.7 [191]</td>
</tr>
<tr>
<td>InSb</td>
<td>16.8 [191]</td>
</tr>
</tbody>
</table>

Table 4.2.: Relative static permittivities of different materials.

In case of a mixture (for example KOH- or HCl-solution), the permittivities are linearly interpolated. Fig. 4.1 on the next page shows that this approach is a good approximation.
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![Graph showing experimental and linearly interpolated relative permittivities of KOH- and HCl-solutions with water at room temperature for different concentrations.]

Figure 4.1.: Experimental and linearly interpolated relative permittivities of KOH- and HCl-solutions with water at room temperature for different concentrations.

4.3.2. Defects

Radiation damage can form many complex defects in crystalline semiconductor material. For PBW, the most important types of radiation induced point defects in semiconductors are:

- **vacancies** denoted $V_A$ where an atom of species $A$ is missing from a lattice site
- **interstitial** denoted $I_A$ where an atom of species $A$ is on an interstitial site
- **substitutions** denoted $C_A$ where an atom of species $C$ has replaced an atom of type $A$ at its usual lattice site
- **anti-sites** denoted $A_B$ where in a binary (or ternary) semiconductor an atom of species $A$ is substituting an atom of species $B$ at its usual lattice site
- **Frenkle-pairs** denoted $V_A - I_A$ where an atom of species $A$ is displaced from its usual lattice site to a nearby interstitial site

Depending on the semiconductor material, the effects of the different types of defects can be very different. However in general, the different defect types can introduce scattering
centers for the motion of free charge carriers into the semiconductor material, act as dopants or create charge traps for the free charge carriers.

The effect of charge traps can be a reduction of the effective doping of the semiconductor material. This effect can be supported by the observation of new shallow and deep defects in the band gap of Gallium Arsenide by Positron lifetime spectroscopy experiments. It was observed that the majority charge carrier density was reduced with a rising defect density and a simultaneous movement of the Fermi-energy level towards the center of the band gap [204]. This behavior can be explained when considering that charge traps will mostly trap the majority charge carriers, thereby reducing the effective doping of the semiconductor material. This interpretation is also supported by simulations [52] and by the observation that the radiation dose required to make some materials highly resistive is proportional to the amount of doping before the irradiation [255]. This means that in general, doped semiconductor material will initially increase in resistivity as it is irradiated.

At a certain irradiation dose the doping due to the introduced defects may become dominant in the target material. This phenomenon is well known in Silicon, which, with high radiation defect densities, will behave like p-type material [201].

At very high radiation defect densities the conduction mechanism of the semiconducting material may also change entirely towards a thermally activated hopping process [115]. In materials that do not show net doping due to radiation damage, like Gallium Arsenide or Indium Phosphide, this means the material may become more conductive again [115, 255, 33, 52]. It has been shown previously [261] though that the electrical conductivity in this regime can also be described by the mobility models of the shape used here, if band gap narrowing it taken into account and the material is described as highly doped, but intrinsic, material.

From a certain defect density on, the target material should be largely amorphized and further irradiation cannot change the conductivity any more [115].

4.3.3. Mobility model

One important part of drift diffusion models is the mobility model. Those are models that describe the mobility of free charge carriers in the semiconductor lattice as a function of the temperature, electric fields and the impurity concentration. Since the drift-diffusion model is a rather simple model for the simulation of semiconductor material in comparison to solutions of the Boltzmann transport equations or other, more accurate models, relatively complex mobility models have to be employed to correct for all the simplifications that are used in the drift-diffusion models [53].

If no strong electric fields exist, the average drift velocity \( \vec{v}_{n/p} \) of the free charge carriers can be related to the mobility \( \mu_{n/p} \) of the free charge carriers and the electric field \( \vec{E} \) through [269]:

\[
\vec{v}_{n/p} \approx \mu_{n/p} \vec{E}
\]  

(4.14)

The mobility \( \mu_{n/p} \) at low field strengths is influenced by three important, temperature
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dependent, effects [211, 269, 164]:

- degradation of mobility due to phonon scattering,
- degradation due to Coulomb scattering on ionized impurities,
- and degradation due to polar-optical-phonon scattering.

The mobility due to the different effects \( \mu_i \) can then be combined into an approximate overall mobility using Matthiessen’s rule [151, 270, 269]:

\[
\frac{1}{\mu_{\text{total}}} = \sum_i \frac{1}{\mu_i}
\]  

(4.15)

The mobility of the charge carriers here is based on the Caughey and Thomas model at room temperature [43]:

\[
\mu_{n/p} (N_{\text{def.}}) = \mu_{\text{min},n/p} + \frac{\mu_{\text{max},n/p} - \mu_{\text{min},n/p}}{1 + \left( \frac{N_{\text{def.}}}{N_{\text{ref.,n/p}}} \right)^{\lambda_{n/p}}}
\]

which relates the mobilities for Electrons / holes (\( \mu_{n/p} \)) with the total defect or impurity concentration \( N_{\text{def.}} \) in the material. Fig. 4.2 on the following page shows a fit of the Caughey and Thomas model for Gallium Arsenide at room temperature, showing the typical behavior of lowered mobilities with increasing impurity concentration as well as the lower mobility of holes in comparison to Electron mobilities which is quite common in IV-IV and III-V semiconductors. Tab. 4.3 on page 100 shows the room temperature parameters for some of the group IV and binary group III-V semiconductors that are interesting for Proton beam writing.
Figure 4.2.: Room temperature mobilities of Electrons and holes in Gallium Arsenide as a function of impurity concentrations and fit of the Caughey and Thomas model. Experimental data were taken from [253] and references therein.
4. Etching

<table>
<thead>
<tr>
<th>Material</th>
<th>( \mu_{\text{max}} ) ([\text{cm}^2\text{Vs}^{-1}])</th>
<th>( \mu_{\text{min}} ) ([\text{cm}^2\text{Vs}^{-1}])</th>
<th>( N_{\text{ref.}} ) ([\frac{1}{\text{cm}^3}])</th>
<th>( \lambda )</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diamond</td>
<td>( n ) 4500 0 5 \times 10^{16} 1</td>
<td>( p ) 3443 55 1.12 \times 10^{14} 0.589</td>
<td></td>
<td></td>
<td>216</td>
</tr>
<tr>
<td>Si</td>
<td>( n ) 1412 66 9.7 \times 10^{16} 0.725</td>
<td>( p ) 469 44 2.4 \times 10^{17} 0.70</td>
<td></td>
<td></td>
<td>147</td>
</tr>
<tr>
<td>Ge</td>
<td>( n ) 3800 850 2.6 \times 10^{17} 0.56</td>
<td>( p ) 1800 300 1.0 \times 10^{17} 1.0</td>
<td></td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>3C-SiC</td>
<td>( n ) 1000 0 2 \times 10^{17} 0.6</td>
<td>( p ) 100 0 2 \times 10^{18} 0.7</td>
<td></td>
<td></td>
<td>118</td>
</tr>
<tr>
<td>4H-SiC</td>
<td>( n ) 1100 0 1.8 \times 10^{17} 0.6</td>
<td>( p ) 120 0 2.2 \times 10^{18} 0.7</td>
<td></td>
<td></td>
<td>118</td>
</tr>
<tr>
<td>6H-SiC</td>
<td>( n ) 275 0 2.5 \times 10^{17} 0.6</td>
<td>( p ) 100 0 2.4 \times 10^{18} 0.7</td>
<td></td>
<td></td>
<td>118</td>
</tr>
<tr>
<td>AlN</td>
<td>( n ) 683 297 1.0 \times 10^{17} 0.86</td>
<td>( p ) 14 0 1 \times 10^{17} 1</td>
<td></td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>GaN</td>
<td>( n ) 1478 295 1 \times 10^{17} 0.81</td>
<td>( p ) 170 3 3.0 \times 10^{17} 1</td>
<td></td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>InN</td>
<td>( n ) 3800 834 2.88 \times 10^{17} 0.76</td>
<td>( p ) 200 0 1 \times 10^{17} 1</td>
<td></td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>AlP</td>
<td>( n ) 50 10 1 \times 10^{18} 1</td>
<td>( p ) 120 10 1 \times 10^{18} 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GaP</td>
<td>( n ) 150 10 4.4 \times 10^{18} 0.80</td>
<td>( p ) 160 10 5 \times 10^{17} 1.0</td>
<td></td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>InP</td>
<td>( n ) 5300 1120 4 \times 10^{16} 0.6</td>
<td>( p ) 200 10 4 \times 10^{16} 1.0</td>
<td></td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>AlAs</td>
<td>( n ) 410 10 5 \times 10^{17} 0.5</td>
<td>( p ) 130 5 2.9 \times 10^{17} 1.0</td>
<td></td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>GaAs</td>
<td>( n ) 9222 \pm 235 0 (9 \pm 2) \times 10^{16} 0.35 \pm 0.02</td>
<td>( p ) 503 \pm 14 0 (16 \pm 4) \times 10^{16} 0.35 \pm 0.02</td>
<td></td>
<td>fig. 4.2</td>
<td></td>
</tr>
<tr>
<td>InAs</td>
<td>( n ) 32500 11700 4.4 \times 10^{16} 0.5</td>
<td>( p ) 510 48 2.55 \times 10^{17} 1.0</td>
<td></td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>AlSb</td>
<td>( n ) 202 5 6 \times 10^{18} 1.21</td>
<td>( p ) 450 50 1 \times 10^{17} 1</td>
<td></td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>GaSb</td>
<td>( n ) 5500 680 3.2 \times 10^{17} 1.08</td>
<td>( p ) 1231 154 4 \times 10^{17} 0.67</td>
<td></td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>InSb</td>
<td>( n ) 77000 200 2 \times 10^{17} 0.57</td>
<td>( p ) 774 48 2.36 \times 10^{18} 0.39</td>
<td></td>
<td></td>
<td>191</td>
</tr>
</tbody>
</table>

Table 4.3.: Parameters for the Caughey and Thomas mobility model. Values marked in blue were estimated by comparison to similar materials and rough interpolation.
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4.3.4. Band structure and Fermi-Dirac statistics

Together with the mobility model, an accurate model for the density of free holes and electrons needs to be used. The electron and hole densities can be very well described by Fermi-Dirac statistics [269]. That means the density of free charge carriers as a function of the Fermi-energy level $E_F$ is [269]:

$$ n = 2 \left( \frac{m_n^* k_B T}{2 \pi \hbar^2} \right)^{\frac{3}{2}} \frac{1}{F_{1/2} \left( \frac{E_F - E_{c,eff}}{k_B T} \right)} \quad (4.16) $$

$$ p = 2 \left( \frac{m_p^* k_B T}{2 \pi \hbar^2} \right)^{\frac{3}{2}} \frac{1}{F_{1/2} \left( \frac{E_{v,eff} - E_F}{k_B T} \right)} \quad (4.17) $$

with the effective upper edge of the valence band $E_{v,eff}$, the effective lower edge of the conduction band $E_{c,eff}$, and with the 1/2 order Fermi integral $F_{1/2}(x)$ [53]:

$$ F_{1/2}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{+\infty} \sqrt{\frac{y}{1 + \exp (y - x)}} \ dy \quad (4.18) $$

It is clear that the band gap is given by $E_g \approx E_{v,eff} - E_{c,eff}$. Tab. 4.4 shows the band gaps and effective masses $m_n$ and $m_p$ (for electrons and holes) of many currently used materials in PBW as well as a few future candidates.

<table>
<thead>
<tr>
<th>material</th>
<th>band gap [eV]</th>
<th>$m_n$ [mel.]</th>
<th>$m_p$ [mel.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diamond</td>
<td>5.47</td>
<td>0.2</td>
<td>0.25</td>
</tr>
<tr>
<td>Si</td>
<td>1.124</td>
<td>0.98</td>
<td>0.49</td>
</tr>
<tr>
<td>Ge</td>
<td>0.663</td>
<td>1.64</td>
<td>0.28</td>
</tr>
<tr>
<td>3C-SiC</td>
<td>2.36</td>
<td>0.247</td>
<td>1.32</td>
</tr>
<tr>
<td>4H-SiC</td>
<td>3.26</td>
<td>0.42</td>
<td>0.66</td>
</tr>
<tr>
<td>6H-SiC</td>
<td>3.02</td>
<td>0.48</td>
<td>0.66</td>
</tr>
<tr>
<td>AlN</td>
<td>6.22</td>
<td>0.20</td>
<td>0.80</td>
</tr>
<tr>
<td>GaN</td>
<td>3.434</td>
<td>0.02</td>
<td>0.64</td>
</tr>
<tr>
<td>InN</td>
<td>1.894</td>
<td>0.12</td>
<td>0.15</td>
</tr>
<tr>
<td>AlP</td>
<td>3.57</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>GaP</td>
<td>2.261</td>
<td>0.13</td>
<td>0.14</td>
</tr>
<tr>
<td>InP</td>
<td>1.350</td>
<td>0.0795</td>
<td>0.64</td>
</tr>
<tr>
<td>AlAs</td>
<td>2.163</td>
<td>0.15</td>
<td>0.22</td>
</tr>
<tr>
<td>GaAs</td>
<td>1.424</td>
<td>0.0635</td>
<td>0.56</td>
</tr>
<tr>
<td>InAs</td>
<td>0.360</td>
<td>0.026</td>
<td>0.40</td>
</tr>
<tr>
<td>AlSb</td>
<td>1.60</td>
<td>0.14</td>
<td>0.98</td>
</tr>
<tr>
<td>GaSb</td>
<td>0.73</td>
<td>0.039</td>
<td>0.40</td>
</tr>
<tr>
<td>InSb</td>
<td>0.176</td>
<td>0.0135</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 4.4.: Band gaps [51,191,118] and density of states effective masses [288,269,118] of some semiconductors.
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Due to the very high defect densities that can be reached in semiconductor material, band gap narrowing has to be taken into account. This describes the decrease in the effective band gap with increasing defect density. This is expected as when the doping density is at $10^{18}$ $\text{cm}^{-3}$, the average distance between impurities is about 10 nm and the energy levels of the impurities start to form energy bands instead of discrete energy levels [261]. The effective band gap in the new model is given by:

$$E_{\text{gap, eff.}} \approx E_{\text{gap, 0}} + (E_{\text{gap, atomic}} - E_{\text{gap, 0}}) \cdot \left( \frac{N_a + N_d}{\rho_0} \right)^{\frac{1}{3}}$$

with $N_a$ as the density of acceptors and $N_d$ the number of donators. In case of Gallium Arsenide, the atomic band gap is given by $E_{\text{gap, atomic}} = 0.30120 + 0.8048 \times 2 \text{eV}$, the mean of the band gaps of Gallium and Arsenic atoms. The exponent of $\frac{1}{3}$ follows from the screening of a free Electron gas and while not directly applicable to amorphous semiconductor material, it has been calculated that at high enough defect densities, Thomas-Fermi screening (which has this characteristic exponent) would dominate at low temperatures [273, 274]. Fig. 4.3 shows a comparison between the newly proposed model and the experimentally measured band gaps.

![Figure 4.3](Image)

Figure 4.3.: Comparison between the experimentally determined band gap of Gallium Arsenide as a function of the doping density and the newly proposed model.
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4.3.5. Current densities

There are several processes by which the concentration of free charge carriers can change at a certain point in space. Due to charge conservation they can only move away, causing a net current at the point, they could recombine with free charge carriers of the opposite sign or new charge carriers can be created in pairs of opposite signs. Using the current densities \( \vec{J}_n \) and \( \vec{J}_p \) and the carrier recombination rate \( R \) this can be written as \([53, 109]\):

\[
\frac{\partial n}{\partial t} = \frac{1}{q} \vec{\nabla} \cdot \vec{J}_n + R_n \tag{4.19}
\]

\[
\frac{\partial p}{\partial t} = -\frac{1}{q} \vec{\nabla} \cdot \vec{J}_p + R_p \tag{4.20}
\]

The current densities in a drift diffusion model can be written as \([53, 109]\):

\[
\vec{J}_n = q \mu_n n \vec{V} \tag{4.21}
\]

\[
\vec{J}_p = -q \mu_p p \vec{V} \tag{4.22}
\]

The reaction rates \( R \) can include charge carrier generation or recombination as well as the surface reactions that belong to the corrosion processes. An approximate surface reaction rate can be reconstructed from the Butler-Volmer equation for example \([16]\). For the interior of the semiconductor material, many different charge carrier generation and recombination models exist \([269]\) and an appropriate selection needs to be made based on the material. For simplicity, for Gallium Arsenide, in this work only a direct recombination model is used \([269]\):

\[
R \approx c \cdot (n \cdot p - n_i^2)
\]

with \( c \approx 10^{-10} \text{ cm}^3 / \text{s} \) and the intrinsic charge carrier density \([269]\):

\[
n_i = 2 \sqrt{ \left( \frac{m_n^* k_B T}{2 \pi \hbar^2} \right)^{\frac{3}{2}} \left( \frac{m_p^* k_B T}{2 \pi \hbar^2} \right)^{\frac{3}{2}}} \exp \left( \frac{-E_g}{2k_B T} \right) \approx \frac{2.0 \times 10^6 \text{ cm}^{-3}}{293 \text{ K}}
\]

4.4. Deformation

One aspect of the PBW that was largely ignored as of yet, is the deformation of the defect rich material during the etching process. Commonly, the irradiated (defect rich) material has slightly different mechanical properties than the surrounding material. Both the density and the elastic moduli are expected to differ slightly, while at the same time the material may also become more brittle. Amorphous Silicon, as an example of a defect rich material, was found to be about 1.8% less dense than its mono-crystalline counterpart \([54]\), in case of \( \alpha - \text{Al}_2\text{O}_3 \) the difference can even exceed 4% while the similar material \( \text{MgAl}_2\text{O}_4 \) does not show any signs of radiation induced swelling \([119]\). This means, that the radiation damage of Protons as well as interstitial Hydrogen in the target material
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will usually create some strain. While structures on the micrometer scale are usually not deformed very much as they are freed from the surrounding material during etching, under certain conditions, particularly at the nanometer scale or in complicated structures, the final 3D structures might deform noticeably or even break. The impact on negative resists (or p-doped semiconductors) is expected to be by far greater than on positive resists (or n-doped semiconductors) as the defect rich and modified material is left behind in the former case, whereas it is removed in the later case.

To model these effects, a model for the mechanical properties of the target material needs to be used. The simplest models for this consider only linear elasticity. Fig. 4.4 on the following page shows the deformation during the etching process of a 2D cut through an irradiated negative resist modeled by assuming only isotropic, harmonic interactions in the material. For this the impact of Proton beam induced defects on the material properties were assumed to be as simple as possible, that is a linear change of the density as well as an exponentially decreased solubility with no change in elastic moduli. The simulation uses a coarse-graining technique where the material is approximated by representative particles that interact harmonically with 6 surrounding other particles. Structural relaxation is performed by a simplified Newtonian method.
Figure 4.4.: Slice through a 3D structure in a negative resist during etching. The arrows indicate the deformation due to radiation damage caused swelling of the material. The colors indicate the local defect density.
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For these type of elastic simulations the mechanical properties of the target need to be known, including an estimate for the swelling due to radiation damage and Hydrogen incorporation. While for the latter case the density of the amorphous target may be used as an estimate, the former case requires knowledge of several elastic constants of the target. While for resists experimental or values from molecular dynamics simulations may have to be used, for a large fraction of the technologically important inorganic semiconductors, several empirical relations are available. In fig. 4.5 on the next page the relation between the elastic constants of various group IV and III-V compound semiconductors in the Zincblende or Diamond phase with the equilibrium volume per atom is shown. These materials cover a large fraction the technologically important semiconductors. It is visible, that the constants follow an approximate exponential dependence of the elastic constants with the equilibrium volume per atom that is most pronounced for the bulk modulus $B_0 = \frac{c_{11} + 2c_{12}}{3}$. $c_{ij}$ are the commonly used elastic constants [313]. More specifically:

$$B_0(V_0) \approx 4.7 \cdot 10^5 \cdot \exp \left[ - \left( \frac{V_0}{3.8 \cdot 10^{-4} \text{Bohr}^3/\text{atom}} \right)^{0.159} \right] \text{[GPa]}$$

Relations like this can be used to approximate elastic properties of new materials without having to perform ab initio simulations [305] and are ideally suited for the type of deformation simulations considered here. It should be noted that the stable phase under standard conditions for the Nitrides is the Wurtzite crystal structure phase instead of the Zincblende structure phase considered here.
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![Elastic constants graph]

Figure 4.5.: Elastic constants of Diamond crystal structure group IV and Zincblende crystal structure III-V compound semiconductors as a function of the equilibrium volume per atom \([153, 154, 182, 288]\) as well as an approximate exponential fit. Some of the values in a comprehensive review \([288]\) were also found to have a unit conversion error and were corrected for this plot.

In many applications, more complicated compounds with the sum formula \(A_xB_{1-x}\) or \(A_xB_{1-x}C\) (for example SiC, \(In_xGa_{1-x}As\) or \(Al_xGa_{1-x}P\)) are used. Such ternary compounds can also be created in the target through ion induced mixing when irradiating layered materials. In case there is no phase change, the mechanical properties of these compounds can be interpolated linearly from the properties of the simpler compounds that constitute them. This mixing rule of properties is known as Vergard’s law \([287]\).

Though it was found that the experimental lattice constants usually are slightly smaller than predicted by Vergard’s law, with some notable exceptions (for example \(Al_xGa_{1-x}As\) \([174]\).

As indicated in fig. 4.4 on page 105, in some cases reasonably large deformations could be present in some volumes of the target material. This means an accurate theory of describing materials under large strains beyond the harmonic approximation employed here may be necessary to predict the correct final shapes of the resulting 3D structures. In particular equations of state and elasticity constants are required that cover the experimentally achievable conditions. As an initial work towards such a theory, the equations of state at room temperature for group IV and III-V compound semiconductors...
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in the Zincblende or Diamond structural phase are investigated. Fig. 4.6 shows the energy per atom of some of these compounds as simulated with Elk 8 with the r2SCAN functional and a $k$-point density of $10 \times 10 \times 10$. The energy per atom relative to the equilibrium state is shown as a function of the volume per atom divided by the equilibrium volume. As visible, the curves are very similar, hinting at similar elastic behavior even up to $V/V_0 = 1.5$. It should be noted that Indium and Antimony containing compounds were also simulated but showed unphysical energy-volume curves, hinting at some problems with the atom setup configurations of the two elements in Elk 8.

![Figure 4.6.](image)

Figure 4.6.: Energy per atom relative to the equilibrium value as a function of the reduced volume per atom for different semiconductors in the Diamond or Zincblende structure phase.

At low volumes the pressure necessarily approaches infinity. The ratio between pressure and bulk modulus likely does not and instead it approaches a finite, positive value [259]. This is shown in fig. 4.7 on the following page for the semiconductors simulated here. The calculation of the pressures and bulk moduli were performed with Gibbs2 [224, 223, 225] using a quasi-harmonic Debye model for thermal corrections at room temperature [22]. This thermal model requires the Poisson ratio of the materials. For some materials, experimental Poisson ratios were used [252, 277], otherwise they were estimated as $\frac{c_{12}}{c_{11}+c_{12}}$ [153, 154, 182, 288] or left at 0.25.
The visible relationship implies equations of state of the form [259]:

\[
\left( \frac{V}{V_0} \right)^{-B'_\infty} \frac{P}{V_0^{B'_\infty}} = B'_\infty
\]

where \(B'_\infty = 2.910 (3)\) is found by least squares fitting. It has been argued that this value should be greater than \(\frac{5}{3} [259]\), which is also supported by the simulations carried out here. It is notable that for \(\frac{V}{V_0} \rightarrow \infty\) the same value is approached. Based on the simulations, a new equation of state can be proposed:

\[
P = \frac{B_0}{2B'_\infty - B'_0} \left[ 1 - \left( \frac{V}{V_0} \right)^{2B'_\infty - B'_0} \right] \left( \frac{V}{V_0} \right)^{-B'_\infty}
\]

In this equation, \(B'_0 = 3.6558 (2)\) was found by least squares fitting and seems to describe the materials considered here fairly accurately. This equation of state can also be compared to experimental data and existing equations of state. A large variety of equations of state exist that are commonly used to describe materials over a wide range of pressures. Some of the most popular ones are the Vinet, generalized Rydberg and
Birch-Murnaghan equations of state. The Birch-Murnaghan equation of state can be written as [173, 21]:

\[
P = \frac{3B_0}{2} \left[ \left( \frac{V}{V_0} \right)^\frac{7}{3} - \left( \frac{V}{V_0} \right)^\frac{5}{3} \right] \cdot \left\{ 1 - \frac{3}{4} \left( 4 - B'_0 \right) \cdot \left[ \left( \frac{V}{V_0} \right)^\frac{5}{3} - 1 \right] \right\}
\]

where, in addition to \(V_0, B_0\) and \(B'_0\) are fitting parameters. \(B_0\) is the bulk modulus at equilibrium volume and \(B'_0 = \frac{dB}{dP} \big|_{P=0}\) its pressure derivative. The generalized Rydberg equation of state is given by [12, 258]:

\[
P = 3B_0 \left( \frac{V}{V_0} \right)^{-B'_\infty} \left[ 1 - \left( \frac{V}{V_0} \right)^\frac{1}{3} \right] \exp \left\{ \left( \frac{3}{2}B'_0 - 3B'_\infty + \frac{1}{2} \right) \left[ 1 - \left( \frac{V}{V_0} \right)^\frac{1}{3} \right] \right\}
\]

where \(V_0, B_0, B'_0\) and \(B'_\infty\) are fitting parameters. Setting \(B'_\infty = \frac{3}{2}\) the equation reduces to the original Rydberg equation of state [12]. The original Rydberg equation of state and the Vinet equation of state are identical [257]. Fig. 4.8 on the next page shows a fit of the different equations of state to the experimental data [156] of Gallium Arsenide in comparison to the ab-initio DFT results. As visible, in comparison to the experimental data, the simulations with the r2SCAN functional create a slightly too attractive interaction between the atoms in the solid but are otherwise fairly accurate. The Birch-Murnaghan equation of state is unfortunately only accurate over a relatively narrow range of volumes (about \(0.8 < \frac{V}{V_0} < 1.05\)) whereas the generalized Rydberg equation of state is not easily invertible but relatively accurate over the entire range of data. The newly proposed equation of state is both accurate and easier to invert than the generalized Rydberg equation of state. It also can be integrated to an energy-volume form that is similar to the Birch-Murnaghan equation and can be interpreted in a similar manner.
Figure 4.8.: Comparison between experimental [156] pressure versus volume data of Gallium Arsenide with fits to them by the different equations of state as well as the ab-initio DFT simulations with the r2SCAN functional.

Besides the bulk modulus, the other elastic constants also need to be estimated under pressure. As a very rough estimate, the change of the other elastic constants can be approximated to be identical to the change of the bulk modulus from the equilibrium value. This works well for \( c_{11} \) and \( c_{12} \), as their pressure derivatives are about the same as the one of the bulk modulus for Gallium Arsenide, for example. For \( c_{44} \) about \( \frac{1}{4} \) of this change fits rather well when compared with experimental data [156].

As presented in this section, it is possible to construct very simple models that describe the deformation of irradiated and etched structures. These models can also be extended to non-linear elastic models in case of large deformations of the target structures. These types of simulations can serve as a powerful tool to investigate deformations of target structures. It should be noted though that most of the structures created for this work and found in the literature do not show very significant deformation, which is not surprising, considering that the density changes of amorphous materials is only in the order of a few percent and the target defect densities are often orders of magnitude below the defect densities required to fully amorphize the target material locally, as previously discussed.
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5.1. Radiation damage

Gallium Arsenide has been the primary target material for PBW research in Göttingen for a relatively long time [237, 236, 222, 261]. The reasons for this were the early successes in the creation of 3D structures with this material, the excellent quality of readily available wafers and the (by comparison) relatively safe etchant. Before the beginning of this work, an approximate Proton fluence threshold for PBW in Gallium Arsenide had been experimentally established and with it simple structures were created [237, 222], the electrochemistry of the unirradiated material was investigated [261] and the first generation of mostly ohmic models for the description of the etching process were developed [236, 261]. This work expands upon this previous work and investigates some aspects in more detail.

A first step in the description of PBW in Gallium Arsenide is the description of the changes in the material due to the radiation damage. For this a detailed model was previously developed [261] that describes how the effective doping of the target changes locally due to radiation damage. This model already surpassed the previously published models in both the range of validity and accuracy [52]. Based on a larger set of experimental data and more precise simulations, this model is revised.

For this, irradiation experiments [33] were considered, where semi-insulating samples of Gallium Arsenide were implanted with 900 keV Mg$^+$ ions up to a dose of $2.5 \cdot 10^{13} \text{ cm}^{-2}$ or C$^+$ ions up to a dose of $5 \cdot 10^{13} \text{ cm}^{-2}$ at room temperature. This was followed by cap-less rapid thermal annealing to 950 °C for 10 s to activate the dopants and perform defect annealing. While diffusion at these elevated temperatures may also cause a broadening of the implantation distribution in the sample, it was shown [261] that in this case this is negligible, which is also one of the aims of the chosen annealing method [281]. The chosen, cap-less (Gallium Arsenide proximity) annealing has the advantage that surface degradation due to Arsenic loss is largely avoided [116]. This procedure creates conductive, p-type layers inside the target material. The sheet hole concentrations and sheet resistances were measured and the material was then irradiated with 400 keV Protons with doses ranging between $5 \cdot 10^{10} \text{ cm}^{-2}$ to $2 \cdot 10^{16} \text{ cm}^{-2}$ under a tilt angle of 7°. The tilt angle was introduced to suppress channeling effects [293]. The depth of the previously created conductive layer was chosen in such a way that the radiation damage of the 400 keV Protons would be relatively homogeneous over the entire conductive layer. As such, the effects of radiation damage on the conduction of the sample could be studied by measuring the sheet resistance of the sample to a good approximation. This is shown in fig. 5.1 on the following page, where the concentration of Mg and C after implantation is shown, based on a simulation with SRIM, together with the predicted free charge carrier
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densities of Electrons and holes based on Fermi-Dirac charge carrier statistics and the mobility and band gap models proposed in this work, as well as the sheet resistance and sheet hole concentration measured \[33\]. Also shown is the concentration of Hydrogen and defects created during irradiation with a Proton dose of \(10^{14} \frac{1}{\text{cm}^2}\). Note how the defect density does not vary very much over the thin conductive layer produced by implantation.

Figure 5.1.: Concentration of Mg and C in GaAs according to a simulation with SRIM and a semiconductor simulation of the experimental conditions described in the text. Also shown is the resulting free charge carrier density of holes and Electrons in the sample, as well as the defect and Hydrogen density introduced by irradiation with 400 keV Protons under a tilt angle of 7° with a dose of \(10^{14} \frac{1}{\text{cm}^2}\). The continuous lines correspond to the Magnesium implantation, the dashed lines to Carbon.

Fig. 5.2 on the next page shows the resulting sheet resistance as a function of the Proton dose. In this plot it is visible that for low doses the sheet resistance rises up to the point of the bulk sheet resistance of the semi-insulating wafer this experiment is carried out in. At a certain dose the sheet resistance falls off again due to hopping conductivity in the irradiated material. As discussed previously, this behavior can be explained best if it is assumed that the introduced defects by radiation damage partially act as charge traps and counter the previous doping of the target material. Based in this and previous work \[261\], a new effective doping model is proposed:
where $N_{a/d,\text{eff.}}(\vec{r})$ is the effective doping (for acceptors $a$ or donators $d$) at position $(\vec{r})$ based on the doping before irradiation $N_{a/d}(\vec{r})$ and the dose of radiation induced defects $\rho_{\text{Defects}}(\vec{r})$. The dimensionless fitting constants have relative uncertainties on the order of 0.1. In contrast to the previous model \cite{26}, the new model is slightly more accurate and altogether simpler. The interpretation of the general behavior of the target materials remains the same, though. That is: the first term describes the removal of the doping of the target material due to the introduction of defects deep in the band gap that can trap charges. The second term describes the introduction of new doping levels near the band edges due to radiation damage. In the limit of large radiation defect densities, the doping reaches a value of about $2 \times 0.8 \cdot \rho_{\text{GaAs}} \approx 7 \cdot 10^{22} \text{ cm}^{-3}$ which compares rather well with the density of hopping centers observed experimentally ($5 \cdot 10^{22} \text{ cm}^{-3}$ \cite{111}).

Figure 5.2.: Sheet resistance as measured \cite{11} for a semi-insulating Gallium Arsenide sample with a conductive layer created through ion implantation. Measurements were performed at varying degrees of irradiation with Protons. Shown are the experimental values and the model fit proposed here in comparison.
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The fit of the new model to the experimental data is shown in fig. 5.2 on the preceding page. It should be noted that in contrast to previously published models [115, 52], a description of the conductivity over the entire fluence range is possible.

5.2. Etching

With the effects of radiation damage of the target well described, the etching step needs to be considered next. Fig. 5.3 shows the Pourbaix diagram of Gallium Arsenide as calculated with SPANA/MEDUSA [209] using the simplified Helgeson-Krikham-Flowers activity model [92, 209]. This diagram can also be compared to similar, albeit less complete, diagrams in the literature [194, 44, 140, 207, 180].

![Pourbaix Diagram](image)

**Figure 5.3:** Pourbaix diagram (phase diagram as a function of pH value and applied voltage with respect to a standard hydrogen electrode) of Gallium Arsenide as calculated with SPANA/MEDUSA [209]. Also shown is the region of stability of water (marked by the dissociation limit) and the position of the valence and conduction bands of Gallium Arsenide.

From the Pourbaix-diagram of Gallium Arsenide alone it is difficult to decide on an optimal pH value for the electrolyte for etching. Regions of interest are the regions at very low pH and medium to high pH as here voltages exist where Gallium Arsenide dissociates into solvated ions. A limitation on the possible potentials is given by the region of stability of water. Among these regions the high pH region is particularly suited
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for etching. This is due to the fact, that Gallium and Arsenide atoms on the surface tend
to behave more similar electrochemically for these high pH values \[3\]. This means that
different surfaces with differing Gallium and Arsenide surface atomic fractions will be
etched with similar rates, thus reducing anisotropy in the final structures due to etching.
As discussed previously, the corrosion process also involves electrical conduction. Fig. [5.4]
shows the conductivity of KOH electrolytes as a function of pH. As visible, an optimum
exists around pH 14.8. Experimentally, structures etched around pH 14 to 15 in this work
tended to have the least washed out appearance. From a conductivity standpoint, this
appears reasonable, as a highly conductive electrolyte will hinder the corrosion process
less than a low conductivity one, thus preserving more of the detail and sharp corners of
the structures.

At pH 13.3 and up, the sum reaction of the corrosion process of a Gallium Arsenide
electrode can be written as (corrected from \[3\]):

\[
\text{GaAs} (s) + 3h^+ + 6\text{OH}^- (aq) \rightarrow \text{GaO}_3^{3-} (aq) + \text{As} (s) + 3\text{H}_2\text{O} (l)
\]

\[
\text{As} (s) + 3h^+ + 6\text{OH}^- (aq) \rightarrow \text{AsO}_3^{3-} (aq) + 3\text{H}_2\text{O} (l)
\]
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Since the chemical reactions happen with holes $h^+$ from the valence band of Gallium Arsenide, the expected equilibrium voltage of the reaction with respect to the standard Hydrogen electrode potential should be in the range of $-0.2 \ldots -0.5$ V, which is also what is observed experimentally. The (etching-) current through a p-type (Zn doped) Gallium Arsenide (100) was investigated in an etch cell. For this ohmic back contacts made from Indium were applied and the voltage and current were recorded in a PTFE etching cell with a KOH electrolyte with a 3 point measurement and a reversible Hydrogen electrode. These back contacts were previously characterized and due to their almost ideal ohmic behavior [261] they replaced the conductive Silver contacts of previous measurements that had a more rectifying behavior [237, 222].
Figure 5.5.: Current in the dark as a function of applied voltage across a p-doped Gallium Arsenide ⟨100⟩ surface in a KOH solution with a pH of 14.2 as measured with a standard Hydrogen electrode at room temperature.
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As discussed previously and also in more detail in previous work [261], the current in an etching process can be described approximately using the Butler-Volmer equation. Fig. 5.5 on the previous page shows an example of a current measurement across a Gallium Arsenide surface. In the area around the equilibrium potential $E_0$, the current can be described well with the Butler-Volmer equation:

$$I(V, T) = I_0 \cdot \left[ \exp \left( \frac{\alpha_1 z q_{el.}}{k_B T} (V - E_0) \right) - \exp \left( -\frac{\alpha_2 z q_{el.}}{k_B T} (V - E_0) \right) \right]$$

where $V$ is the applied potential and $T$ is the temperature. In the direct vicinity of the equilibrium potential, the Butler-Volmer equation can also be linearized to read:

$$I(V, T) \approx I_0 (\alpha_1 + \alpha_2) z q_{el.} \frac{q_{el.}}{k_B T} (V - E_0) + O \left( (V - E_0)^2 \right)$$

this allows to extract the equilibrium potential easily by fit. In the high over-potential regions, the current though the surface is limited by the rate at which the reaction partners can be supplied to it. Several models exist to describe this behavior [261], however, here the following implicit equation is used:

$$I(V, T) \approx I_0 \cdot \left[ \exp \left( \frac{\alpha_1 z q_{el.}}{k_B T} (V - E_0 - R \cdot I) \right) - \exp \left( -\frac{\alpha_2 z q_{el.}}{k_B T} (V - E_0 - R \cdot I) \right) \right]$$

(5.1)

where the over-potential $V - E_0$ is reduced by the potential drop $R \cdot I$ in the bulk of the material at large currents. In tab. 5.1 the fit values to the experimental data for this equation are shown.

<table>
<thead>
<tr>
<th>quantity</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_0$</td>
<td>5.6 (12) \cdot 10^{-6} A</td>
</tr>
<tr>
<td>$\alpha_1 z$</td>
<td>0.71 (6)</td>
</tr>
<tr>
<td>$\alpha_2 z$</td>
<td>0.38 (6)</td>
</tr>
<tr>
<td>$E_0$</td>
<td>-0.370 (4) V</td>
</tr>
<tr>
<td>$R$</td>
<td>4.25 (7) \Omega</td>
</tr>
</tbody>
</table>

Table 5.1.: Fit values for the parameters for the modified Butler-Volmer current eq. 5.1 for p-type Gallium Arsenide at pH 14.2.

Upon Hydrogen irradiation, the current-voltage relation across the surface necessarily changes. The largest effect, which is also the primary mechanism for PBW in p-type GaAs, is the change in resistance of the bulk material. This leads to a lowering of the current limit. A more subtle effect happens due to the shifting of the Fermi level in the band gap towards the center. This means the equilibrium potential of the corrosion reaction is shifted towards the center of the band gap of Gallium Arsenide. A similar effect has also been discussed in the literature for doped material [4]. Another change in the electrochemical behavior of the surface happens when Hydrogen is near the surface.
In this case the surface will act more like a Hydrogen electrode as the Hydrogen partakes in the surface reactions. That is: the equilibrium potential is shifted towards the potential of a reversible hydrogen electrode and the reverse current is suppressed.

Figure 5.6.: Experimental current through a ⟨100⟩ p-type Gallium Arsenide surface at pH 14.3 in the dark as a function of the applied potential (measured with a reversible Hydrogen electrode). See the text for an explanation of the three samples.

As visible in fig. 5.6, these effects were investigated separately. For this, three samples were prepared from a single p-type (Zn doped) Gallium Arsenide ⟨100⟩ wafer and, except for the irradiation step, were treated identically. For the influence of near surface defects, one sample was irradiated with Protons at an energy of 400 keV at the IONAS accelerator up to a dose of 50 \( \mu \text{As/cm}^2 \). Fig. 5.7 on the following page shows the estimated defect density in the target as simulated with IIS [95]. This simulation takes the crystal structure of the target into account and can account for channeling to some extent. Additionally, a one lattice constant thin, amorphous layer was added in the simulation to take into account the degradation of the crystal structure at the surface of the sample. As visible, almost no Hydrogen is present at the surface of the sample. For investigation of near surface Hydrogen, the second sample was irradiated up to 500 \( \mu \text{As/cm}^2 \) with 100 eV Protons at the ADONIS accelerator. At these energies, very little damage is generated in the target, while the Hydrogen is implanted to a depth of about 20 Angstrom, as estimated by SRIM 2013. This creates a very high Hydrogen concentration near the target surface. The third sample acts as a control.
Figure 5.7.: IIS\cite{95} simulated, normalized defect density of 400 keV Proton irradiated (100) Gallium Arsenide as a function of depth from the surface of the sample.

This information on the effects on radiation defects near the surface as well as the influence of Hydrogen at the surface of the target can be used to reconstruct the material that is etched away and to control the etching process. Fig. 5.8 on the next page shows the etching of the sample that was irradiated with 400 keV Protons up to a dose of 50 \( \mu \)As\( \text{cm}^2 \). These Protons had a range of about 6 \( \mu \)m in Gallium Arsenide, estimated by simulations. This range is also visible in the current voltage curves, as they change gradually up to a depth of about 6 \( \mu \)m when they assume the shape of unirradiated material rather abruptly and etch away much quicker. The etching depth was reconstructed by integration of the total etching current (current in the forward direction). Since the chemical reaction at the surface it known to use \( 6h^+ \) in total for each pair of atoms removed from the sample, the etch rate and depth can be reconstructed easily, as was also shown previously \cite{237, 261}. 
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Figure 5.8.: Absolute value of the current as a function of the applied potential (measured here with a reversible Hydrogen electrode) and a reconstruction of the etching depth of the target as a Gallium Arsenide irradiated with 400 keV Protons is etched.

The results so far raise the question on how the microscopic conditions change at the interface between the semiconductor and the electrolyte due to the radiation damage. The primary changes discussed so far point to a change of the equilibrium potential of the corrosion reaction that can be associated primarily with a shift in the Fermi-energy level in the band gap of the Gallium Arsenide. However, the effective voltage across the interface (and thereby the charged carrier densities at the interface) may also change as well as the microscopic structure of the electrolyte near the surface. To investigate the effects further, several options for measurements exist. The simplest measurements for this would be cyclic voltametry measurements, where the voltage across the semiconductor and electrolyte is continuously swept between two extreme values. Fig. 5.9 on the following page shows such a measurement for a Platinum electrode mounted in the etching cell. The peaks visible in the current of the electrode are associated with adsorption, desorption and charge transfer reactions at the electrode surface. In case of Gallium Arsenide surfaces, however, very little new information was gained by these measurements.
Instead impedance spectroscopy measurements were performed. Impedance spectroscopy in this context means that, in addition to a DC voltage, a small AC perturbation is applied across the semiconductor-electrolyte interface and the resulting current is recorded. From the amplitude and phase of the measured AC current in relation to the voltage perturbation, the impedance can be reconstructed. These impedance measurements are then usually repeated across a wide variety of perturbation frequencies and DC voltages. The resulting impedance spectra can then be compared with physically motivated models to gain insight into the electrical behavior of the interface of the semiconductor-electrolyte interface [77, 280].

Impedance measurements were performed on unirradiated, p-type Gallium Arsenide samples with frequencies ranging between 20 Hz and 1 MHz with DC voltages between 0.2 and 1.2 V as measured with a reversible Hydrogen electrode. The electrolyte was a 26% (by weight) KOH solution. Fig. 5.10 on the next page show a double logarithmic plot of the real and imaginary impedances. A plot like this is called a Nyquist plot. The physical properties of the interface can be extracted by fitting a model to the measurements. In

Figure 5.9.: Cyclic voltametry measurements for a Platinum electrode mounted in the etching cell.
this case a good fit was achieved by this equivalent circuit:

Figure 5.10.: Double logarithmic plot of the real and imaginary parts of the measured impedance $Z$ of (100) p-type Gallium Arsenide in 26% KOH solution.

This model is based on the assumption that the entire setup can be characterized largely by the bulk resistance $R_0$, two elements consisting of a parallel circuit of a constant phase element $CPE$ and a resistor representing the surface of the semiconductor and the Helmholtz layer (the layer of the first few molecules of the electrolyte at the interface) of the electrolyte and a Warburg impedance $W$, representing the diffusive (Debye) layer in the electrolyte. $R_0$ is a usual resistance with a fit value of about $10.68 (3) \, \Omega$. $CPE$ are a generalization of capacitances with impedance $Z_{CPE}(\omega) = \frac{1}{Q(i\omega)^n}$

where by fit, a value of $n = 0.8 \ldots 1.0$ is found. A value of $n = 1$ would represent an ideal capacitance. $\omega$ is the frequency of the perturbation. The Warburg element $W$ has an impedance of $Z_W = \frac{A_W}{\sqrt{\omega}} + \frac{A_W}{i\sqrt{\omega}}$

The coefficient $A_W$ of the Warburg element can be related to the diffusion process in the electrolyte towards or away from the semiconductor surface as $A_W = \frac{RT}{n^2F^2A\sqrt{2}} \left( \frac{1}{\sqrt{D_1\rho_1}} + \frac{1}{\sqrt{D_2\rho_2}} \right)$.
where \( n \) is the number of Electrons, \( F \) Faraday’s constant, \( A \) the surface area and \( D_1 \) (\( D_2 \)) the diffusion coefficients of the oxidized (reduced) species and \( \rho_1 \) (\( \rho_2 \)) their concentrations. Fig. 5.11 shows the Warburg coefficient as a function of the applied DC potential. Assuming all other properties remain the same, this shows mostly the trend of changing concentrations at the active species at the interface between semiconductor and electrolyte.

![Figure 5.11: Warburg coefficient (representing the formation of a diffusive layer) of the p-type Gallium Arsenide - KOH solution interface as a function of the applied potential.](image)

Very interesting are the changes that occur upon irradiation of the semiconductor. For this, samples forms the same wafer as the previously measured material were irradiated by 3 MeV Protons to 2.02 \( \mu \text{C/cm}^2 \) and 4.44 \( \mu \text{C/cm}^2 \). Fig. 5.12 on the next page shows the Nyquist plots of these samples. While the Warburg impedance was not significantly changed by the irradiation, the \( CPE \) surface capacitances showed a splitting. This can be interpreted as an observation of changes in the structure of the Helmholtz layer and the Electronic band structure (and surface charge density) of the Gallium Arsenide. This can partially be attributed to the previously discussed shift in the Fermi-level, resulting in a altered, effective electrostatic potential difference across the interface and altogether a difference in free charge carrier concentrations near the interface. A comparison to fig. 5.10 on the preceding page shows that this picture is incomplete, as no applied voltage exactly reproduces the measured impedances.
Based on these findings, similar measurements were conducted on (100) p-type Indium Antimonide surfaces. The samples were selected to match the doping of the Gallium Arsenide as closely as possible and treated the same. Again, irradiation with 3 MeV Protons was performed and the impedance spectra were recorded. It should be noted, that the equilibrium potential of the p-type Indium Antimonide was at 0.218(2) V (RHE) in contrast to the 0.413(6) V of Gallium Arsenide. As such, an offset of 0.2 V was used to make the measurements comparable. Fig. 5.13 on the next page shows the Nyquist plot without irradiation and with different levels of irradiation. As visible, the effects observed with Gallium Arsenide are repeated, but generally weaker. This means that the trends of shifts in the capacitances and surface properties are largely mirrored, but weaker.
As the etching process requires holes to break the bonds of the surface atoms of the Gallium Arsenide, these holes in turn largely determine the etching rate. To understand the effect of defects and the electrolyte on the surface charge states, and thereby also the hole concentrations, ab-initio molecular dynamics simulations with CP2K were performed to understand and test the different surface conditions. For this a $2 \times 2 \times 2$ super cell of Gallium Arsenide, consisting of 32 Gallium and 32 Arsenide atoms, was used and placed in such a way as to simulate a $\langle 100 \rangle$ Gallium and Arsenide rich surface (respectively). For a second run, 82 water molecules were added on top of the surfaces, simulating the interface between the semiconductor to water. To simulate the KOH electrolyte, 6 water molecules were replaced by $K^+$ ions and 6 further water molecules were replaced by $OH^-$ ions. This last simulation run was repeated twice with either an Arsenic or a Gallium cavity near the surface. Since here only the charge distributions are considered, the evaluated molecular dynamics runs were quite short (2000 steps of 0.5 fs at most). A canonical sampling through velocity rescaling thermostat and barostat with a time constant of 100 fs was used, which is ideally suited to these type of simulations [38]. A temperature of 330 K was set, approximating a temperature of 300 K for the electrolyte without having to explicitly include quantum effects for the motion of the atoms [46]. The simulations used the r2SCAN functional that was observed to describe both solids and water with good accuracy [72]. The atomic charges were calculated based on Hirshfeld partition [97,230]. Further details on the simulations can be found in chap. 6 on page 134.

Fig. 5.14 on page 129 shows the charge of the atoms, sampled in 10 fs steps at the surface. In comparison to the Arsenic rich surface, the Gallium rich surface tends to have little changes of the charge states of the atoms at the surface, except for a scattering of Gallium charged states that is increased by the presence of defects. On the Arsenic rich
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Surface the Arsenic tends to be more neutral than in the bulk. This effect is amplified by the presence of water and decreased by the presence of the KOH electrolyte. For the KOH electrolyte, the Gallium and Arsenic atomic charges tend to be very comparable to the bulk charges. Defects also tend to create more scattering in the Arsenic charge for the Arsenic rich surface. Additionally, no matter the electrolyte or presence of defects, about 5 Angstrom from the surface, the charge states of the atoms tend to be the same as in bulk material.

From these simulations several conclusions can be drawn:

1. The largest changes to surface charge states occur on the chemical more active Arsenic rich surface.

2. Defects lead to a scattering of surface charge states that is more pronounced for Gallium atoms at a Gallium rich surface.

3. The KOH electrolyte leads to surface charge states that are similar to charge states in the bulk.

4. Defects likely only affect surface states if they are within 5 Angstrom or so to the surface.
Figure 5.14.: Charge distributions at the Gallium and Arsenic rich \(100\) surface in water and KOH solution. Arsenic is shown in orange and Gallium in blue. The top row shows the Arsenic rich surface and the bottom row the Gallium rich surface. For a discussion of the changes see the text.
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In light of these simulations is seems plausible that the effective capacitance and also reactivity of the surface would change significantly due to the presence of defects near the surface. Further more, the simulations give a hint at the microscopic origins of the experimentally observed changes to the impedance and conductivity of irradiated Gallium Arsenide.

5.3. Simulations in comparison to experiments

With many aspects of PBW in Gallium Arsenide well understood, it is interesting to determine to what extend the structures that can be created experimentally, can be reproduced in simulations. Simulations with entirely ohmic models were previously used for this and showed generally good agreement between experimental and simulated structures [123, 261]. However, these models are limited to p-type material. Here, drift diffusion models are used for the semiconductor, allowing to describe etching in n-type material (and other semiconductors) as well. These models solve Poisson’s equation by multi-grid methods, as previously published [261], while using a predictor-corrector method for the simulation of charge transport. The electrolyte is modeled as an entirely ohmic material. In contrast to previously published simulations, the resolution was also increased thanks to a more efficient implementation from slightly better than 10 µm [123] and 1-2 µm [261] to 0.1 µm here. At the same time the convergence time of the simulations reduced from about 6h [123] to less than 4h here.

Fig. 5.15 on the following page shows an application of the new models for etching by showing a cut through two, homogeneously developed, long, 10 µm wide lines in p-type Gallium Arsenide. In this simulation the beam shape was assumed to be ideally sharp, that is: the beam is homogeneous and has a sharp boundary. As visible, the line irradiated to about \(10^{12}\) Protons/cm\(^2\) largely remains standing after etching, except for the top of the line, where some the corners appear slightly rounded. Of the line irradiated with \(2 \cdot 10^{11}\) Protons/cm\(^2\) only the region with the largest defect densities at the end of the Proton range remains. Very typically for these simulations, the unirradiated material around very defect rich material etches faster, creating slight “trenches” around irradiated volumes that disappear again after the structure is freed entirely from the sourrounding material. This is an artifact of the type of simulations performed here that do not take the fluid dynamics of the electrolyte into account. Very characteristic is also the slightly peaked surface below free standing structures, which was also reported in simulations and experiments with Silicon [214, 65].
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Figure 5.15.: Cut through two long, 10 µm wide lines, irradiated by 2 MeV Protons to $2 \cdot 10^{11}$ Protons cm$^{-2}$ (left) and $10^{12}$ Protons cm$^{-2}$ (right) during etching in 10% KOH solution.

In many real settings, the Proton beam does not show such a homogeneous current density over its diameter. Instead it more closely resembles a convolution between a Gaussian and a window function. At the smallest beam sizes the beam profile can be measured to be almost entirely gaussian [212]. Fig. 5.16 on the next page therefore shows a simulation of a cut through a long lines, irradiated by 2 MeV Protons to $10^{12}$ Protons cm$^{-2}$ during etching in 10% KOH solution. Instead of the homogeneous beam of the previous simulation, the beam profile is here described by a 10 µm wide window function convoluted with a 5 µm wide Gaussian. Two interesting aspects become visible in this simulation. The first is that the resulting, wider structure requires deeper (longer) etching to be completely under-etched. The second aspect is a reduction of the steepness of the side-walls of the structure from almost vertical to an approximate 60° tilt.
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Figure 5.16.: Cut through a long line, irradiated by 2 MeV Protons to $10^{12}$ Protons $\text{cm}^{-2}$ during etching in 10% KOH solution. The beam profile of this beam was modeled by the convolution of a 5$\mu$m wide Gaussian with a 10 $\mu$m windows function.

This can be compared to some of the experimental results. Fig. 5.17 on the following page shows several SEM pictures of short lines that were written into p-type Gallium Arsenide with a 4 MeV H$_2^+$ beam. The pictures were taken from 2 identically lines in staggered 8 $\mu$m etching steps, thus creating a progression of the etching process in 4 $\mu$m steps. As visible, the general trends observed in the etching model are well reproduced. That is the appearance of a non-vertical side of the structure and a rounded top of the irradiated material. However, the flanks of the structure are more washed out than predicted by the simulation with the homogeneous beam. In this case this was caused by a beam that was less uniform and more gaussian than expected. Also visible is the electrical charging of the high resistance / irradiated material that is visible by the brighter appearance of the irradiated line. The surface of the etched bulk semiconductor material
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looks rough in these pictures. This is a result of the rapid rinsing and drying of the sample after each etching step that left behind small amounts of oxides and KOH on the surface, that formed the snow like patterns.

Figure 5.17.: SEM pictures of several lines written into p-type Gallium Arsenide in 4 $\mu$m steps. See the text for details.
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Many of the results of this work direct or indirectly rely on results of computational quantum chemistry. Because of this a review of the chosen methods and their implementations as well as an estimation of the accuracy of the necessary approximations is included here.

The basis for some of the calculations here are the wave-functions and energies calculated in the unrestricted Hartree Fock approximation. The unrestricted Hartree Fock equation is based on the formulation of a products of Slater determinants for the single particle orbitals for each spin with an interaction between them. In the simplest case considered here the Hamiltonian is the multi Electron Schrödinger equation in the external field of different nuclei and the interaction the Coulomb repulsion between Electrons. The “unrestricted” part of the name points to the fact that different spin up and spin down Electrons are allowed to have different orbital shapes and energy eigenvalues. The Hartree-Fock Hamiltonian (here for the spin up ↑ Electrons) can be written as [190, 60]:

\[ \hat{F}^\uparrow \phi_m^\uparrow = \epsilon_m^\uparrow \phi_m^\uparrow \]

with the single particle wave-functions \( \phi_m^\uparrow \), their corresponding eigenvalues \( \epsilon_m^\uparrow \) and the Fock operator:

\[ \hat{F}^\uparrow = \hat{h} + \sum_n \left( \langle \phi_n^\uparrow | \hat{w} | \phi_n^\uparrow \rangle - \langle \phi_n^\uparrow | \hat{w} | \phi_n^\uparrow \rangle \right) \]

where \( \hat{h} \) is the single particle Hamiltonian [234, 143]:

\[ \hat{h} = \begin{cases} \frac{\hat{p}^2}{2m_{el.}} + V_{ext.} & \text{non relativistic} \\ c\vec{\alpha} \cdot \vec{p} + \beta m_{el.} c^2 + V_{ext.} & \text{Dirac} \end{cases} \]

with the momentum operator \( \hat{\vec{p}} = -i\hbar \vec{\nabla} \), \( \vec{\alpha} = \begin{pmatrix} \alpha_x \\ \alpha_y \\ \alpha_z \end{pmatrix} \), \( \alpha_i = \begin{pmatrix} 0_{2 \times 2} & \sigma_i \\ \sigma_i & 0_{2 \times 2} \end{pmatrix} \), the Pauli spin \( 2 \times 2 \) matrices \( \vec{\sigma} = \begin{pmatrix} \sigma_x & \sigma_y \\ \sigma_y & \sigma_z \end{pmatrix} \), \( \beta = \begin{pmatrix} 1_{2 \times 2} & 0_{2 \times 2} \\ 0_{2 \times 2} & -1_{2 \times 2} \end{pmatrix} \), the Electron rest mass \( m_{el.} \), speed of light \( c \), the external potential (for example the Coulomb potential of the nuclei) \( V_{ext.} \) and \( \hat{w} \) is the Electron interaction operator [5, 234]:

\[ \hat{w} = \begin{cases} \frac{e^2}{4\pi\epsilon_0 |\vec{r}_1 - \vec{r}_2|} & \text{Coulomb} \\ \frac{e^2}{4\pi\epsilon_0 |\vec{r}_1 - \vec{r}_2|} \left( 1 - \frac{1}{2} \frac{\vec{\alpha}_1 \cdot \vec{\alpha}_2 + [\vec{\alpha}_1(\vec{r}_1 - \vec{r}_2)] \cdot [\vec{\alpha}_2(\vec{r}_1 - \vec{r}_2)]}{|\vec{r}_1 - \vec{r}_2|^2} \right) & \text{Breit-Gaunt} \end{cases} \]
where the Breit-Gaunt potential is a relativistic expansion of the Electron-Electron interaction up to second order in \( \frac{1}{c} \). The indices 1 and 2 are used here to mark the two different Electrons. It should be noted that in the non-relativistic case each Electron wave-function has only a single component, whereas in the fully relativistic (Dirac) case, it has four. Besides these Hamiltonians, many other approximate forms exist, that are often not presentable in such a compact form. Among them the Pauli-Hamiltonian and the scalar relativistic ZORA (zero order regular approximation), scalar relativistic IORA (infinite order regular approximation), X2C (Dirac exact 2 component) and DKH (Douglas-Kroll-Hess) Hamiltonians \[234\]. All of these offer computational benefits in comparison to the often difficult to converge Dirac Hamiltonian while neglecting or approximating some of the relativistic aspects of it \[142\].

An aspect that is not well represented by the Hartree Fock approximation is Electron correlation. In the Hartree Fock approach the wave-function of two opposite spin Electrons \( \phi_1^\uparrow, \phi_2^\downarrow \) for example is approximated by a Hartree product between them

\[
\phi_{ab} = \phi_1^\uparrow \cdot \phi_2^\downarrow.
\]

However, Coulomb repulsion between them leads, among other things, to the formation of a cusp in the product wave-function

\[
\frac{d\phi_{ab}}{dr_{ab}} = \frac{1}{2}\phi_{ab}(r_{ab}=0) \quad \text{(when spherically averaged)}
\]

that increases the mean distance between the Electrons and lowers their energy, which is not well captured in the Hartree product \[58\]. A simple correction to the total energy is possible through perturbation theory. Among the various approaches for a perturbative treatment of Electron correlation, the Möller–Plesset perturbation theory of second order (abbreviated as MP2) \[167\] gives a rough approximation of this effect as \[79\]:

\[
E_{MP2}^{\uparrow\downarrow} = \sum_{i,j} \sum_{a,b} \left( \frac{\epsilon_i^\uparrow + \epsilon_j^\downarrow - \epsilon_a^\uparrow - \epsilon_b^\downarrow}{\epsilon_i^\uparrow + \epsilon_j^\downarrow - \epsilon_a^\uparrow - \epsilon_b^\downarrow} \right) \left( \langle \phi_i^\uparrow \phi_a^\uparrow | \hat{w} | \phi_j^\downarrow \phi_b^\downarrow \rangle - \langle \phi_j^\downarrow \phi_b^\downarrow | \hat{w} | \phi_i^\uparrow \phi_a^\uparrow \rangle \right)
\]

where \( \sum_{i,j} \) represents the sum over the occupied orbitals \( i, j \) with energy eigenvalues \( \epsilon_i, \epsilon_j \) and \( \sum_{a,b} \) the same sum over the virtual (unoccupied) orbitals. An analogue term exists for the other component of the correlation energy \( E_{MP2}^{\downarrow\uparrow} \).

Among the many different methods to treat Electron correlation, the coupled cluster methods is often considered the “gold standard” of computational quantum chemistry as it allows to approximate correlation in a relatively reliable, accurate, systematic and computationally reasonably expensive way \[14\]. In coupled cluster theory the Hartree Fock Hamiltonian is augmented by the coupled cluster operator \( \exp \left( \hat{T} \right) \) \[141\]:

\[
\hat{F} \exp \left( \hat{T} \right) | \phi_m^\uparrow \rangle = \epsilon_m \exp \left( \hat{T} \right) | \phi_m^\uparrow \rangle
\]
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where $\hat{T} = \hat{T}_S + \hat{T}_D + \hat{T}_T \ldots$ is the excitation operator, given as a sum of all single excitations $\hat{T}_S$, double excitations $\hat{T}_D$, triple excitations $\hat{T}_T$ and higher. The exponential operator $\exp(\hat{T})$ can be expanded as a Taylor series $\exp(\hat{T}) = 1 + \hat{T}_S + \hat{T}_D + \frac{1}{2} (\hat{T}_S^2 + \hat{T}_S\hat{T}_D + \hat{T}_D\hat{T}_S + \hat{T}_D^2) + \ldots$ when for example using only single and double excitations. Application of the coupled cluster operator then leads to a set of coupled equations that are typically solved iteratively [14]:

$$\begin{align*}
\langle \phi^\dagger_m | \exp(-\hat{T}) \hat{F}^\dagger \exp(\hat{T}) | \phi^\dagger_m \rangle &= E_{cc} \langle \phi^\dagger_m | \phi^\dagger_m \rangle = E_{cc} \\
\langle \phi^\dagger_m^* | \exp(-\hat{T}) \hat{F}^\dagger \exp(\hat{T}) | \phi^\dagger_m \rangle &= E_{cc} \langle \phi^\dagger_m^* | \phi^\dagger_m \rangle = 0
\end{align*}$$

where $\phi^\dagger_m^*$ stands for the excited wave-function, which can be generated from the ground state wave-function $\phi^\dagger_m$ by single excitations $\hat{T}_S$ or double excitations $\hat{T}_D$ for example. Each of these excitations comes with an excitation amplitude ($t^a_i$ for example for single excitations from the $i$th occupied orbital into the $a$th unoccupied orbital or $t^{ab}_{ij}$ for double excitations) that needs to be determined through solution of the corresponding equation. Due to the large computational effort involved in solving the coupled cluster equations, typically only single and double excitations are considered. The method is then called CCSD (coupled cluster method with single and double excitations). From these excitations it is also possible to calculate a perturbative estimate for the inclusion of triple excitations, marked a (T) as CCSD(T) [14]. Through orbital rotations it is also possible to make the single excitation amplitudes $0$. This leads to Brückner orbitals [260] and the orbital optimized coupled cluster method [240].

Another important method to describe multi-Electron systems is Kohn Sham density functional theory [120]. Here the system is transformed into a system of independent single Electron systems that interact through a mean field potential. The Hamiltonian is then:

$$\hat{F}^\dagger_{DFT} \phi^\dagger_m = \epsilon^\dagger_m \phi^\dagger_m$$

with:

$$\hat{F}^\dagger_{DFT} = \hat{h} + \sum_{i, \text{oocc.}} \left( \langle \phi^\dagger_i | \hat{v} | \phi^\dagger_i \rangle + \langle \phi^\dagger_i | \hat{w} | \phi^\dagger_i \rangle \right) + V_{XC}$$

where the individual orbitals are required to be orthogonal with respect to all other ones of the same spin. The last term $V_{XC}$ is the exchange correlation potential. It should be noted that this method is exact for the density and total energy of the ground state of any multi-Electron system, however, the form of the exchange-correlation functional for arbitrary systems is not known, only approximations to it and solutions in special cases. The basis for the construction of the exchange-correlation functional is the homogeneous Electron gas, which is entirely described in its ground state by the Electron densities $\rho^\dagger, \rho^\dagger$. This leads to the following approximation:
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\[ V_{XC}^{\uparrow} (\rho^\uparrow, \rho^\downarrow) \approx \varepsilon_{xc} (\rho^\uparrow, \rho^\downarrow) + \rho^\uparrow \frac{\partial \varepsilon_{xc} (\rho^\uparrow, \rho^\downarrow)}{\partial \rho^\uparrow} \]

where \( \varepsilon_{xc} (\rho^\uparrow, \rho^\downarrow) \) is the exchange-correlation energy per particle (also called the homogeneous Electron gas exchange-correlation functional). The exchange component of this energy is known exactly as \( \varepsilon_x (\rho^\uparrow, \rho^\downarrow) = -\frac{3}{8} \left( \frac{4}{\pi} \right)^{1/3} \left[ (2\rho^\uparrow)^{4/3} + (2\rho^\downarrow)^{4/3} \right] \). In the description of in-homogeneous Electron systems (for example molecules) the description of the exchange-correlation energy can be improved by a prefactor \( f_{xc} \) called the enhancement factor that can depend on the gradient or the Laplacian of the Electron density or similar quantities. It has recently been determined that the most appropriate quantities for the exchange part of \( f_{xc} \) to depend on are

\[ p = \frac{1}{2} \left| \nabla \phi_i \right|^2 \]

where \( \tau_i = \frac{1}{2} \left| \nabla \phi_i \right|^2 \) is the kinetic energy density of the \( i \)th Kohn Sham orbital (given here for the unpolarized Electron gas case \( \rho = 2\rho^\uparrow = 2\rho^\downarrow \) for simplicity) \[266\]. For example, the exchange enhancement factor of the PBE functional, one of the most popular functionals, is given by \[198\]:

\[ f_{xPBE} = 1 + \kappa \left( 1 - \frac{1}{1 + \mu \kappa} \right) \]

with \( \mu = 0.2195 \) and \( \kappa = 0.804 \) chosen in such a way that several constrains on the shape of \( f_{xc} \) are satisfied. Many functional forms exist for this enhancement factor. They can generally be classified according to the quantities that form the ingredients of the functional. Functionals that depend only on the densities are called local (spin) density approximations or L(S)DA, whereas functionals that also depend on the gradient of the density, like the PBE functional, are called GGAs or generalized gradient approximations. Functionals that also include second derivatives of the density as well as the orbital kinetic energy densities are called MGGAs or meta generalized gradient approximations. Functionals can also be mixed (or hybridized) with an amount of Hartree Fock exchange (that is the part of the Hartree Fock Hamiltonian that acts like an Electron exchange interaction). These hybrid functionals are marked with an “h”, for example hGGAs are functionals that include a certain amount of Hartree Fock exchange with a GGA functional. It should be noted that functionals that include more components have the potential to be more accurate for a broader range of systems (for example different isolated or interacting molecules or solids with different bond types) but more complex functionals are also more difficult to implement and often require finer integration grids for the potential calculations. Among the large zoo of more than 600 published functionals \[131\] the ones that perform well for the prediction of the properties of diverse systems but are constructed from theoretical considerations (as opposed to fitting the functionals to a set of experimental properties) are particularly interesting. Of these functionals, besides the PBE functional and many modifications of it, in this work the SCAN functional and the version modified for numerical performance r2SCAN \[72\] are used. The SCAN functional
is notable as it is the first functional to satisfy all known constrains on the functional shape [265].

Often the functionals used in simulations of non-covalent bonded systems underestimate the van-der-Waals attractions between atoms. To alleviate this problem, several methods were developed, among which the Grimme D3 and D4 method [39, 40, 41] and the rVV10 non-local functional [289, 228] are some of the most accurate ones. In both cases, an additional contribution to the correlation energy is added to the system. In the D3/D4 methods it is based on a coordination and charge dependent force field, whereas the rVV10 calculates the energy through a non-local functional that can be calculated efficiently from the Electron density.

No matter which quantum chemical method is used, the Electron wave-functions needs to be represented in some way. For computational efficiency, this happens mostly by using (here for example spherical as opposed to cartesian) gaussian basis functions:

\[ \phi_n^\uparrow(r) \approx \sum_i c_{i,n} N_{n,l,m} Y_{l,m} (\theta, \varphi) \left| \vec{r} - \vec{R}_i \right|^{l_i} \exp \left(-\zeta_i \left| \vec{r} - \vec{R}_i \right| \right) \]

or in case of periodic systems also plane waves. \( c_{i,n} \) are the expansion coefficients, \( N \) a normalization factor, \( l \) is the angular quantum number, \( m \) the magnetic quantum number and \( Y_{l,m} \) the Laplace spherical harmonic. Both of the presented basis functions do in practice not represent the single particle wave-functions of density functional and Hartree-Fock theory in atoms exactly (for example the cusp of the \( s \)-orbitals at the nucleus that follows from the non-relativistic Schrödinger equation at the point-nucleus is not exactly resolvable) but can be constructed in such a way that they can systematically approach them. To improve computational efficiency, several gaussians may be combined onto a single basis with fixed coefficients. If this is reversed, the basis set is called decontracted. A common nomenclature for the gaussian basis functions is to specify the number of different wave-functions in the basis set per valence Electron shell as for example double, triple or quadruple zeta (for two, three and four), to note of additional polarization functions are present (that is: high angular momentum functions) that aid in describing polarization and if the basis set was augmented (has additional very low exponent functions) that aid in describing excited states and negative charge states. A basis set with name \( x2c-TZVP \) is therefore a non augmented, triple zeta valence basis set with one set of additional polarization functions that was constructed with a X2C Hamiltonian.

Tab. 6.1 on page 140 shows the contributions to the total energy of some of the atoms used in the simulations here. For the simulations \texttt{pyscf 1.7.6} [267, 268] and \texttt{Orca 5} [178, 179] are used with the decontracted \texttt{x2c-TZVP} [205] basis set. The calculations are carried out with the spin unrestricted Schrödinger / spin free X2C and the Dirac Hartree Fock Hamiltonian with the atoms in their ground state multiplicities. The differences between the Schrödinger and spin free X2C (sfX2C) Hamiltonians give an estimate for the scalar relativistic effects, whereas the differences between the sfX2C and Dirac Hamiltonian allow for an estimation of non-scalar relativistic effects. For the estimation of correlation effects, CCSD(T) calculations with the orbitals from the sfX2C Hamiltonian calculation
are used. QED corrections, the largest being the one-Electron self energy and vacuum polarization, are not included here [220]. As visible, for the elements considered here the scalar relativistic corrections are most important when considering total Electron binding energies, followed by correlation effects. Non-scalar relativistic effects are often partially canceled by the Breit-Gaunt interaction and more than an order smaller than their scalar relativistic counter parts. The total energies are also comparable to predictions from DFT and MP2 (and the spin component scaled variant SCS-MP2 [79]) simulations, based on the sfX2C and the second order DKH Hamiltonian with AMFI approximation [96]. The table shows a selection of DFT simulations with exchange-correlation functionals of low empiricism. For completeness the values predicted by the Thomas-Fermi atomic model [272, 66] are also shown.
### Table 6.1.: Contributions to the Electronic total binding energies in Hartree of different atoms and estimates from DFT and MP2 for the decontracted \(x2c\)-\(\text{TZVP}\) basis set as calculated with \texttt{pyscf} and \texttt{Orca}. For an explanation of the different effects see the text.

<table>
<thead>
<tr>
<th>element</th>
<th>H</th>
<th>O</th>
<th>Si</th>
<th>K</th>
<th>Ga</th>
<th>As</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-relativistic Hartree-Fock</td>
<td>-0.4998</td>
<td>-74.8164</td>
<td>-288.8520</td>
<td>-599.1547</td>
<td>-1923.2261</td>
<td>-2234.1982</td>
</tr>
<tr>
<td>finite nucleus correction</td>
<td>4.32 (\times) 10^{-10}</td>
<td>1.32 (\times) 10^{-5}</td>
<td>1.79 (\times) 10^{-4}</td>
<td>7.92 (\times) 10^{-4}</td>
<td>9.35 (\times) 10^{-3}</td>
<td>1.31 (\times) 10^{-2}</td>
</tr>
<tr>
<td>scalar relativistic correction</td>
<td>-6.54 (\times) 10^{-6}</td>
<td>-5.23 (\times) 10^{-2}</td>
<td>-6.03 (\times) 10^{-1}</td>
<td>-2.2972</td>
<td>-18.9592</td>
<td>-24.8393</td>
</tr>
<tr>
<td>non-scalar relativistic correction</td>
<td>-8.83 (\times) 10^{-12}</td>
<td>-3.40 (\times) 10^{-3}</td>
<td>1.39 (\times) 10^{-2}</td>
<td>-6.15 (\times) 10^{-2}</td>
<td>-3.36 (\times) 10^{-1}</td>
<td>-3.62 (\times) 10^{-1}</td>
</tr>
<tr>
<td>Breit-Gaunt interaction correction</td>
<td>0</td>
<td>7.50 (\times) 10^{-3}</td>
<td>5.49 (\times) 10^{-2}</td>
<td>1.60 (\times) 10^{-1}</td>
<td>8.52 (\times) 10^{-1}</td>
<td>1.0560</td>
</tr>
<tr>
<td>Electron correlation correction</td>
<td>0</td>
<td>-2.16 (\times) 10^{-1}</td>
<td>-3.07 (\times) 10^{-1}</td>
<td>-3.52 (\times) 10^{-1}</td>
<td>-8.82 (\times) 10^{-1}</td>
<td>-8.87 (\times) 10^{-1}</td>
</tr>
<tr>
<td>total binding energy</td>
<td>-0.4998</td>
<td>-75.0810</td>
<td>-289.6932</td>
<td>-601.7044</td>
<td>-1942.5429</td>
<td>-2259.2180</td>
</tr>
<tr>
<td>Thomas-Fermi</td>
<td>-0.769</td>
<td>-98.4</td>
<td>-363</td>
<td>-740</td>
<td>-2321</td>
<td>-2685</td>
</tr>
<tr>
<td>sfX2C PW (LDA)</td>
<td>-0.4784</td>
<td>-74.5773</td>
<td>-288.8084</td>
<td>-600.4739</td>
<td>-1940.6968</td>
<td>-2257.2881</td>
</tr>
<tr>
<td>sfX2C PBE (GGA)</td>
<td>-0.4996</td>
<td>-75.0652</td>
<td>-289.8372</td>
<td>-602.0146</td>
<td>-1943.5724</td>
<td>-2260.4190</td>
</tr>
<tr>
<td>sfX2C SG4 (GGA)</td>
<td>-0.5001</td>
<td>-74.9821</td>
<td>-289.7280</td>
<td>-601.8984</td>
<td>-1943.5036</td>
<td>-2260.3667</td>
</tr>
<tr>
<td>sfX2C LC-VV10 (hGGA)</td>
<td>-0.5067</td>
<td>-75.1010</td>
<td>-289.8689</td>
<td>-602.0674</td>
<td>-1943.6102</td>
<td>-2260.4808</td>
</tr>
<tr>
<td>sfX2C TPSS (MGGA)</td>
<td>-0.4999</td>
<td>-75.1591</td>
<td>-290.0002</td>
<td>-602.2383</td>
<td>-1943.8249</td>
<td>-2260.6768</td>
</tr>
<tr>
<td>sfX2C SCAN (MGGA)</td>
<td>-0.4999</td>
<td>-75.1245</td>
<td>-289.9976</td>
<td>-602.2712</td>
<td>-1943.9762</td>
<td>-2260.9074</td>
</tr>
<tr>
<td>sfX2C PW6B95 (hMGGA)</td>
<td>-0.5013</td>
<td>-75.2321</td>
<td>-290.2430</td>
<td>-602.6570</td>
<td>-1944.8145</td>
<td>-2261.7976</td>
</tr>
<tr>
<td>sfX2C MP2</td>
<td>-</td>
<td>-75.0646</td>
<td>-289.7397</td>
<td>-601.7900</td>
<td>-1943.1091</td>
<td>-2259.9481</td>
</tr>
<tr>
<td>DKH2(AMFI) UHF</td>
<td>-0.4998</td>
<td>-74.8686</td>
<td>-289.4542</td>
<td>-601.4450</td>
<td>-1942.0725</td>
<td>-2258.8769</td>
</tr>
<tr>
<td>DKH2(AMFI) MP2</td>
<td>-</td>
<td>-75.0645</td>
<td>-289.7389</td>
<td>-601.7838</td>
<td>-1943.1091</td>
<td>-2259.9481</td>
</tr>
<tr>
<td>DKH2(AMFI) SCS-MP2</td>
<td>-</td>
<td>-75.0674</td>
<td>-289.7352</td>
<td>-601.7728</td>
<td>-1942.9357</td>
<td>-2259.7264</td>
</tr>
<tr>
<td>DKH2(AMFI) CCSD(T)</td>
<td>-</td>
<td>-75.0851</td>
<td>-289.7611</td>
<td>-601.7966</td>
<td>-1942.9546</td>
<td>-2259.7644</td>
</tr>
</tbody>
</table>
Besides the total Electronic binding energy, another important property in atomic simulations is the accuracy of the predicted Electron density. Fig. 6.1 shows the radial density of Carbon (and fig. 6.2 on the next page of Silicon) as predicted with different methods as calculated with Orca 5 \cite{178, 179} using the large AHGBSP1-9 basis set \cite{130} and a second order Douglas-Kroll-Hess Hamiltonian (plus AMFI correction). The Thomas-Fermi model density and the density implied by the ZBL inter-atomic potential (used in nuclear stopping) are shown for reference as well. The densities produced in coupled cluster calculations have been found to be quite accurate \cite{25, 158} and are considered as the reference here. It is visible that the DFT methods, as well as Hartree Fock and MP2 relaxed densities agree very well with the orbital optimized coupled cluster densities in the regions close to the nucleus, while at large radii the accuracy from best to worst is relaxed MP2, Hartree-Fock, DFT (SCAN, MGGA), DFT (PW, LDA) and DFT (PBE, GGA). This agrees with the assessment that MP2 calculations produce on average more accurate densities than DFT methods and that the SCAN functional is the most accurate for densities among the three considered functionals in this test \cite{158}. For these light elements the effects of the individual shells in the density are well visible, but heavier atoms tend to approach the Thomas-Fermi model densities more and more.

Figure 6.1.: Radial Electron density of Carbon as predicted by different methods.
For calculations of the properties of solids as well as very large scale simulations, among other approximations, pseudo-potentials are used to make the simulations computationally feasible. Here the nuclear Coulomb potential of all-Electron simulations is replaced by an effective core potential that does include the contributions from tightly bound (core) electrons in such a way that the calculated properties (energies, forces, partial atomic charges ...) are still predicted accurate enough. Several methods for pseudo-potential construction (and subsequent simulations) were developed in the past, including empirical \cite{67, 93}, norm-conserving \cite{85}, ultra-soft \cite{286} pseudo-potentials and as a generalization projector augmented wave function methods \cite{24}. All of them allow to treat only some of the electrons from the valence space of the atoms explicitly and often with wavefunctions with a reduced number of radial nodes and softer cusps at the nucleus, allowing for the use of less complex basis sets (lower cutoff plane waves or less components in gaussian wave-functions) than the same valence electrons would require in all-Electron simulations. As a downside, pseudo-potential construction and validation is a very long and complicated process. Here HGH pseudo-potentials \cite{89} that were optimized against all-Electron calculations with the SCAN functional by Jürg Hutter are used in CP2K \cite{127} and compared against all-Electron simulations.

Fig. 6.3 on page 144 shows the dissociation curve (energy as a function of the bond length) of O$_2$ as computed with different methods. While pseudo-potentials can only reproduce the results of all-Electron calculations to an extend, in this case the different
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methods (except the Hartree-Fock calculations) agree very well around the minimum of the bond length, while the computational savings of the pseudo-potentials are already noticeable. It is possible to improve computing times with all-Electron simulations, however for very large scale system simulations (even up to millions of atoms), pseudo-potentials are commonly used \[18\].

The reference is here the basis set superposition error corrected \[59\] orbital optimized coupled cluster theory with perturbative triple excitations (OOCCD(T) \[240\]) with the decontracted \textit{x2c-TZVP} basis set in \texttt{Orca 5}. Additionally, NEVPT2 \[7\] results are shown (based on a CASSCF calculation of 12 Electrons in 8 at most doubly occupied orbitals) that may offer a more balanced and multi-determinant treatment of the bond-breaking process. As a rough comparison, on a four core \texttt{Intel Core i7} processor and without any of the typically employed additional performance improving techniques (like RIJK approximations, frozen core approach) the run time of the OOCCD(T) method in \texttt{Orca} was about 85 min for 19 data points, NEVPT2 11.5 min, SCAN-D4 \[62\] 13.5 min, while the r2SCAN calculation in \texttt{CP2k} ran about 2.5 min for the 18 points where it converged easily to the minimum of the correct symmetry.

The pseudo-potential used for Oxygen approximates the 1s Electrons as core Electrons. The corresponding basis set is given in the appendix and includes orbitals with \(l = 0, 1, 2\). It is found during testing that the orbitals with \(l = 2\) are important in modeling the polarization of the \(l = 1\) orbitals and help to describe the bond between the Oxygen atoms around the equilibrium bond length correctly as well as describing the shorter range repulsion between the atoms.
Figure 6.3.: Dissociation curve of triplet $\text{O}_2$ as computed with different all-Electron methods with the decontracted x2c-TZVP basis set in \textit{Orca} and as computed with a pseudo-potential method and r2SCAN in \textit{cp2k}. Lines are a guide to the eye and the horizontal line marks the energy of the Oxygen atoms at infinite separation.

A similar set of simulations are performed for singlet $\text{H}_2$. Fig. 6.4 on the next page shows the result of these calculations. The calculations were performed with the same x2c-TZVP basis set in \textit{Orca} and include the MP2 method and the orbital optimized coupled cluster method as well as the SCAN functional with the D4 dispersion correction. The calculations were again basis set superposition error corrected. These calculations, with the exception of the Hartree Fock calculation, agree very well, similar to the previous calculation of Oxygen. The basis set used in \textit{CP2k} is given in the appendix and includes orbitals with $l = 0, 1$. 
Figure 6.4.: Dissociation curve of singlet H$_2$ as computed with different all-Electron methods with the decontracted x2c-TZVP basis set in Orca and as computed with a pseudo-potential method and r2SCAN in cp2k. Lines are a guide to the eye and the horizontal line marks the energy of the Hydrogen atoms at infinite separation.

Fig. 6.5 on the following page shows an application of the pseudo-potential method for Gallium Arsenide in the Zincblende (ground state) structure. Here the energies computed with an all-Electron method (Elk 8 in linearized augmented plane waves muffin tin mode and 16 $\times$ 16 $\times$ 16 k-points per unit cell) and the r2SCAN functional are compared to a pseudo-potential calculation in CP2K 9. The pseudo-potentials do include the valence s and p states of Gallium and Arsenic as well as the d Electrons that can become important for the bond structure of the atoms under compression or ionization, but otherwise do not form any strong bonds themselves. The SCAN and r2SCAN functionals with CP2K could not be brought to agree with the all-Electron calculations in Elk 8 with any provided basis sets, despite careful testing. As such, a new basis set was developed for this purpose and is given in the appendix. This hints at numerical problems with the implementation of MGGA functionals with periodic boundary conditions within CP2K. It is also notable that the predicted lattice constant in Elk 8 with the r2SCAN functional is larger than usual for this functional and material.
6. Computational Quantum Chemistry

Figure 6.5.: Energy per atom of Gallium Arsenide relative to the ground state as a function of the lattice constant $a_0$ as computed with an all-Electron method in Elk and a pseudo-potential method in CP2K.

The basis sets used in this work with CP2K were optimized to reproduce all Electron calculations closely while providing reasonable convergence properties without having ghost states in the tested configurations. A ghost state here is a bound Electronic state in a system that is simulated with pseudo-potentials that does not exist in reality or all Electron calculations but is rather an artifact of the chosen pseudo-potential and/or basis set. Usually ghost states are tested for and avoided during pseudo-potential construction, this does however not guarantee the absence of ghost states. Instead studies with many reference systems need to be performed. For the pseudo-potentials used in this work, these studies were performed by the authors of the pseudo-potentials, showing no ghost states. During molecular dynamics simulations, however, a few systems, for example Gallium Arsenide in the Zincblende phase, showed unreasonably slow convergence as well as unphysical ground state geometries and energies. Careful simulations then showed that the basis sets provided by the authors for the pseudo-potentials, while offering good properties for the tested systems, created ghost states under slight compression of the bonds. As such a series of calculations with different pseudo-potentials as well as basis sets and exchange-correlation functionals were performed to find the source of the problem. Many combinations also showed the same problem to some extend. As such, there was a choice to either use a less accurate combination of pseudo-potential, basis set and...
exchange correlation functional in this work than initially aimed for or create and test a
new set of basis functions. After several attempts, a new basis set was constructed
from the orbital exponent range of the CRENBEL basis set \[102\] that was optimized for the
use in solids in CP2K. For this a geometric progression was used for all the exponents,
here $\zeta_i = \alpha \cdot \beta^i$ where $\alpha = 0.15$ Bohr and $\beta = 2.3$. The choice of $\alpha$ was constrained
by the numerics of the Cholesky decomposition step of the overlap matrix under strong
compression of the solid in CP2K to $\alpha \gtrsim 0.12$ as well as poor convergence of the calculation
for large bond lengths to $\alpha \lesssim 0.4$. A larger freedom of choice exists for $\beta$. Many basis
sets use a value around 3, with larger values offering slightly smaller basis sets and faster
convergence and smaller values offering more accuracy. The value used here was found
to perform well for the calculations carried out. The largest $i$ included in the basis set
was determined by reducing it until ghost states disappeared. This lead to a value of
about $i_{\text{max}} = 6$. The final degree of freedom with the choice of the maximum orbital
angular momentum $l_{\text{max}}$ in the basis set. Here it was observed that for Oxygen, Gallium
and Arsenic $l_{\text{max}} = 2$ was enough to provide realistic dissociation curves, while Hydrogen
only required $l_{\text{max}} = 1$. In molecular dynamics simulations with the newly constructed
basis sets, it was found that some diffuse (low exponent) basis functions with large $l$ often
could not be converged with sufficient accuracy in CP2K. Thus they were deleted. The
explicit form of the basis sets in the CP2K format is given in appendix \[A\] on page \[184\].

Tab. 6.2 shows the multi-pole moments of H$_2$O as calculated with the same methods
used previously and decontracted ANO-R Zobel, Widmark, and Veryazov \[321\] basis set
(in Orca, TZVP basis set in CP2K). NEVPT2 used an unrelaxed density and was based
on a CASSCF calculation with 8 Electrons in 6 at most doubly occupied orbitals. The
prediction of accurate multi-pole moments and polarizabilities can be seen, besides correct
prediction of charge states, as an indication of the accuracy of long ranged inter-molecular
interactions (as opposed to short range bond forces or repulsive interactions). It is visible,
that the methods mostly agree well on the electrostatic moments and polarizabilities and
the pseudo-potential method is a reasonable approximation.

<table>
<thead>
<tr>
<th>method</th>
<th>dipole moment</th>
<th>trace-less quadrupole moment</th>
<th>polarizability</th>
</tr>
</thead>
<tbody>
<tr>
<td>experimental</td>
<td>0.730 [107]</td>
<td>-1.859, 1.955, -0.097 [94]</td>
<td>10.13 [188]</td>
</tr>
<tr>
<td>HF</td>
<td>0.782</td>
<td>-1.192, 1.263, -0.071</td>
<td>8.27</td>
</tr>
<tr>
<td>OOCCD</td>
<td>0.723</td>
<td>-1.194, 1.267, -0.073</td>
<td>8.97*</td>
</tr>
<tr>
<td>NEVPT2</td>
<td>0.722</td>
<td>-1.141, 1.228, -0.087</td>
<td>7.95*</td>
</tr>
<tr>
<td>SG4</td>
<td>0.721</td>
<td>-1.193, 1.269, -0.076</td>
<td>13.1</td>
</tr>
<tr>
<td>SCAN</td>
<td>0.729</td>
<td>-1.184, 1.265, -0.081</td>
<td>9.51</td>
</tr>
<tr>
<td>r2SCAN (CP2K)</td>
<td>0.719</td>
<td>-1.579, 1.668, -0.089</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.2.: Multi-pole moments and polarizability of H$_2$O at the experimental ground state
geometry in atomic units as computed with different methods in a comparison
to the experimental values. Values marked with “*” were calculated from
numeric differentiation of dipole moments at finite fields.
7. Summary

Proton beam writing is a complex topic. This is due to complicated physical and chemical processes involved that happen over timescales spanning many orders of magnitude in a large variety of possible target materials. This work provides a detailed review of the state of the art and theoretical understanding of the whole process. This understanding is expanded in several key areas by careful simulations and experiments. In particular, the description of the physical processes in the SNICS (the ion source used in Göttingen at the MaRPel accelerator) is revised and a new model is proposed that allows for a more realistic description of the behavior of the ion source. Further more, the stopping process of fast projectiles in matter has been described by a new approach that allows a description of this complicated process down to much lower energies in the binary collision approximation than typically possible. At the same time new parametrizations of commonly used approximations for fast ion stopping were explored. The etching process of inorganic semiconductors is investigated more closely and the influence of defects and Hydrogen at the surface is investigated separately for the first time. Progress was also made to understand the electric changes at the surface of Gallium Arsenide due to the presence of defects. A new generation of PBW simulations was also developed that, for the first time, allow to model the entire process for p-type and n-type inorganic semiconductors on the same theoretical foundation with high resolution. Further more, a first model is provided for the simulation of the deformation of radiation damaged structures created in PBW.

Beyond that, the accelerator facilities in Göttingen are modified and several routes for improving the micro-beam-line are investigated. These upgrades and their impacts are reported here. They include changes to the layout, magnetic focusing lens system, target chamber, a newly designed sample holder and sample positioning stage system, as well as an entirely new control software for the writing process.
8. Discussion and Outlook

Many of the upgrades to the accelerator facilities carried out in the scope of this work in Göttingen have improved the reliability and practicality of the PBW process in Göttingen greatly. This includes the redesigned micro-beam-line, PBW target chamber and the replacement and modification of many unreliable components along the entire beam-line. However, some hardware limitations have also been found that would require large redesigns to mitigate. As such, valuable experience on the layout and functionality of future PBW beam- lines can be drawn from this work. Overall many aspects of the MaRPel accelerator are now also better understood through this work. Ray-tracing simulations have also been developed for the MaRPel accelerator that can help with future upgrades to the experimental beam-lines as well as the electrostatic and magnetic lens systems along the accelerator.

The software for the micro-beam target chamber stage positioning control developed with this work showed excellent performance and a great route for future developments. The approach to find an optimal target irradiation plan is entirely new to PBW and was found to be very successful. Future research could expand on the initial work done with this thesis.

In the scope of this work, an entirely new design for a sample holder was explored. This newly developed sample holder showed overall great performance and the design shows an interesting route for the development of future sample holders.

The simulation of the stopping process of fast ions in matter was enriched by new simulations and novel points of view. This includes the development of new inter-atomic potentials, simplified approaches to Electronic stopping and approximate models for bond breaking that could benefit many other applications of ion solid interactions in research and industry. In particular the extension of the classical binary collision approximation simulations down to lower interactions energies and complicated target structures is an area of active research that can benefit from this work.

The simulations and experiments on structure formation during PBW have uncovered some interesting aspects of radiation damage during corrosion processes that warrant further investigation. These observations have enhanced the theoretical understanding of the PBW process and can help to extend PBW to even smaller length scales than currently possible. The simulations developed for this thesis might also be used as a basis for future PBW software tools that might be able to generate recipes for irradiation and etching given a target material and final 3D structure, taking into account defect production, defect evolution, the etching chemistry and defect induced swelling of the target. Such tools could be an important corner stone for the use of PBW as a rapid prototyping technique but were outside the scope of this thesis.

Further more, initial research was carried out on deformation of irradiated 3D structures
8. Discussion and Outlook

during the etching process. While the typical amount of deformation encountered in
the current generation of PBW-produced structures is low, the research here can help
investigate the internal strains of irradiated structures in future applications, particularly
for applications at the nanometer scale.
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# A. Basis sets

The basis sets used in this work in the CP2K format are given by:

**H custom**

| 6 | 1 0 1 1 1 1 | 9.6545145 | 1 | 1 |
| 1 0 1 1 1 1 | 4.197615 | 1 | 1 |
| 1 0 1 1 1 1 | 1.82505 | 1 | 1 |
| 1 0 1 1 1 1 | 0.7935 | 1 | 1 |
| 1 0 1 1 1 1 | 0.345 | 1 | 1 |
| 1 0 0 1 1 | 0.15 | 1 |

**O custom**

| 6 | 1 0 2 1 1 1 | 9.6545145 | 1 | 1 |
| 1 0 2 1 1 1 | 4.197615 | 1 | 1 |
| 1 0 2 1 1 1 | 1.82505 | 1 | 1 |
| 1 0 2 1 1 1 | 0.7935 | 1 | 1 |
| 1 0 2 1 1 1 | 0.345 | 1 | 1 |
| 1 0 1 1 1 1 | 0.15 | 1 | 1 |

**K custom**

| 6 | 1 0 1 1 1 1 | 9.6545145 | 1 | 1 |
| 1 0 1 1 1 1 | 4.197615 | 1 | 1 |
A. Basis sets

1 0 1 1 1 1
   1.82505 1 1
1 0 1 1 1 1
   0.7935 1 1
1 0 1 1 1 1
   0.345 1 1
1 0 1 1 1 1
   0.15 1 1

Ga custom
8
2 2 2 1 1
   51.072381705 1
2 2 2 1 1
   22.20538335 1
2 0 2 1 1 1 1
   9.6545145 1 1 1
2 0 2 1 1 1 1
   4.197615 1 1 1
2 0 2 1 1 1 1
   1.82505 1 1 1
2 0 2 1 1 1 1
   0.7935 1 1 1
2 0 2 1 1 1 1
   0.345 1 1 1
2 0 1 1 1 1
   0.15 1 1

As custom
8
2 2 2 1 1
   51.072381705 1
2 2 2 1 1
   22.20538335 1
2 0 2 1 1 1 1
   9.6545145 1 1 1
2 0 2 1 1 1 1
   4.197615 1 1 1
2 0 2 1 1 1 1
   1.82505 1 1 1
2 0 2 1 1 1 1
   0.7935 1 1 1
2 0 2 1 1 1 1
   0.345 1 1 1
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A. Basis sets

\[
\begin{array}{cccc}
2 & 0 & 1 & 1 \\
\end{array}
\]
\[
\begin{array}{cccc}
0.15 & 1 & 1 \\
\end{array}
\]