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Abstract

This thesis contributes to the study of quantum chaos and thermalization of closed quan-
tum systems by applying tools from quantum information theory.

We study scrambling – the delocalization of quantum information – in one-dimensional
quantummany-body systems using the observable-independent tripartite information 𝐼3.
We consider closed quantum systems that undergo unitary time evolution governed by a
Hamiltonian, and compare them to the strong scrambling caused by random unitary oper-
ators (Haar scrambling). The tripartite information is a tool from quantum information
theory that allows us to quantify correlations in space and time by considering the unitary
operator evolving the system as a state |𝑈(𝑡)⟩ in a doubledHilbert spaceℋ⊗ℋ. We found
a ballistic spreading of information in translation invariant systems of spinless fermions
that causes Haar scrambling in interacting models. For strongly disordered versions of
the XXZ chain and the transverse-field Ising chain we found a complete breakdown of in-
formation transport in non-interacting Anderson localized systems, aswell as a logarith-
mically slow spreading of the information signal in systems that are said to be many-body
localized (mbl).
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Chapter 1

Introduction

1.1 Motivation

The transport, storage and processing of digital information has not only become a funda-
mental part of our society but is also an exciting viewpoint for scientists. Shannon founded
(classical) information theory with his seminal paper in 1948 and then quickly proceeded
to prove most of its major results [Sha48; Sha49a; Sha49b]. Information theory describes
how digital information can be transmitted without any loss of fidelity, which hugely im-
proved existing technologies like telephone, radio and television and paved the way for
more advanced computers and computer networks. Other important aspects of informa-
tion theory are encryption and data compression, both of which are critically important
for modern technology like the internet1. Physically, no two audio CDs of the same album
can be exactly identical – yet through themarvel of information technology the digital data
read from them is indistinguishable. Records of our civilization can be preserved for the
future without any degradation.

From the perspective of quantum mechanics, we want to understand the inner workings
of quantum-mechanical systems, which transport not only chiefly physical properties like
energy and momentum, but information as well. Different parts of a quantum system will
become correlated as they exchange information, and studying this will allow us both to
predict how systems can be used to store and process information and also tomake generic
observable-independent statements about the behaviour of the system. It is important to
stress that information is a part of physical reality and not just a higher-level description

1See also https://youtu.be/z2Whj_nL-x8 Claude Shannon – Father of the Information Age

7



– for example, Landauer’s Erasure Principle shows us that work has to be performed to
delete information [Lan91].

Similar to its classical counterpart, the applications of Quantum Information Theory could
also transform our world. There are Quantum Computers, for example, which have become
increasingly popular in theoretical studies starting in the early 1980s, showcased by the
Physics of Computation conference in 19812 that was co-sponsored by IBM and MIT [N22].
The keynote speech by Feynman [Fey82], in particular, popularized the idea of quantum
computers as universal quantum simulators – in stark contrast to classical computers, a
quantum computer can implement the particular features of quantummechanics natively,
which could yield an exponential speedup when the behaviour of a quantum system is sim-
ulated. This could provide great benefits to the study of chemical reactions and the prop-
erties of condensed matter and biological systems like proteins, which would significantly
impact the development of new industrial procedures in chemistry, material science (e.g.
improved solar cells, superconductors or energy storage systems) and the development of
newmedicines [Llo96; Dal+22]. It isworthmentioning that these ideas predate Feynman’s
speech, notable earlier works include Manin [Man80] and Benioff [Ben80].

In addition to the simulation of quantum systems, quantum computers could potentially
also provide large performance boosts when solving other problems, for example, in the
fields of optimization and artificial intelligence. Examples include Grover’s algorithm,
which is a database search algorithm with a quadratic speedup compared to optimal clas-
sical solutions [Gro96; Gro01; NC00], as well as the famous Shor’s algorithm, which pro-
vides an exponential speedup for the prime factorization problem [Sho94]. The search for
prime factors of large integer numbers is of particular interest since its complexity guar-
antees the security of widely used encryption schemes like rsa [RSA78; Ber+17]. The
set of problems that can be solved efficiently by universal quantum computers is an open
question in quantum complexity theory, a review of which can be found in Chapman and
Policastro [CP22].

To implement these schemes successfully, however, fault-tolerant quantumcomputerswould
ideally be used, which do not exist yet. Otherwise, decoherence will destroy the informa-
tion stored in the quantum computer and prevent calculations of useful length from being
carried out [Sho96; Got98]. Similarly to classical information theory, which leads to er-
ror correction codes and fault-tolerant classical computations, quantum error correction
[KLZ98; Kit03; AB08] could provide the same for quantum computers and is a hot topic in

2
https://mitendicotthouse.org/physics-computation-conference/
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quantum information theory at the moment.

Many quantum computation strategies depend on quantum memory: it should be possi-
ble to read and write coherent quantum information in analogy with memory in classical
computers. For this, the question of information transport and delocalization that we are
studying in this thesis is of utmost importance. Indeed, systems that show many-body lo-
calization like those studied in Chapter 6 are potential candidates for quantum memory
devices since they retain information about their initial state in localized degrees of free-
dom instead of thermalizing, a crucial feature of a memory device [NH15].

In addition, there is also quantum cryptography, where the BB84 protocol [BB84] had al-
ready been published in 1984 in the proceedings of a conference for Computers, Systems
and Signal Processing, which left most physicists blissfully unaware, and then gained more
traction when the E91 protocol [Eke91] was published in Physical Review Letters in 1991.
Here a secret key can be exchanged by using entangled states and classical communica-
tion as resources. Privacy, in this case, is guaranteed by the monogamy of entanglement,
which does not allow a system controlled by an attacker to be strongly correlated with the
systems controlled by the communication partners [CKW00; OV06]. This provides much
stronger protection than the classical counterparts, which, for example, depend on the
previously mentioned prime factorization problem to be of sufficient complexity to deter
attacks. Naturally, this is also a vibrant area of research in quantum information theory
because of the promise of perfectly secure communication.

We will, however, limit ourselves in the following to applying quantum information the-
ory to fundamental research of many-body quantum systems while keeping the potential
applications in mind.

What are the questions we want to answer? Our main interest lies in scrambling, that is
the delocalization of information in a closed quantum system with local interactions. An
ideal closed quantum system undergoes unitary time evolution described by a Hamilto-
nian 𝐻, which prevents any overall loss of information: quantum states and measurement
operators at different times can be mapped onto each other by unitary operators, so the
information which is extractable at different times by global measurements is identical.
Importantly, however, a measurement operator 𝑊 that is local at some initial time 𝑡 = 0
can spread over the entire system and couple to a large number of its degrees of freedom
as it is evolved according to the Heisenberg equation of motion even if the Hamiltonian
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and the initial operator are simultaneously local in some basis [Hos+16]:

𝑊(𝑡) = 𝑊 + 𝑖𝑡 [𝐻, 𝑊] − 𝑡2

2!
[𝐻, [𝐻, 𝑊]] − 𝑖𝑡3

3!
[𝐻, [𝐻, [𝐻, 𝑊]]] + … (1.1)

At the initial time we could have performed the measurement described by 𝑊 with only
access to a small part of the Hilbert space and were free to trace out the remaining part,
but at amuch later timewe need access to the entire system since the higher order commu-
tators can become long-range operators. In this sense, some of the initially local quantum
information has become delocalized (scrambled) across the system.

Scrambling can be diagnosed with the out-of-time-order correlators (otocs), for example,
where a second local operator 𝑉 is introduced that commutes with 𝑊 as the two opera-
tors are initially localized inside separated parts of the Hilbert space but becomes non-
commuting with 𝑊(𝑡) as it spreads under time evolution, i.e. [𝑊(𝑡), 𝑉] ≠ 0 [Hos+16]. As
otocs show us how two areas in the system become correlated over time, picking local
operators with different separations, we can gain insight into information transport by
plotting the buildup of spatiotemporal correlations in a lightcone visible in a distance vs
time plot.

The buildup of correlations can also be measured with the entanglement entropy 𝑆𝐴 =
−Tr𝜌𝐴 log2 𝜌𝐴 of the reduced density matrix 𝜌𝐴 = Tr𝐵𝜌 describing one part of a bipar-
tite system 𝐴𝐵. In this case, the initial state should be some state with low entanglement
between the two regions, such that the buildup over time can be seen. This method has the
advantage that it is observable-independent and can be used to make generic statements
about the systems.

Wewill use a third approach, the so-called tripartite information 𝐼3 because it is bothobservable-
independent like the entanglement entropy and can also resolve information transport be-
tween small parts of our model system like the otocs and hence complements the other
two methods. The observable-independence can be a big advantage if the information
transport between two extended regions is studied: instead of looking at the correlation
functions of many different local observables individually, we can make a comprehensive
and generic statement about the buildup of correlations and the flow of information.

The tripartite informationhasnot beenextensively studiedusingadvancednumericalmeth-
ods before and cannot be easily calculated in the standard framework of existing numerical
codes, so a new software project was created. Notably, the time evolution method used is
a rather naive exact diagonalization of the full Hamiltonian, which was chosen in this case

10
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Figure 1.1: Schematic representation of the generic experimental protocol for studying
quantum information scrambling by measuring the tripartite information. Taken from
Sun, Cui, and Fan [SCF21]. Reprinted with permission from APS.

since it is less error-prone than other methods and turned out to not be a significant bot-
tleneck for the runtime or memory consumption of the overall calculation anyway. The
largest system size that can be solved in this way is 16 qubits, which requires a partial
trace over a pure state of 32 qubits without symmetry reductions (which corresponds to
a state vector of size 64 GiB or, in a naive implementation, a trace over a density matrix
with a size too large to store on any computer).

An experimental realization of the tripartite information has also been considered in Sun,
Cui, and Fan [SCF21] and is shown schematically in Fig. 1.1. The setup there differs sig-
nificantly from the one we are considering (which will be explained in more detail in the
following chapters) since the time evolution is acting on all but one of the qubits, one of
which is maximally entangled with the additional ancilla qubit 𝑄𝐴. However, using quan-
tum state tomography, which is available in experimental setups like trapped ions [Jur+17],
superconducting qubits [Xu+18; Yan+19; Chi+22], or nuclear magnetic resonance experi-
ments [Li+19], the tripartite information (called tripartitemutual information (tmi) in the
reference) can in principle be experimentally observed.

The tripartite information has also been used in the context of topologically ordered states,
where it is called topological entanglement entropy [KP06], althoughwe are not aware of any
physical connection between this and the scrambling we are considering.
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1.2 Overview of the Thesis

In the next chapter, Chapter 2, we will give a quick introduction to classical and quantum
information theory and introduce the tripartite information.

We will then explain how the delocalization of quantum information (scrambling) can be
studied using the tripartite information in Chapter 3. In particular, the tripartite informa-
tion allows us to study the transport of information in an observable-independent way.

The numerical implementation will be explained in Chapter 4, where we detail the test-
ing methodology, code and data management, and the implementation of the crucial al-
gorithms. Because the implementation of the partial trace for fermions can be subtle, it
is described in particular detail. This chapter is of particular interest to anyone who is
looking to calculate the tripartite information numerically.

Regarding the classification of physical systems, the decay of otocs has been linked to
quantum chaos[RSS15; SS14a; SS14b; RS15; SS15; MSS16] which enables us – via a link
between otocs and 𝐼3 – to also study quantum chaos. We will see in Chapter 5 that in-
formation in a one-dimensional system of spinless fermions travels inside a lightcone that
grows linearly in time and will identify a butterfly velocity. Turning on scattering terms in
this setup causes the information to be scrambled, which happens both for non-integrable
and Bethe integrable [Bet31] cases. We also found similar results for scrambling in mo-
mentum space, although we were running into more significant finite-size effects in this
case.

On the other hand, many-body-localized (mbl) systems that fail to thermalize or thermal-
ize extremely slowly have been linked to a logarithmic growth of the entanglement en-
tropy[ŽPP08; BPM12; SPA13; AES14; HHA21; Hua21]. In Chapter 6, we will see the same
logarithmic dependence on time for the tripartite information in the interacting Heisen-
berg chain. In addition, we find that disorder suppresses scrambling in the system, which
allows us to clearly distinguish between multiple important cases: disorder-free systems
are expected to thermalize, have a linear information lightcone and are good scramblers,
while scrambling is suppressed in strongly disordered systems. These fall into two classes:
interacting systems have a logarithmically growing lightcone, while information transport
vanishes completely in the non-interacting case. Moreover, we looked at systems that
show a transition from paramagnetic to spin-glass in addition to anmbl transition in Sec-
tion 6.3.

We provide conclusions and an outlook in Chapter 7. Some of the advantages and disad-

12



vantages of the tripartite information in comparison to other approaches are discussed,
and we mention a few of the interesting problems we encountered that are not yet solved
but open up interesting new directions for future research.
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Chapter 2

Tripartite Information

2.1 Classical Information Theory

Information theory is based on probability theory: the most fundamental random experi-
ment in information theory is the fair coin flip with two outcomes we will call 0 and 1 and
associated probabilities 𝑝(0) = 𝑝(1) = 1

2 .

We now consider the outcome of the random experiment as a piece of information we want
to store or transmit, and it turns out that the probabilities will play amajor role in how this
can be achieved optimally. In digital communications and computer science, information
is usually transmitted and stored as a sequence of 0s and 1s, each of which is called a bit.

To measure transmitted information, Shannon defined the information content ℎ(𝑥) of a
specific outcome 𝑥 ∈ 𝐴 of the random experiment as ℎ(𝑥) = log ( 1

𝑝(𝑥)), which follows
uniquely – up to the freedom to choose the base of the logarithm arbitrarily – from two
requirements: events with larger probability should have a smaller information content,
where an assured outcome carries no information and the total information content of two
independent random experiments should be additive: ℎ𝐴𝐵(𝑥, 𝑦) = ℎ𝐴(𝑥) + ℎ𝐵(𝑦). In the
case where all probabilities are equal (so 𝑝 ≡ 1

|𝐴| ), this definition simplifies to an earlier
one by Hartley: ℎ(𝑥) = log |𝐴|. [Sha48; Har28]

The average information content can be measured with the Shannon entropy [Sha48]:

𝐻(𝐴) = ⟨ℎ(𝑥)⟩ = ∑
𝑥∈𝐴

𝑝(𝑥)ℎ(𝑥) = − ∑
𝑥∈𝐴

𝑝(𝑥) log 𝑝(𝑥). (2.1)

Wecan then immediately calculate that the coinflip experiment has an information content

14



of log(2). For this reason, we will always use the logarithm to the base 2 in the following so
that all our information-theoretic quantities will be measured in terms of the information
content of a coin flip: 𝐻(𝑋) = log2(2) = 1. This unit of information is also called bit, or
sometimes shannon to differentiate from the bit used in computer science1, which is more
closely related to Hartley’s definition.

Since very improbable events are associated with a large information content, that quan-
tity is also sometimes called surprisal [Tri59], and the entropy is then, confoundingly, the
expected surprisal.

Note that if you have 𝑁 computer science bits (e.g. a file on a computer) the average in-
formation content measured in shannon will only equal the number of bits if they are de-
scribed by an ensemble that assigns each of the 2𝑁 possible configurations the same prob-
ability of 1

2𝑁 , or in other words the bits are maximally random. Any kind of pattern or
redundancy will make the storage less efficient as the size becomes larger compared to the
contained information. For efficient use of storage data compression can then be used to
push the average information content closer to the maximum of 1 shannon per bit. We will
follow the usual convention in the following and simply call both quantities bit.

The next quantity that can be constructed from the Shannon entropy is the mutual in-
formation 𝐼(𝐴 ∶ 𝐵), which describes the relationship between two random experiments 𝐴
and 𝐵 that are not necessarily statistically independent and hence must be described by a
joint probability distribution 𝑝𝐴𝐵(𝑥, 𝑦), 𝑥 ∈ 𝐴, 𝑦 ∈ 𝐵:

𝐼(𝐴 ∶ 𝐵) = 𝐻(𝐴) + 𝐻(𝐵) − 𝐻(𝐴𝐵), (2.2)

where the Shannon entropies𝐻(𝐴), 𝐻(𝐵) are calculated from themarginal probability dis-
tributions 𝑝𝐴(𝑥) = ∑𝑦∈𝐵 𝑝𝐴𝐵(𝑥, 𝑦) and 𝑝𝐵(𝑦) = ∑𝑥∈𝐵 𝑝𝐴𝐵(𝑥, 𝑦).

If the two random experiments turn out to be independent after all, the joint probability
will factorize 𝑝𝐴𝐵(𝑥, 𝑦) = 𝑝𝐴(𝑥)𝑝𝐵(𝑦), and by construction, the Shannon entropy of two
independent experiments is additive2: 𝐻(𝐴, 𝐵) = 𝐻(𝐴) + 𝐻(𝐵), and if we plug this into
Eq. 2.2, we see that the mutual information of independent experiments turns out to be
zero.

The other extremal case is that of maximally correlated experiments that also have the
1The choice of measuring information in multiples of the information content of the coin-flip experiment

fixes the arbitrary pre-factor in the definition of the information content or the entropy, which is now uniquely
defined.

2In fact, the logarithm in the definition of the entropy exists to exactly ensure the additivity property.

15



same number of degrees of freedom: here no additional information can be gained from
doing a second experiment and all entropies are the same: 𝐻(𝐴𝐵) = 𝐻(𝐴) = 𝐻(𝐵) and
we see that the mutual information is bounded from above by the entropy: 𝐼(𝐴 ∶ 𝐵) ≤
𝐻(𝐴), 𝐻(𝐵). The maximal mutual information between two experiments with one bit of
entropy is again one bit, and, in this case, the experiments are redundant: because of the
perfect correlation, any one of them already predicts the outcome of the other one. In
summary, themutual information is a quantitativemeasure of the strength of correlations.

We are now ready to introduce the tripartite information: it is constructed out of mutual
informations and describes the correlations between three random experiments:

𝐼3(𝐴 ∶ 𝐵 ∶ 𝐶) = 𝐼(𝐴 ∶ 𝐵) + 𝐼(𝐴 ∶ 𝐶) − 𝐼(𝐴 ∶ 𝐵𝐶). (2.3)

If we have more than two experiments, correlations become more complicated and sepa-
rate into different categories. We can study a few prototypical examples:

1. Mutuallymaximally correlated experiments. Since all experiments contain the same
information, again all the entropies are identical and the mutual informations are
maximal. For one-bit experiments, we then have 𝐼3 = 1 + 1 − 1 = 1. A positive
tripartite information is called redundancy as more than 1/3 of the information can
still be extracted even if one of the three measurement outcomes is lost.

2. Mutually independent experiments 𝑝𝐴𝐵𝐶(𝑥, 𝑦, 𝑧) = 𝑝𝐴(𝑥)𝑝𝐵(𝑦)𝑝𝐶(𝑧). In this case,
we again have that all entropies are additive and all mutual informations vanish, as
will the tripartite information. Losing 1 bit of measurement outcome will lose 1 bit
of total extracted information.

3. Perfectly delocalized and maximally correlated. Here the mutual information be-
tween any two experiments vanishes, but 𝐼(𝐴 ∶ 𝐵𝐶) is maximal. For one bit exper-
iments, we have 𝐼3 = 0 + 0 − 1 = −1. A negative tripartite information is called
synergy as multiple outcomes must be combined to extract information about the re-
mainder of the system.

Since the last case is the most interesting and unintuitive one we will illustrate it with an
example. Consider two independent coin-flip experiments 𝐴, 𝐵 and set the third random
variable𝐶 to their exclusive or (⊕) as prescribed by Table 2.1: 𝐶 = 𝐴⊕𝐵. By construction,
we have 𝐼(𝐴 ∶ 𝐵) = 0 since their joint probability distribution trivially factorizes (All
possible outcomes (𝐴, 𝐵) have the same probability of 1/4).

However, we also see that if we fix the outcome of either A or B while leaving the other un-

16



A B A ⊕ B
0 0 0
0 1 1
1 0 1
1 1 0

Table 2.1: Exclusive or (XOR) logic table

defined thenC is also still completely indeterminate, sowealsohave 𝐼(𝐴 ∶ 𝐶) = 𝐼(𝐵 ∶ 𝐶) =
0. Conversely, however, knowing any two of the outcomes predicts the third one with cer-
tainty as we have 𝐴 = 𝐵 ⊕ 𝐶, 𝐵 = 𝐴 ⊕ 𝐶 and 𝐶 = 𝐴 ⊕ 𝐵 by the beautiful symmetry of the
exclusive or, hence 𝐼(𝐴 ∶ 𝐵𝐶) = 𝐼(𝐵 ∶ 𝐴𝐶) = 𝐼(𝐶 ∶ 𝐴𝐵) = 1 and finally:

𝐼3(𝐴 ∶ 𝐵 ∶ 𝐶) = 𝐼(𝐴 ∶ 𝐵)⏟
0

+ 𝐼(𝐴 ∶ 𝐶)⏟
0

− 𝐼(𝐴 ∶ 𝐵𝐶)⏟⏟⏟⏟⏟
1

= −1. (2.4)

In this special case in wich all the information-theoretic quantities are symmetric, we can
also immediately deduce that 𝐼3 is invariant under the permutation of its arguments. Inter-
estingly, this is always the case, as can be shown with a straightforward calculation using
the definition of the mutual information. For this reason, the arguments are often left out
and we simply write 𝐼3.

How can we understand the maximally negative tripartite information in the exclusive or
example? It tells us that the information in the system is extensive or delocalized3: We need
to perform multiple random experiments to learn anything about the remaining system.
In other words: the information is scrambled because knowledge about the outcome of
only one random experiment is useless in predicting the outcomes of any single one of the
others.

This property of the exclusive or operation has important applications in cryptography,
which typically rely on the fact that themutual informationbetween theunencrypted (plain-
text) and the encrypted data (ciphertext) is very low, whichmakes it difficult to decrypt the
message unless a third component – the secret key – is also known. Important encryption
schemes like Rijndael [DR02] heavily rely on the exclusive or operation.

In fact, we can easily model a simple encryption scheme (the One-Time Pad [Bel11; Ver26])
using our example: if two parties share a secret key bit𝐴 andwant to send amessage bit𝐵,
sending𝐶 = 𝐴⊕𝐵 over a public channel gives perfect secrecy: anyone who intercepts the
encrypted message but does not know the key cannot learn anything since 𝐼(𝐵 ∶ 𝐶) = 0.

3To prevent confusion with intensive/extensive scaling, we will prefer the term delocalized.
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This method is perfectly secure, so simple it can be done manually on a piece of paper,
and rather impractical, as the encryption key needs to be as long as the message itself and
has to be distributed in advance4. What is shared with many more advanced (and prac-
tical) encryption schemes is that the secrecy of the message only depends on the secrecy
of the key, while the implementation details can be made public (Kerckhoff’s Principle
[Ker83]), which yields a similar structure of synergy as in our example. For these, two of
the three parties 𝐴, 𝐵, 𝐶 are the plaintext message and the secret key as before, while the
third party consists of information like the encryption scheme and the encrypted message
that can be made public without endangering the security of the method.

2.2 Quantum Information Theory

In the quantum version of information theory we will use the same definitions for the mu-
tual information and the tripartite information as before, but instead, replace the Shan-
non entropy that depends on a classical probability distribution with the von-Neumann
entropy that depends on the density matrix of a quantum system. Although quantum in-
formation theory was more recently developed from the older classical version, the von-
Neumann entropy was already used to study problems in statistical physics [vNeu32]
(which also features the related Gibbs entropy) before either of the theories was founded
and also predates the Shannon entropy 5.

For a density matrix 𝜌 = ∑𝑗 𝑝𝑗 |𝜓𝑗⟩ ⟨𝜓𝑗| the von-Neumann entropy is defined as follows:

𝑆 = −Tr 𝜌 log2 𝜌, (2.5)

where the |𝜓𝑗⟩ are generic pure states, the 𝑝𝑗 are (non-negative) probabilities that sum up
to one and the density matrix has the usual properties:

𝜌 = 𝜌† Hermitian,

𝜌 ≥ 0 Semi-definite,

Tr 𝜌 = 1 Trace one.

From these properties it follows that there is a spectral decomposition 𝜌 = ∑𝑖 𝜆𝑖 |𝜙𝑖⟩ ⟨𝜙𝑖|
into the eigenvalues 𝜆𝑖 and associated orthogonal eigenvectors |𝜙𝑖⟩with∑𝑖 𝜆𝑖 = 1, 𝜆𝑖 ≥ 0

4The method was, however, used by secret agents and spies [Kah96].
5Apparently, von Neumann recommended to Shannon that he should call his quantity entropy (instead of

information or uncertainty) because it had been used under that name in statistical physics and also nobody
really understood entropy and so he would always have the advantage in a debate [TM71].
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which then provides the link to the Shannon entropy:

𝑆(𝜌) = −Tr 𝜌 log2 𝜌 = − ∑
𝑖𝑗

∣⟨𝜙𝑖|𝜙𝑗⟩∣
2 𝜆𝑗 log2 𝜆𝑗 = − ∑

𝑖
𝜆𝑖 log2 𝜆𝑖 = 𝐻({𝜆𝑖}).

The coin flip random experiment from classical theory is replaced by a quantum mechan-
ical two-state system (qubit), which can be thought of as a spin-1/2 degree of freedom and
is described by a ray in the simple two-dimensional Hilbert space 𝐻 = C2. The maximally
mixed state of this system is described by 𝜌 = 1

212×2 with von-Neumann entropy equal
to one.

Despite themany analogies, the quantum version is fundamentally different when it comes
to correlations. For this, we need the quantum analogue of the joint and marginal prob-
ability distributions: The density matrix of a subsystem (corresponding to the marginal
probability) will be calculated by a partial trace of the total density matrix (corresponding
to the joint probability) over the remainder of the system, e.g. 𝜌𝐴 = Tr𝐵 𝜌𝐴𝐵. This is fun-
damentally different from the classical version 𝑝(𝑥) = ∑𝑦∈𝐵 𝑝(𝑥, 𝑦) because it depends on
the entire matrix and not just the eigenvalues or probabilities.

A striking example of this difference is a maximally entangled bipartite state (e.g. a spin
singlet):

|Ψ⟩𝐴𝐵 = 1√
2

(|0⟩𝐴 ⊗ |1⟩𝐵 − |1⟩𝐴 ⊗ |0⟩𝐵) (2.6)

For apure state |Ψ⟩ the spectral decomposition is trivial: 𝜌 = 1 |Ψ⟩ ⟨Ψ|and𝑆𝐴𝐵 = −1 log2 1 =
0. So there is no uncertainty about the state of the total system. However, if we per-
form the partial trace we see that the two subsystems are in a maximally mixed state:
𝜌𝐴 = 𝜌𝐵 = 1

2 (|0⟩ ⟨0| + |1⟩ ⟨1|) and 𝑆𝐴 = 𝑆𝐵 = −1
2 log2

1
2 − 1

2 log2
1
2 = 1. So we see

that the mutual information in this case is:

𝐼(𝐴, 𝐵) = 𝑆𝐴 + 𝑆𝐵 − 𝑆𝐴𝐶 = 1 + 1 − 0 = 2. (2.7)

This violates the classical bound 𝐼(𝐴, 𝐵) ≤ max(𝑆𝐴, 𝑆𝐵) by a factor of 2: maximally en-
tangled states are more strongly correlated than any classical state. This result is also
consistent with the fact that they violate the Bell inequality [Bel64], which is a result
that uses hidden classical variables and hence would also admit a description using classi-
cal information theory.

We see from our example that 𝑆𝐴 = 𝑆𝐵. In fact, this is true more generally: If the entire
system is in a pure state, i.e. 𝑆𝐴𝐵 = 0, then we can perform a Schmidt decomposition
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(also known as Singular Value Decomposition) and see that the eigenvalues of the reduced
density matrices 𝜌𝐴 and 𝜌𝐵 and hence their entropies are necessarily the same [NC00]:

|Ψ⟩𝐴𝐵 =
𝑠

∑
𝑖=1

√𝜆𝑖 |𝑎𝑖⟩𝐴 ⊗ |𝛽𝑖⟩𝐵 Schmidt decomposition

𝜌𝐴 = Tr𝐵 |Ψ⟩𝐴𝐵⟨Ψ| =
𝑠

∑
𝑖=1

𝜆𝑖 |𝑎𝑖⟩𝐴⟨𝑎𝑖|

𝜌𝐵 = Tr𝐴 |Ψ⟩𝐴𝐵⟨Ψ| =
𝑠

∑
𝑖=1

𝜆𝑖 |𝛽𝑖⟩𝐵⟨𝛽𝑖|

𝑆𝐴 = 𝐻({𝜆𝑖}) = 𝑆𝐵

We are now ready to look at the first simple example of a multipartite quantum system:
the tripartite information of a pure state |Ψ⟩𝐴𝐵𝐶, where we again have, by the purity of
the total system and the Schmidt decomposition, that the entropies of complementary
subsystems are identical, e.g. 𝑆𝐴 = 𝑆𝐵𝐶, etc. Using this we quickly see that the tripartite
information vanishes:

𝐼3 = 𝐼(𝐴 ∶ 𝐵) + 𝐼(𝐴 ∶ 𝐶) − 𝐼(𝐴 ∶ 𝐵𝐶)

= (𝑆𝐴 + 𝑆𝐵 − 𝑆𝐴𝐵) + (𝑆𝐴 + 𝑆𝐶 − 𝑆𝐴𝐶) − (𝑆𝐴 + 𝑆𝐵𝐶 − 𝑆𝐴𝐵𝐶)

= 𝑆𝐴 + 𝑆𝐵 + 𝑆𝐶 − (𝑆𝐴𝐵 + 𝑆𝐵𝐶 + 𝑆𝐴𝐶) + 𝑆𝐴𝐵𝐶

= 𝑆𝐴 + 𝑆𝐵 + 𝑆𝐶 − (𝑆𝐶 + 𝑆𝐴 + 𝑆𝐵) + 𝑆𝐴𝐵𝐶

= 𝑆𝐴𝐵𝐶 = 0.

This shows us that if we are considering pure state entanglement, three is not enough: the
tripartite information is a measure of quartipartite entanglement. We need the state of the
tripartite system 𝐴𝐵𝐶 to be mixed, i.e. 𝜌2

𝐴𝐵𝐶 ≠ 𝜌𝐴𝐵𝐶 for the tripartite information to be
non-zero. We can, however, introduce the purification |Ψ⟩𝐴𝐵𝐶𝐷 by embedding the density
matrix in a larger Hilbert space, with the prescription 𝜌𝐴𝐵𝐶 = Tr𝐷 |Ψ⟩𝐴𝐵𝐶𝐷 [NC00]. In
the following, we will only talk about total quartipartite systems 𝐴𝐵𝐶𝐷 that are in a pure
state, which can then have non-vanishing tripartite information if none of its partitions are
in a pure state.

Interestingly, it is irrelevant which three of the four partitions we pick to calculate the
tripartite information. We can trace out any single one of them before the tripartite infor-
mation of the remaining three subsystems is calculated (using either 𝜌𝐴𝐵𝐶, 𝜌𝐴𝐵𝐷, 𝜌𝐴𝐶𝐷

or 𝜌𝐵𝐶𝐷 depending on if we traced out 𝐷, 𝐶, 𝐵 or 𝐴 first), so we have 𝐼3(𝐴 ∶ 𝐵 ∶ 𝐶) =
𝐼3(𝐴 ∶ 𝐵 ∶ 𝐷) = 𝐼3(𝐴 ∶ 𝐶 ∶ 𝐷) = 𝐼3(𝐵 ∶ 𝐶 ∶ 𝐷) for these systems in addition to the per-
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mutation symmetry of the arguments, so we will keep writing 𝐼3 without specifying argu-
ments6.

2.3 Entropic Inequalities

We will need some important inequalities of the Shannon and von-Neumann entropies
and for that purposefirst switchback to classical theory anddefine the conditional probabil-
ity 𝑝𝐴|𝐵(𝑥|𝑦), 𝑥 ∈ 𝐴, 𝑦 ∈ 𝐵, that is the probability of outcome 𝑥 of the random experiment
𝐴 given that we already know the outcome of 𝐵 is 𝑦 [GW14; MKP03]:

𝑝𝐴|𝐵(𝑥|𝑦) = 𝑝𝐴𝐵(𝑥, 𝑦)
𝑝𝐵(𝑦)

. (2.8)

Theconditional probability defines an informationcontent in theusualwayℎ(𝑥) = − log2 𝑝(𝑥),
which yields the conditional entropy by averaging over ensembles 𝐴 and 𝐵:

𝐻(𝐴|𝐵) = ∑
𝑥,𝑦∈𝐴,𝐵

𝑝𝐴𝐵(𝑥, 𝑦)ℎ𝐴|𝐵(𝑥|𝑦) = − ∑
𝑥,𝑦∈𝐴,𝐵

𝑝𝐴𝐵(𝑥, 𝑦) log2 𝑝𝐴|𝐵(𝑥|𝑦). (2.9)

Wenote that although the information content nowdepends on the conditional entropy, the
average always has to be unbiased and needs to be weighted by the joint entropy, which is
not conditioned on 𝐵.

The conditional entropy is related to the previously defined ones by the Chain rule of infor-
mation content [MKP03]:

𝐻(𝐴𝐵) = 𝐻(𝐴|𝐵) + 𝐻(𝐵) = 𝐻(𝐵|𝐴) + 𝐻(𝐴). (2.10)

This makes sense: the information content of the joint ensemble 𝐴𝐵 can be decomposed
into performing e.g. random experiment 𝐴 first and acquiring information measured by
its entropy 𝐻(𝐴) and then performing random experiment 𝐵 and learning the remaining
information given by 𝐻(𝐵|𝐴), which will be a quantity that can be as large as the uncondi-
tional𝐻(𝐵) for independent experiments or vanish formaximally correlated experiments.

We can write the mutual information also in terms of the conditional entropy using the
chain rule:

𝐼(𝐴 ∶ 𝐵) = 𝐻(𝐴) + 𝐻(𝐵) − 𝐻(𝐴𝐵) = 𝐻(𝐴) − 𝐻(𝐴|𝐵). (2.11)

6For example to replace 𝐼3(𝐴 ∶ 𝐵 ∶ 𝐶) with 𝐼3(𝐵 ∶ 𝐶 ∶ 𝐷) we just rewrite 𝑆𝐴 → 𝑆𝐵𝐶𝐷, 𝑆𝐴𝐵 → 𝑆𝐶𝐷
etc.
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Figure 2.1: Comparison of different information-theoretic quantities. Source: MacKay,
Kay, and Press [MKP03].

Or, more interestingly, we can introduce a third random experiment 𝐶 and define the con-
ditional mutual information cmi [MKP03], where now all quantities are conditioned on 𝐶:

𝐼(𝐴 ∶ 𝐵|𝐶) = 𝐻(𝐴|𝐶) + 𝐻(𝐵|𝐶) − 𝐻(𝐴𝐵|𝐶) = 𝐻(𝐴|𝐶) − 𝐻(𝐴|𝐵𝐶). (2.12)

It is not that difficult to show that the conditional mutual information is non-negative, as
we can write it in the following form [Wil17]:

𝐼(𝐴 ∶ 𝐵|𝐶) = ∑
𝑧∈𝐶

𝑝𝐶(𝑧)𝐼(𝑋 ∶ 𝑌 |𝐶 = 𝑧). (2.13)

For fixed 𝑧 the second factor in the sum is a mutual information which is always non-
negative (cf. Fig. 2.1), as is the probability, so we get the non-negativity of the cmi:

𝐼(𝐴 ∶ 𝐵|𝐶) ≥ 0. (2.14)

If we write out the cmi using 𝐻(𝐴|𝐵) = 𝐻(𝐴𝐵) − 𝐻(𝐵):

𝐼(𝐴 ∶ 𝐵|𝐶) = 𝐻(𝐴𝐶) − 𝐻(𝐶) − (𝐻(𝐴𝐵𝐶) − 𝐻(𝐵𝐶))

we see that the non-negativity of the cmi is equivalent to the following important state-
ment:

𝐻(𝐴𝐶) + 𝐻(𝐵𝐶) ≥ 𝐻(𝐴𝐵𝐶) + 𝐻(𝐶) Strong subadditivity. (2.15)

We are now almost ready to compare and contrast inequalities relating to classical and
quantum information theories. We run into one problem right at the start: there is no
quantum version of the conditional probability 𝑝𝐴|𝐵, and there are multiple potential defi-
nitions of the conditional quantum entropy that are incompatible with each other. We will
define it here using the classical chain rule of information content (Eq. 2.10) we already
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established:

𝑆(𝐴|𝐵) = 𝑆(𝐴𝐵) − 𝑆(𝐵) Conditional Quantum Entropy – Definition (2.16)

By construction (Eq. 2.9), the classical conditional entropy is non-negative:

𝐻(𝐴|𝐵) = 𝐻(𝐴𝐵) − 𝐻(𝐵) ≥ 0 (2.17)

This seems to be rather obvious since adding a second randomexperiment cannot decrease
the uncertainty and so 𝐻(𝐵) ≤ 𝐻(𝐴𝐵). It is also patently untrue for its quantum version:
we have seen in our first example of a maximally entangled state (Eq. 2.6) that the joint
entropy 𝑆𝐴𝐵 can vanish even if the marginal entropies 𝑆𝐴, 𝑆𝐵 are maximal. The condi-
tional quantum entropy can be negative. Instead, we get the Araki-Lieb triangle inequal-
ity [Wil17]:

|𝑆𝐴 − 𝑆𝐵| ≤ 𝑆𝐴𝐵 (2.18)

What holds true in both worlds, however, are Subadditivity of Entropy [Wil17]:

𝐻(𝐴𝐵) ≤ 𝐻(𝐴) + 𝐻(𝐵) 𝑆𝐴𝐵 ≤ 𝑆𝐴 + 𝑆𝐵 (2.19)

and also Strong Subaddivitiy of Entropy which we saw above7 [Wil17]:

𝐻(𝐴𝐵𝐶) + 𝐻(𝐶) ≤ 𝐻(𝐴𝐶) + 𝐻(𝐵𝐶) 𝑆𝐴𝐵𝐶 + 𝑆𝐶 ≤ 𝑆𝐴𝐶 + 𝑆𝐵𝐶 (2.20)

As in the classical case it is still equivalent to the non-negativity of the conditional mutual
information: 𝐼(𝐴 ∶ 𝐵|𝐶) ≥ 0.

We want to use strong subadditivity to better understand the tripartite information, and
hence rewrite it in terms of the conditional mutual information:

𝐼3 = 𝑆𝐴 + 𝑆𝐵 + 𝑆𝐶 − (𝑆𝐴𝐵 + 𝑆𝐵𝐶 + 𝑆𝐴𝐶) + 𝑆𝐴𝐵𝐶 (2.21)

= (𝑆𝐴 + 𝑆𝐵 − 𝑆𝐴𝐵)⏟⏟⏟⏟⏟⏟⏟
𝐼(𝐴∶𝐵)

+ (𝑆𝐴𝐵𝐶 + 𝑆𝐶 − 𝑆𝐴𝐶 + 𝑆𝐵𝐶)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
−𝐼(𝐴∶𝐵|𝐶)

(2.22)

= 𝐼(𝐴 ∶ 𝐵) − 𝐼(𝐴 ∶ 𝐵|𝐶) (2.23)

Since the last term (including the minus sign) is non-positive, we find the following upper
7The quantum version of this statement is non-trivial to show, and much of quantum information theory

rests on its shoulders [Wil17].
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bound for the tripartite information:

𝐼3 ≤ 𝐼(𝐴 ∶ 𝐵) (2.24)

Thismeshes well with our earlier examples in Section 2.1: themutual information between
two individual parts measures the redundancy of information, which is also measured by
a positive value of the tripartite information as we saw in our first example of a mutually
maximally correlated experiment. If, on the other hand, the information is completely de-
localized, the upper bound vanishes and indeed the tripartite informationwill become neg-
ative, as we saw in our third example of a perfectly delocalized and maximally correlated
experiment.

2.4 Rényi Entropies

The Shannonand von-Neumann entropies can be generalized to the family of the Rényi
entropies that are parametrized by a real parameter 𝛼 ∈ [0, ∞] [Rén61]. The definition of
the quantum Rényi entropy of order 𝛼 is the following:

𝑆(𝛼) = 1
1 − 𝛼

log2 Tr 𝜌𝛼. (2.25)

The two extremal cases are called the max-entropy (𝛼 → 0), that provides a natural upper
bound for the entire family:

𝑆max = lim
𝛼→0

𝑆(𝛼) = log2 Tr1dimℋ×dimℋ = log2 dimℋ, (2.26)

and the min-entropy (𝛼 → ∞), which can still be calculated if, e.g., only the largest eigen-
value of 𝜌 is accessible perturbatively:

𝑆min = lim
𝛼→∞

𝑆(𝛼) = − lim
𝛼→∞

1
𝛼
log2 ∑

𝑖
𝜆𝛼

𝑖 = − lim
𝛼→∞

1
𝛼
log2 𝜆𝛼

max = − log2 𝜆max, (2.27)

where 𝜆max is the largest of the eigenvalues {𝜆𝑖} of the density matrix.

The family is ordered inversely with respect to the parameter𝛼, with themin-entropy hav-
ing the smallest, and the max-entropy the largest value:

𝛼 > 𝛽 ⇒ 𝑆(𝛼) ≤ 𝑆(𝛽). (2.28)
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We are mostly interested in two special cases: for 𝛼 → 1 we recover the von-Neumann
entropy:

lim
𝛼→1

𝑆(𝛼) = lim
𝛼→1

1
1 − 𝛼

log2 Tr 𝜌𝛼

= lim
𝛼→1

− d
d𝛼

log2 Tr 𝜌𝛼 L’Hôpital’s rule

= lim
𝛼→1

− 1
Tr 𝜌𝛼

𝑖
Tr

d
d𝛼

𝑒𝛼 log𝜌

= −Tr 𝜌 log 𝜌 = 𝑆

And for 𝛼 → 2 we find the collision entropy:

𝑆(2) = 1
1 − 2

log2 Tr 𝜌2 = − log2 Tr 𝜌2. (2.29)

We will (naively) replace the von-Neumann entropy with the Rényi entropies to define
composite properties like the mutual information and the tripartite information:

𝐼 (𝛼)(𝐴 ∶ 𝐵) def= 𝑆(𝛼)
𝐴 + 𝑆(𝛼)

𝐵 − 𝑆(𝛼)
𝐴𝐵 (2.30)

𝐼 (𝛼)
3

def= 𝐼 (𝛼)(𝐴 ∶ 𝐵) + 𝐼 (𝛼)(𝐴 ∶ 𝐶) − 𝐼 (𝛼)(𝐴 ∶ 𝐵𝐶) (2.31)

The collision entropy turns out to have some advantages because it is easier to calculate
andmeasure and the collision tripartite information can be linked to the decay of two-point
correlation functions, as we will see in the next chapter. The members of the Rényi fam-
ily, except of course for the von-Neumann entropy, are, however, not ideal for quantum
information theory, as they in general fail to satisfy important properties like strong sub-
additivity unless a less naive definition of the conditional mutual information is chosen
that fulfils 𝐼 (𝛼)(𝐴 ∶ 𝐵|𝐶) ≥ 0 [BSW15; AGS12].
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Chapter 3

Scrambling

3.1 Origins of Scrambling

The concept of scrambling originates from the quantum information theory of black holes,
in particular, how they process infalling bits of information. Aswas already shown in Page
[Pag93] and Page [Pag95], a black hole can become entangled with its environment via
the Hawking radiation it emits as it evaporates. The Hawking radiation is the theo-
rized emission of black body radiation from the vicinity of a black hole’s event horizon that
causes its slow evaporation [Haw74; Haw75]. More precisely, although the first half of the
quanta the black hole emits over its lifetime does not have any structure and the radiation
subsystem is described by a thermal state, the quanta emitted later can be maximally en-
tangled with the previous ones so that the black hole gradually decreases its entanglement
with the outside and the radiation subsystem can be in a pure state when the black hole
has completely evaporated.

We are considering a more recent concept of scrambling as illustrated by the Hayden-
Preskill gedankenexperiment shown in Fig. 3.1 [HP07]. In this setup, instead of looking
solely at the evaporation of a black hole, there is also Alice’s secret diary 𝐴 that is falling
into the black hole at some point during its lifetime. The adversary Bob, who wants to
read the secret diary, knows about the internal dynamics of the black hole (the unitary
operator𝑈) and is alsomeasuring all theHawking radiation that is being sent by it (controls
subsystem 𝐷). Similar to the previous case, if half the information quanta have already
left the black hole, then the secret information is re-emitted very quickly, in the sense that
Bob can, in theory, reconstruct any qubit thrown in by Alice by waiting for an additional
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Figure 3.1: The Hayden-Preskill gedankenexperiment. Taken from Hosur et al. [Hos+16].

qubit to be emitted and performing a unitary transformation andmeasurement on 𝐷. This
measurement yields the same result as if it had been performed on one of the qubits in
Alice’s secret 𝐴. Note that this experiment is not necessarily practical since finding and
performing the correct transformation to reconstruct the information might be extremely
difficult in general, in addition to the already daunting task of capturing and storing all the
emitted radiation quanta.

Interestingly, this means that if the black hole has already reached the second half of its
life, the infalling information is re-emitted immediately because the internal degrees of
freedom are maximally entangled with the subsystem 𝐷 in Bob’s control, hence the term
”mirror” in the title of Hayden and Preskill [HP07]. This, in turn, requires that the infor-
mation in𝐴 has been very rapidly delocalized across the internal degrees of freedom of the
black hole, in other words, black holes are fast scramblers. They, in fact, satisfy the bound
found in Maldacena, Shenker, and Stanford [MSS16] on the scrambling speed in quantum
theory, so they are the fastest scramblers of quantum information.

3.2 Tripartite Information of Time Evolution

We are not interested in black holes, at least not for the purposes of this thesis, but in-
stead want to study the scrambling of quantum information in typical model systems from
condensedmatter theory due to unitary time evolution. We are applying the samemethod-
ology as can be found in Hosur et al. [Hos+16], whichmeans that the setup looks similar to
Fig. 3.1, where now the initial state of the many-body quantum system is described by the
system𝐴𝐵 containing𝐿qubits, and the time-evolved system is describedby𝐶𝐷 (naturally
also containing 𝐿 qubits). To study the scrambling dynamics, we are using the tripartite
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information of the system 𝐴𝐵𝐶𝐷, as introduced in Chapter 2.

Figure 3.2: A quantum channel describing the time evolution of the quantum system and
the subsystems used for calculating the tripartite information. Fig. 3 from Bölter and
Kehrein [BK22b].

The natural Hilbert space structure is to describe the state of the 𝑙th qubit as a density
operator 𝜌𝑙 on a two-dimensional Hilbert space ℎ𝑙 and construct the total system state
as the Kronecker product of the density matrices 𝜌 = ⊗𝐿

𝑙=1𝜌𝑙, which now operate on the
2𝐿-dimensional tensor product ℋ = ⊗𝐿

𝑙=1ℎ𝑙.

To study the flow of information, if the system is not given any time for scrambling (so the
time-evolution operator is just the identity operator), a measurement in a subsystem of
𝐶𝐷 must yield the same information as that in the equivalent subsystem of 𝐴𝐵, so they
must initially be maximally entangled (here {|𝜈⟩} is an orthonormal basis of the Hilbert
spaces ℋ𝐴𝐵 ≅ ℋ𝐶𝐷):

|𝜓⟩ = 1√
2𝐿

∑
|𝜈⟩

|𝜈⟩𝐴𝐵 ⊗ |𝜈⟩𝐶𝐷 . (3.1)

This state can be understood as a collection of maximally entangled Bell pairs, where the
n-th qubit of the system 𝐴𝐵 and the n-th qubit of the system 𝐶𝐷 form one pair together
[NC00].
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It is also the dual of the identity operator 1 = ∑|𝜈⟩ |𝜈⟩𝐴𝐵 ⊗ ⟨𝜈|𝐶𝐷 under the so-called
channel-state duality [NC00], which maps the operation of the channel (in this case: the
identity operation) to a pure state in a doubled Hilbert space, up to normalization. We
will continue to use states in the doubled Hilbert space 𝐴𝐵𝐶𝐷 to describe the unitary
channels that implement the time evolution from the physical Hilbert spaces ℋ𝐴𝐵 to
ℋ𝐶𝐷. The state |𝜓⟩ can also be seen as the thermofield double state |TFD⟩𝛽 at infinite tem-
perature (with the diagonalization of 𝐻 as usual: 𝐻 |𝑛⟩ = 𝐸𝑛 |𝑛⟩ and the partition sum
𝑍 = Tr 𝑒−𝛽𝐻) [Hos+16]:

|TFD⟩𝛽 = 1√
𝑍

∑
𝑛

𝑒−𝛽𝐸𝑛/2 |𝑛⟩ ⊗ |𝑛⟩ ∈ ℋ𝐴𝐵 ⊗ ℋ𝐶𝐷 (3.2)

The thermofielddouble state is apurificationof the thermal state𝜌 = 1
𝑍𝑒−𝛽𝐻 ≡ Tr𝐶𝐷 |TFD⟩𝛽⟨TFD|.

Sincewe already found out on information-theoretic grounds thatwewant to have the form
given in Eq. 3.1 at the initial time we will drop the added complication of specifying the
temperature and will set 𝛽 = 0 for now.

If we now allow the system to evolve (and scramble information) for a time 𝑡, we have to
model this by evolving the system 𝐶𝐷 with the time-evolution operator 𝑈(𝑡) = 𝑒−𝑖𝐻𝑡 and
we will get the most general form of the state we will be studying [Hos+16]:

|𝑈(𝑡)⟩𝛽=0 = 1√
2𝐿

∑
𝑛

𝑒−𝑖𝐸𝑛𝑡 |𝑛⟩ ⊗ |𝑛⟩ ∈ ℋ ⊗ ℋ (3.3)

Given a state of this form, we can calculate the tripartite information 𝐼3 as described in
Chapter 2.

Calculating 𝐼3 for generic cases is quite difficult andwewill usually rely onnumericalmeth-
ods to achieve this, there are, however, a few simpler cases that can be calculated analyt-
ically. Because we initially have all the qubits form Bell pairs between the two systems
𝐴𝐵 and𝐶𝐷, we know that those two systems have to bemaximallymixed, 𝜌𝐴𝐵 = 𝜌𝐶𝐷 ∝ 1

withmaximal entropy 𝑆 given by the logarithm of the Hilbert space dimension (the max-
entropy if we are thinking about the Rényi entropies from Section 2.4), which in this case
is just the number of qubits 𝐿 in the system (log2 dimℋ = log2 2𝐿 = 𝐿). This also applies
to their subsystems 𝐴, 𝐵, 𝐶, and 𝐷. This will not change under unitary dynamics, so all
of these entropies only depend on the respective Hilbert space dimensions and are time-
independent. More complicated, however, are the two remaining subsystems,𝐴𝐶 and𝐴𝐷,
whose entropies are required to calculate 𝐼3. At the initial time they either contain entire
Bell pairs, which do not contribute to the subsystem entropy as they are in a pure state,
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or qubits that are in a Bell pair with another qubit outside the subsystem and hence are
maximally mixed and contribute one bit of entropy. For 𝑡 > 0 the situation becomes non-
trivial, and we will in general use numerical methods to calculate 𝑆𝐴𝐶(𝑡) and 𝑆𝐴𝐷(𝑡).

Because the entropies (measured in bit) are equal to the number of qubits for themaximally
mixed subsystems, we have 𝑆𝐴 + 𝑆𝐵 = 𝑆𝐶 + 𝑆𝐷 = 𝑆𝐴𝐵 = 𝑆𝐴𝐷 = 𝐿 and the tripartite
information simplifies accordingly:

𝐼3(𝑡) = 𝐼(𝐴 ∶ 𝐶) + 𝐼(𝐴 ∶ 𝐷) − 𝐼(𝐴 ∶ 𝐶𝐷)

= 𝑆𝐴 + 𝑆𝐵 + 𝑆𝐶 + 𝑆𝐷 − (𝑆𝐴𝐵 + 𝑆𝐴𝐶(𝑡) + 𝑆𝐴𝐷(𝑡))

= 𝐿 − (𝑆𝐴𝐶(𝑡) + 𝑆𝐴𝐷(𝑡)) (3.4)

(a) Subsystem 𝐴𝐶 (b) Subsystem 𝐴𝐷

Figure 3.3: Schematic illustration of the entropies 𝑆𝐴𝐶 and 𝑆𝐴𝐷 at 𝑡 = 0where the system
is a product state of Bell pairs. The qubits that are separated from their partner by the
partitioning are contributing one bit of entropy. a) The subsystem 𝐴𝐶 is connected with
the remainder by two pairs and 𝑆𝐴𝐶 = 2 b) The subsystem 𝐴𝐷 is connected with the
remainder by 𝐿 − 2 pairs and the entropy is 𝐿 − 2.

Additionally, at 𝑡 = 0 the systems 𝐴𝐵 and 𝐶𝐷 are connected by 𝐿 Bell pairs, where we
can count the number of pairs that get separated by the bipartition to calculate the entropy
(see Fig. 3.3): all of the qubits in 𝐴 can only connect to either 𝐶 or 𝐷, so all of the ones that
connect to 𝐶 will add one bit to 𝑆𝐴𝐷 and those that connect to 𝐷 will add one bit to 𝑆𝐴𝐶.
Similarly, all of the pairs that connect to𝐵will be separatedby either bipartition, and those
that connect to 𝐶 will add one bit of entropy to 𝑆𝐴𝐶 (because 𝑆𝐴𝐶 ≡ 𝑆𝐵𝐷) and those that
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connect to 𝐷 will add one bit of entropy to 𝑆𝐴𝐷 (because 𝑆𝐴𝐷 ≡ 𝑆𝐵𝐶). If we add up all
of the contributions, we see that each qubit in either 𝐴 or 𝐵 adds one bit of entropy to the
sum of the two entropies, and we have 𝑆𝐴𝐶 + 𝑆𝐴𝐷 = 𝐿.

Quite beautifully, we see that for all qubit systems the tripartite information initially van-
ishes:

𝐼3(0) = 𝐿 − (𝑆𝐴𝐶(0) + 𝑆𝐴𝐷(0)) = 0. (3.5)

Importantly, if there are additional constraints on the system that limit the accessible
states such that the effective Hilbert space dimension is not 2ℓ for subsystems of size
ℓ, there might be an offset to the initial value of the tripartite information. Examples we
encountered included a restriction to a fixed number of particles in fermionic/bosonic sys-
tems or a restriction to a fixed magnetization in spin chains, in which case the initial value
can still be calculated analytically with combinatorics but becomes model-dependent.

3.3 Haar Scrambling

To diagnose scrambling we need to compare the behaviour of the tripartite information
to some reference scrambler. We follow Hosur et al. [Hos+16] again and compare the tri-
partite information of unitary time evolution using a Hamiltonian with that of a random
unitary operator, which we calculate by taking samples from the unitary group according
to the Haar measure, the numerical method for this can be found in Mezzadri [Mez07].

For each sample of the unitary group, the tripartite information is calculated as in the pre-
vious section, with 𝑈(𝑡) replaced by the sample, and then the results are averaged. For
larger systems, there is strong self-averaging, so very few samples are required as they all
already agree to many decimal places.

Importantly, Oskar Schnaack showed in his Master’s thesis that the random unitaries
should respect the same symmetries as that of the Hamiltonian so that they have the same
block structure in the mutual eigenbasis with the symmetry operators as the Hamiltonian
[Sch17; Sch+19].

Exemplarily, we can look at the Hamiltonian of the spinless fermion system, which we will
be studying inmore detail in Chapter 5, with a system size of three lattice sites and param-
eters set to 1 (𝐿 = 3, 𝜆 = 1, 𝑉 = 1). We see four different (interleaved) blocks correspond-
ing to symmetry sectors of particle numbers 0, 1, 2, and 3 (marked red, blue, orange, and
green respectively).
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 0 0 0 0 0 0 0
0 0 −1 0 −1 0 0 0
0 −1 0 0 −1 0 0 0
0 0 0 1 0 −1 1 0
0 −1 −1 0 0 0 0 0
0 0 0 −1 0 1 −1 0
0 0 0 1 0 −1 −1 0
0 0 0 0 0 0 0 3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

Amatrix plot of both this Hamiltonian and a generic random unitary operator is shown in
Fig. 3.4. If we compare this to the time evolution operator 𝑒−𝑖𝑡𝐻 in Fig. 3.5 we can again see
the same block structure (in this case due to the conservation of particle number) as in the
Hamiltonian. If we instead fill each of these blockswith a smaller randomunitary operator,
we get the symmetry-adapted random unitaries as shown in Fig. 3.6. If the mutual eigen-
basis of the symmetry operators differs from the computational basis, we first construct
the random unitary in the mutual eigenbasis, in which the block structure is manifest, and
rotate it into the computational basis.

If the correct Haar-averaged value of the tripartite information 𝐼Haar
3 is known, the results

can then be normalized to 𝐼3(𝑡)/𝐼Haar
3 . If this value converges to unity, we say that the

system behaves like a Haar scrambler.
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(a)Hamiltonian
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(b) Random Unitary Operator

Figure 3.4: The structure of the Hamiltonian vs a generic random sample from the unitary
group
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(a) 𝑡 = 0
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(b) 𝑡 = 1
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(c) 𝑡 = 2

Figure 3.5: Time evolution operators 𝑒−𝑖𝑡𝐻
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(a) Random Sample 1
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(b) Random Sample 2
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(c) Random Sample 3

Figure 3.6: Symmetry adapted random unitary operators
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3.4 Link to Out-of-Time-Order Correlation Functions

Figure 3.7: Spreading of initially local operator under time evolution. Fig. 1 from Bölter
and Kehrein [BK22b].

Another approach to studying scrambling is the use of Out-of-Time-Order correlation func-
tions (otocs). We consider two observables 𝑉 and 𝑊, that are initially localized on spa-
tially separated parts of the system, which also causes them to commute [𝑉 , 𝑊] = 0. If we
now look at the time evolution of the operator 𝑊 as described by the Heisenberg equa-
tion of motion [SN21]:

d𝑊(𝑡)
d𝑡

= 1
𝑖
[𝑊(𝑡), 𝐻], (3.6)

we see that it could eventually spread over the entire system (also see Fig. 3.7):

𝑊(𝑡) = 𝑊 + 𝑖𝑡[𝐻, 𝑊] + (𝑖𝑡)2

2
[𝐻, [𝐻, 𝑊]] + … (3.7)

In a chaotic system, the absolute value of the commutator with the local operator 𝑉 that
vanishes originally should grow to a large value in the long-time limit (called the quantum
butterfly effect) [MSS16]:

⟨[𝑊(𝑡), 𝑉 ]2⟩𝛽 → 2 ⟨𝑊𝑊⟩𝛽 ⟨𝑉 𝑉⟩𝛽 . (3.8)

Interestingly, if we replace the commutator with a Poisson bracket in a semi-classical
analysis we find the exponential separation in phase space that is a hallmark feature of
classical chaos:

ℏ2{𝑞(𝑡), 𝑝}2 = ℏ2 ( 𝛿𝑞(𝑡)
𝛿𝑞(0)

)
2

∝ ℏ2𝑒2𝜆𝑡, (3.9)

where 𝜆 is a Lyapunov exponent of the system [SJ05].

The commutatorEq. 3.8 of observables separated in time is also closely linked to the out-of-
time-order correlations function (otoc) ⟨𝑊(𝑡)𝑉 𝑊(𝑡)𝑉⟩𝛽, and their decay can be used to
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diagnose theonset of non-commutativity of theoperatorsunder the timeevolution [MSS16].

As shown in Hosur et al. [Hos+16] (see also Schnaack [Sch17]) the butterfly effect as
diagnosed by otocs implies scrambling as diagnosed by tripartite information calculated
using the quantum collision entropy 𝐼 (2)

3 (see Section 2.4) in spin-1
2 systems. In particular,

if 𝜖min is the minimum value for the average of the otocs and (−𝐼 (2)
3 )max is the maximal

value of −𝐼 (2)
3 then it was shown that:

|⟨𝑊(𝑡)𝑉 𝑊(𝑡)𝑉⟩| = 𝜖 ⇒ −𝐼 (2)
3 ≥ (−𝐼 (2)

3 )max − 2 log2
𝜖

𝜖min
. (3.10)

In other words, a decay of all otocs – associated with the quantum butterfly effect – im-
plies that the tripartite information 𝐼3 reaches a large negative value – associated with
scrambling [Hos+16].
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Chapter 4

Numerical Implementation

4.1 Overview

Asoftware projectwas created fromscratch to calculate the tripartite information inmany
different physical situations numerically. We also performed analytical calculations in par-
allel that only yielded limited results, which will be discussed in Section 5.3.

The primary goals of the numerical implementation are:

1. Thorough internal testing of the plausibility and consistency of results

2. Results exact up to machine precision

3. Flexibility to study different model systems and system partitionings

4. Higher performance than existing implementations

At the start of the project, we were not aware of any published numerical results for the
tripartite information in condensed matter models, which makes it challenging to verify
the correctness of the results. For this reason, particular care was taken when testing and
only numerically exact methods were used, which limits the performance and the accessi-
ble system sizes. It will be interesting to develop further methods in the future for which
our numerically exact results can serve as verification data. Also, no multi-threading was
used since this can potentially introduce numerous bugs, and no meaningful difference to
the performancewas expected as long as the resulting single-threadedprogram is executed
multiple times in parallel with different parameters to spread the load over all available
cores.
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Whencomparing topreviouswork, namely themaster’s project byOskarSchnaack [Sch17],
the goal was to extend the calculation to support a more diverse set of model systems and
system partitionings and also larger system sizes. We did not use any pre-existing code
from that project because an independent implementation was required to be able to test
the correctness of both codes in lieu of existing numerical or analytical comparison data.
We also comparedwith results that were produced by Sebastian Paeckel using a dmrg im-
plementation [Pae+19] when working on Schnaack et al. [Sch+19], as will be explained in
more detail in Chapter 5.

Diagonalize Hamiltonian
<latexit sha1_base64="LPM5qd71rQISDhuZYPpLWmaXjx4=">AAABvnicZY/LSsNAFIbP1Futt6g73QTrwlVJpNSVEBShywr2Ak0Jk+lpO3QuITOVllDwBXwNt/o6vo29bWL/1Xf+cw78f5wIbqzn/ZLCzu7e/kHxsHR0fHJ65pxftIyepAybTAuddmJqUHCFTcutwE6SIpWxwHY8fl7u2++YGq7Vm50l2JN0qPiAM2oXVuRchSNq3Xo4RpupufvovkRqM0RO2at4K7nb4G+gHNzCSo3I+Qz7mk0kKssENabre4ntZTS1nAmcl8KJwYSyMR1id4GKSjS9bLoqkdtmVBozk/GWKakd5c04pYu0ea9vBlrZZX7/f9ptaN1X/Fql+lotB0/rIlCEa7iBO/DhAQKoQwOawOADvuAbfkhABkQSvT4tkM3PJeREpn86DH3g</latexit>

Ĥ |ni = En |ni
<latexit sha1_base64="3q7gOsiDZZsybYkpRi28zxQeQn8=">AAABrXicZY/LTsJAFIbP4A3xhrp0Y8SFC4OtIbolGhOXmFggobWZDgecMJemMzWShkdw6Vafy7exFja1/+rLf85JvhPFghvrOD+ktra+sblV327s7O7tHzQPj/pGpwlDj2mhk2FEDQqu0LPcChzGCVIZCRxEs/u/+eANE8O1erbzGANJp4pPOKM2r0b+DG2mFpcPoQqbLaftFDmtgruCVvccivTC5oc/1iyVqCwT1JiR68Q2yGhiORO4aPipwZiyGZ3iKEdFJZogey+cS9OMSmPmMqqUktrXchklNDcud2Mz0coucn/3v20V+tdt96bdeeq0unfLR6AOJ3AGF+DCLXThEXrgAQMNn/AF3+SKeMQnL8vVGlndHEMpZPoLmwN3wQ==</latexit>

|ni , En

Calculate Doubled State
<latexit sha1_base64="ZmWG1xTwLsCbUJNDY0HOZII55g8=">AAAB4nicZY/NSsNAFIXv1L9a/6Iu3QTroi4siRRdKbVVcFnBtIWmhsl0WodmJiEzEUvICwguxK1Ln8atbnwb01iE2LM6fOde7rlu4DGpDOMbFRYWl5ZXiqultfWNzS1te6ct/Sgk1CK+54ddF0vqMUEtxZRHu0FIMXc92nHHzWneeaChZL64VZOA9jkeCTZkBKsUOdq5PaYqtirqMNHPdFtG3BE6vYuPmLpyRKJnsUic+KKR2L5inMo/1LxMHK1sVI1M+rwxZ6ZcP4BMLUd7tgc+iTgVinhYyp5pBKof41Ax4tGkZEeSBpiM8Yj2UitwerAfP2aP5tIYcykn3J2DHKv7PHRDnFbOs4Ec+kJN+5v/286b9nHVPKnWbmrleuP3ESjCHuxDBUw4hTpcQwssIPAOH/AJX2iAntALev0dLaDZzi7khN5+AO7EjSE=</latexit>

|U(t)i =
X

n

e
�itEn |niAB ⌦ |niCD

<latexit sha1_base64="+U5tRD6fKwXZyPJwadjVlX6o0Pc=">AAABrHicZY9NT8JAEIZn8QvxC/XoxVgPeGlaQ/Da6MUjJhSIbUO2y4AbdrdNdzGShp/gzav+L/+NpXCpvKcn78wkz8Sp4No4zi+p7ezu7R/UDxtHxyenZ83zi75O5hlDnyUiyYYx1Si4Qt9wI3CYZkhlLHAQz55W88E7ZponqmcWKUaSThWfcEZNUb2GMzS53zJ3y1HTcmynzPU2uBuwvFso0x01P8NxwuYSlWGCah24TmqinGaGM4HLRjjXmFI2o1MMClRUoo7yj1K5Ms2p1Hoh461SUvNWLeOMFsLVbqwniTIrf/e/7Tb07223Y7df2pb3uH4E6nAFN9ACFx7Ag2fogg8MFHzBN/wQm/RIQKL1ao1sbi6hEjL5A7uQdyU=</latexit>

|U(t)i

Diagonalize Density Matrix

Calculate Entropy

Partial Trace over BC<latexit sha1_base64="4Re+wf0g5P23Tbxrgt8/njlDRzU=">AAAB8nicZY/LTsJAFIZP8YZ4q7p004gLTAhpCdGVCYILVwYTCySUNNNhgIFO28xMjaT0EXwBd8atS19Gt/ogQsFF5V99850zyX+cwKVC6vqnkllb39jcym7ndnb39g/Uw6Om8EOOiYl91+dtBwniUo+YkkqXtANOEHNc0nLG9fm89Ui4oL73ICcB6TI08GifYiRnylbvrCGSmsWHvh1d38TalWaJkNmRNSYyorFdKyY0iu16rFkOR4kvjqZmQZ7Hf2L+mM5sbKt5vaQn0VbBWEK+egZJGrb6bPV8HDLiSewiITqGHshuhLik2CVxzgoFCRAeowHpzNBDjIhu9JQcnppGiAkxYc6KZEgO03JROu16ou97ct7f+N92FZrlknFRqtxX8tXa4hDIwgmcQgEMuIQq3EIDTMDwAV/wDT+KVF6UV+VtsZpRln+OIRXl/RfyZJNh</latexit>

⇢̂AD =
X

|iiB ,|jiC

hi, j|U(t)i hU(t)|i, ji

<latexit sha1_base64="+U5tRD6fKwXZyPJwadjVlX6o0Pc=">AAABrHicZY9NT8JAEIZn8QvxC/XoxVgPeGlaQ/Da6MUjJhSIbUO2y4AbdrdNdzGShp/gzav+L/+NpXCpvKcn78wkz8Sp4No4zi+p7ezu7R/UDxtHxyenZ83zi75O5hlDnyUiyYYx1Si4Qt9wI3CYZkhlLHAQz55W88E7ZponqmcWKUaSThWfcEZNUb2GMzS53zJ3y1HTcmynzPU2uBuwvFso0x01P8NxwuYSlWGCah24TmqinGaGM4HLRjjXmFI2o1MMClRUoo7yj1K5Ms2p1Hoh461SUvNWLeOMFsLVbqwniTIrf/e/7Tb07223Y7df2pb3uH4E6nAFN9ACFx7Ag2fogg8MFHzBN/wQm/RIQKL1ao1sbi6hEjL5A7uQdyU=</latexit>

|U(t)i

<latexit sha1_base64="MeP5zn4AD6mCg0B27BjcSEh2i1k=">AAABsHicZY/JTgJBEIarcUPcUI9eiHjwRGYI0SsuB4+YyJIwOKlpCmjpnp50N0Yy4RG8e9W38m1ku4z8py9fVSV/RYkU1nneL8ttbe/s7uX3CweHR8cnxdOzltUTw6nJtdSmE6ElKWJqOuEkdRJDqCJJ7Wj8sJi338lYoeMXN02op3AYi4Hg6ObqNRihKwVmpMP07nEWFstexVumtAn+Gsr1K1imERY/g77mE0Wx4xKt7fpe4nopGie4pFkhmFhKkI9xSN05xqjI9tKPZe3MNEVl7VRFG1KhG2VlZHBMLuv6dqBjt+jv/2+7Ca1qxb+p1J5r5fr96hHIwwVcwjX4cAt1eIIGNIGDgS/4hh9WZR0WMlyt5tj65hwyYW9/R1141Q==</latexit>

⇢̂AD

Diagonalize Density Matrix

Calculate Entropy

These calculations can be cached

<latexit sha1_base64="VRzbhUfLXgIp+3ZJWjxPh7soRIo=">AAABsHicZY/LTgJBEEWr8YX4Ql26IeLCFZkhRLcoG5eYyCNhcFLTFNDSPT3pboxkwie4d6t/5d/IazNyVyenqpJbUSKFdZ73y3I7u3v7B/nDwtHxyelZ8fyibfXUcGpxLbXpRmhJiphaTjhJ3cQQqkhSJ5o0lvPOOxkrdPziZgn1FY5iMRQc3UK9BmN0pcCMdZg+NOZhsexVvFVK2+BvoFy/gVWaYfEzGGg+VRQ7LtHanu8lrp+icYJLmheCqaUE+QRH1FtgjIpsP/1Y1c5MU1TWzlS0JRW6cVZGBifksm5ghzp2y/7+/7bb0K5W/LtK7blWrj+uH4E8XME13IIP91CHJ2hCCzgY+IJv+GFV1mUhw/Vqjm1uLiET9vYHRh141A==</latexit>

⇢̂AC

Partial Trace over BD<latexit sha1_base64="wXETORVwfhttG+TaiiTvl50pCzc=">AAAB8nicZY/LTsJAFIZP8YZ4q7p004gLTAhpCdGVCYILVwYTCySUNNNhgIFO28xMjaT0EXwBd8atS19Gt/ogQsFF5V99850zyX+cwKVC6vqnkllb39jcym7ndnb39g/Uw6Om8EOOiYl91+dtBwniUo+YkkqXtANOEHNc0nLG9fm89Ui4oL73ICcB6TI08GifYiRnylbvrCGSmsWHvh1d12PtSrNEyOzIGhMZ0diuFRMaxfZNrFkOR4kvjqZmQZ7Hf2L+mM5sbKt5vaQn0VbBWEK+egZJGrb6bPV8HDLiSewiITqGHshuhLik2CVxzgoFCRAeowHpzNBDjIhu9JQcnppGiAkxYc6KZEgO03JROu16ou97ct7f+N92FZrlknFRqtxX8tXa4hDIwgmcQgEMuIQq3EIDTMDwAV/wDT+KVF6UV+VtsZpRln+OIRXl/RfyR5Nh</latexit>

⇢̂AC =
X

|iiB ,|jiD

hi, j|U(t)i hU(t)|i, ji

<latexit sha1_base64="LVDPfb23ADtacLM+nWyGtoA5nMg=">AAAB1nicZY9LS8NAFIXv1Fetr6hLN8G6cFWSUupKqHbjsoJ9QKeEyXTaDJ3JhMxULKHuxJXg0l/jVv+C/8Y0LUjsWR3Od+/lXD8SXBvH+UGFjc2t7Z3ibmlv/+DwyDo+6Wg1jSlrUyVU3POJZoKHrG24EawXxYxIX7CuP2kuePeRxZqr8MHMIjaQZBzyEafEpJFnVXFAjI3jQHnJTXOOJ8wkmAZ8bl/bWKR3hiQD9h/xrLJTcTLZ68ZdmXLjAjK1POsNDxWdShYaKojWfdeJzCAhseFUsHkJTzWLCJ2QMeunNiSS6UHylD2XowmRWs+kvxZKYoJ86MckLZzPhnqkQrPo7/5vu2461Ypbr9Tua+XG7fIRKMIZnMMluHAFDbiDFrSBwgd8whd8ox56Ri/odTlaQKudU8gJvf8CaIWH8g==</latexit>

⇢̂AC |�i = �AC |�i
<latexit sha1_base64="TpDt0cxG7hVdY1D694iQrdQoAak=">AAAB1nicZY9LS8NAFIXv1Fetr6hLN8G6cFWSUupKqI+Fywr2AZ0SJtNpM3QmEzJTsYS6E1eCS3+NW/0L/hvTtCCxZ3U4372Xc/1IcG0c5wcV1tY3NreK26Wd3b39A+vwqK3VJKasRZVQcdcnmgkespbhRrBuFDMifcE6/vhmzjuPLNZchQ9mGrG+JKOQDzklJo08q4oDYmwcB8pLrm5neMxMgmnAZ/aljUV6Z0AyYP8Rzyo7FSeTvWrcpSk3ziBT07Pe8EDRiWShoYJo3XOdyPQTEhtOBZuV8ESziNAxGbFeakMime4nT9lzOZoQqfVU+iuhJCbIh35M0sL5bKCHKjTz/u7/tqumXa249UrtvlZuXC8egSKcwCmcgwsX0IA7aEILKHzAJ3zBN+qiZ/SCXhejBbTcOYac0PsvazSH9A==</latexit>

⇢̂AD |�i = �AD |�i

<latexit sha1_base64="P5bP09MyfHeWLG1DNdgDgj0PUqE=">AAAB1HicZY+7TsNAFETvhlcILwMljUUoaIjsKAoVUiANZRDkIcWRtd7chFV2vZZ3jYhMKkQJJV9DC//A35BXYzLV6Mwd6U4QCa6N4/yS3Nr6xuZWfruws7u3f2AdHrW0SmKGTaaEijsB1Sh4iE3DjcBOFCOVgcB2MKrP8vYTxpqr8MGMI+xJOgz5gDNqpsi3nHs/va5P7Cv7wvZ0Im1PTMt9uqCeUEO/nGG+VXRKzlz2qnGXplg7g7kavvXu9RVLJIaGCap113Ui00tpbDgTOCl4icaIshEdYndqQypR99Ln+bRMmlKp9VgGK1BS85iFQUxHaLKsrwcqNLP/3f/frppWueRWS5W7SrF2sxgCeTiBUzgHFy6hBrfQgCYw+IQv+IYf0iIv5JW8LU5zZNk5hozIxx/gvYWI</latexit>

SAC = �
X

�AC log2 �AC

<latexit sha1_base64="y/OSG8t94NaM0rQUGx2s1zqker0=">AAAB1HicZY85T8NAFITfhiuEy0BJYxEKGiI7ikKFFI6CMghySHFkrTcvYZVdr+VdIyKTClFCya+hhf/AvyFXYzLV6Js30psgElwbx/kluZXVtfWN/GZha3tnd8/aP2hqlcQMG0wJFbcDqlHwEBuGG4HtKEYqA4GtYHg9zVtPGGuuwgczirAr6SDkfc6omSDfcu799PJmbF/YZ7anE2l7YlLu0Tn1hBr45QzzraJTcmayl427MMXaCcxU9613r6dYIjE0TFCtO64TmW5KY8OZwHHBSzRGlA3pADsTG1KJups+z6Zl0pRKrUcyWIKSmscsDGI6RJNlPd1XoZn+7/7/dtk0yyW3WqrcVYq1q/kQyMMRHMMpuHAONbiFOjSAwSd8wTf8kCZ5Ia/kbX6aI4vOIWREPv4A5LuFiw==</latexit>

SAD = �
X

�AD log2 �AD

<latexit sha1_base64="mczuOI1IZNgs0AUM1uueaJb4iSU=">AAABrnicZY87T8NAEIT3wiuEV4CSBhEKKstGEbSBNJRBwk6k2LLW501yyp1t+c6IyMpPoKWFv8W/Ia/GZKpPM7PSbJRJoY1t/7Lazu7e/kH9sHF0fHJ61jy/8HRa5Jxcnso0H0SoSYqEXCOMpEGWE6pIUj+adpd5/51yLdLkzcwyChSOEzESHM3C8n25qMYYlk/dedhs2Za90vU2OBtodW5hpV7Y/PTjlBeKEsMlaj107MwEJeZGcEnzhl9oypBPcUzDBSaoSAflx2p0JS1RaT1T0Zap0EyqZpTjlEzVi/UoTcxyv/N/7TZ495bzYLVf263O8/oRqMMV3MAdOPAIHXiBHrjAIYMv+IYfZjOPBSxcV2tsc3MJFbHJHyvzeB8=</latexit>

�AC

<latexit sha1_base64="R2Qxc1MnIwXgW64LQeEfcjm2nos=">AAABrnicZY87T8NAEIT3wiuEV4CSBmEKquiMImjNo6AMEk4ixZa1vmySU+5sy3dBRFZ+Ai0t/C3+DXk1JlN9mpmVZuNMSWM5/2WVre2d3b3qfu3g8Oj4pH561jbpJBfki1SleTdGQ0om5FtpFXWznFDHijrx+GmRd94pNzJN3uw0o1DjMJEDKdDOrSBQ82ofo+LheRbVHd7gS11ugrsGx7uGpVpR/TPop2KiKbFCoTE9l2c2LDC3Uiia1YKJoQzFGIfUm2OCmkxYfCxHl9ICtTFTHW+YGu2obMY5jsmWvb4ZpIld7Hf/r92E9m3DvWs0X5uO97h6BKpwAVdwAy7cgwcv0AIfBGTwBd/wwzhrs5BFq2qFrW/OoSQ2+gMtM3gg</latexit>
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Figure 4.1: Schematic overview of the important steps in the numerical calculation of the
tripartite information. The performance bottlenecks of the code – that take up themajority
of the execution time – are highlighted in red.

The calculation can be divided into three significant parts, as shown in Fig. 4.1:

Firstly, the Hamiltonian matrix is set up in the computational basis depending on the sys-
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tem parameters like coupling strengths, external fields, and the system size. Typically, we
are studying one-dimensional chains of length 𝐿 (with open or periodic boundary condi-
tions) where each link can be mapped to a qubit so that the shape of the Hamiltonian ma-
trix is 2𝐿 ×2𝐿. We consider both the position andmomentum basis. The block structure of
the Hamiltonian matrix (which is typically in block diagonal form because of symmetries)
is also analysed and stored in memory, and then each of the blocks is diagonalized, which
diagonalizes the Hamiltonian. The energy eigenvectors and eigenvalues can be cached on
disk to save some time in future executions. If the program is started multiple times with
the same parameters to this step, the first program that exclusively locks the cache file
will perform this step while the others are waiting and will read the cache once it becomes
available. The correct file size and the SHA 256 hash [CST12] of the cache are verified to
detect data corruption. This part is usually not very time-consuming (using less than 1%
of the computation time for larger system sizes, even when not cached) in part because
all expensive operations are handled by highly optimized linear algebra packages like Intel
oneAPI or AMD Optimizing CPU Libraries (aocl). In summary, the main output of this
part is the Hamiltonian eigensystem in the 2𝐿-dimensional computational basis:

�̂� |𝑛⟩ = 𝐸𝑛 |𝑛⟩ . (4.1)

Secondly, the pure state of the doubled system𝐴𝐵𝐶𝐷 is calculated, where𝐴𝐵 is the initial
system with 𝐿 qubits and 𝐶𝐷 is the system time-evolved in the usual way with the time
evolution operator 𝑈(𝑡) = 𝑒−𝑖𝑡𝐻. The input for this part is the output of the previous part
and the duration 𝑡 of the time evolution. The block structure of the Hamiltonian matrix
and the energy eigensystem from the previous step are used to speed up the calculation,
which is quite straightforward but can be very time-consuming since the Hilbert space of
the doubled system has dimension 22𝐿 and the state vector can get very large. We tried
to skip this part and calculate the elements of the state vector on-the-fly in the next part,
which slightly reduced memory consumption and dramatically slowed down the program,
and this approach was discarded. Optionally, it is possible to include a chemical potential
and a finite temperature in this step:

|𝑈(𝑡)⟩ = 1√
𝑍

∑
𝑛

𝑒−𝛽(𝐸𝑛−𝜇𝑁𝑛)/2𝑒−𝑖𝑡𝐸𝑛 |𝑛⟩ ⊗ |𝑛⟩ . (4.2)
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We used this only very rarely, setting 𝛽 = 𝜇 = 0 for the most part:

|𝑈(𝑡)⟩ = 1√
dimℋ

∑
𝑛

𝑒−𝑖𝑡𝐸𝑛 |𝑛⟩ ⊗ |𝑛⟩ . (4.3)

Thirdly, the time-dependent reduced density matrices 𝜌𝐴𝐶 and 𝜌𝐴𝐷 are calculated with
a partial trace operation that required a large amount of work to test and optimize. The
description of the partial trace operation 𝜌𝐴𝐶 = Tr𝐵𝐷 |𝑈(𝑡)⟩ ⟨𝑈(𝑡)| (mutatis mutandis for
𝜌𝐴𝐷) can be found in the next section. When the reduced density matrix has been cal-
culated, it is diagonalized with the usual linear algebra packages and its quantum Renyi
entropies (cf. Section 2.4) of order one (von-Neumann entropy), two (collision entropy),
and infinity (min-entropy) are calculated. The tripartite information can thenbe calculated
as discussed in Section 3.2:

𝐼3(𝑡) = const. − (𝑆𝐴𝐶(𝑡) + 𝑆𝐴𝐷(𝑡)), (4.4)

where the constant term is model dependent and can usually be calculated analytically.

4.2 Partial Trace

In this section, we will write out the algorithms in both mathematical notation and dia-
grams and also show the associated C code to make the material useful to a broader au-
dience. Some of the performance characteristics can only be understood from the actual
code, which will be interesting for readers looking to program their own implementation.

As the standard linear algebraoperations (diagonalization,QR factorization,matrix-matrix
multiplication) are handled by the lapack and blas routines of optimized software pack-
ages (either AMD Optimizing CPU Libraries or Intel Math Kernel Library depending on
the CPU vendor), the most complex and computationally demanding operation we had to
implement is actually the partial trace operation that yields the reduced density matrices
𝜌𝐴𝐶 and 𝜌𝐴𝐷 from the very large state of the total system 𝜌𝐴𝐵𝐶𝐷. Other density matrices
are easier to calculate, as 𝜌𝐴𝐵 and 𝜌𝐶𝐷 are thermal states that can be constructed explic-
itly from the eigenvalues and eigenstates of the Hamiltonian, and a simpler partial trace
operation that traces out just one subsystem from either 𝜌𝐴𝐵 or 𝜌𝐶𝐷 gives 𝜌𝐴, 𝜌𝐵, 𝜌𝐶 or
𝜌𝐷. Since these six density matrices are typically also time-independent they only need to
be calculated once.

So the most challenging problem that needs to be solved numerically is the partial trace
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System Size Memory Usage |𝑈(𝑡)⟩ Memory Usage 𝜌𝐴𝐵𝐶𝐷
2 256 B 4 kiB
4 4 kiB 1 MiB
6 64 kiB 256 MiB
8 1 MiB 64 GiB
10 16 MiB 16 TiB
12 256 MiB 4096 TiB
14 4 GiB 1048576 TiB
16 64 GiB 268435456 TiB

Table 4.1: MemoryConsumption of pure states and densitymatrices of the doubled system
𝐴𝐵𝐶𝐷

operation that yields 𝜌𝐴𝐶 and 𝜌𝐴𝐷. A (very) naive implementationmight calculate the den-
sity matrix 𝜌𝐴𝐵𝐶𝐷 explicitly before the partial trace operation in the manner described in
Eq. 4.5 and the following code excerpt1. However, the memory consumption (cf. Table 4.1)
makes this approach intractable for any system size larger than 𝐿 = 8. Hence, we must
calculate the matrix elements of 𝜌𝐴𝐵𝐶𝐷 on-the-fly during the partial trace operation.

⟨𝑖𝐴, 𝑖𝐵, 𝑖𝐶, 𝑖𝐷|𝜌𝐴𝐵𝐶𝐷|𝑗𝐴, 𝑗𝐵, 𝑗𝐶, 𝑗𝐷⟩ = ⟨𝑖𝐴, 𝑖𝐵, 𝑖𝐶, 𝑖𝐷|𝑈(𝑡)⟩ ⟨𝑈(𝑡)|𝑗𝐴, 𝑗𝐵, 𝑗𝐶, 𝑗𝐷⟩ (4.5)

long long int row_ABCD;

long long int column_ABCD;

long long int dim = 1 << (2 * L);

for(row_ABCD = 0; row_ABCD < dim; row_ABCD++)

{

for(column_ABCD = 0; column_ABCD < dim; column_ABCD++)

{

rho_ABCD[column_ABCD + dim * row_ABCD]

= state[column_ABCD] * conj(state[row_ABCD]);

}

}

The mathematical equation we have to implement is the following:

⟨𝑖𝐴, 𝑖𝐶|𝜌𝐴𝐶|𝑗𝐴, 𝑗𝐶⟩ =
dim(ℋ𝐵)

∑
𝑑𝐵=1

dim(ℋ𝐷)

∑
𝑑𝐷=1

⟨𝑖𝐴, 𝑑𝐵, 𝑖𝐶, 𝑑𝐷|𝑈(𝑡)⟩ ⟨𝑈(𝑡)|𝑗𝐴, 𝑑𝐵, 𝑗𝐶, 𝑑𝐷⟩ (4.6)

1We will use bit shifting to calculate powers of two, e.g. 2𝑥 = 1<<x for small positive integers x
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A naive implementation of the partial trace might run over the basis states of all subsys-
tems in the following way:

for(row_A = 0; row_A < dim_A; row_A++)

for(row_C = 0; row_C < dim_C; row_C++)

for(column_A = 0; column_A < dim_A; column_A++)

for(column_C = 0; column_C < dim_C; column_C++)

for(diag_B = 0; diag_B < dim_B; diag_B++)

for(diag_D = 0; diag_D < dim_D; diag_D++)

row_AC = row_A + dim_A * row_C;

column_AC = column_A + dim_A * column_C;

rho_AC[row_AC + dim_AC * column_AC] += [...]

The time complexity, in this case, is dominated by memory access since even the system
state vector |𝑈(𝑡)⟩ can still becomequite large (aswe saw in the second columnofTable4.1)
and there are only very few simple CPU instructions in the innermost loop. It turns out
that a better approach is to access either |𝑈(𝑡)⟩ or ⟨𝑈(𝑡)| in memory order, which gives the
following outermost loops:

for(row_AB = 0; row_AB < dim_AB; row_AB++)

for(row_CD = 0; row_CD < dim_CD; row_CD++)

[...]

We now have the row indices for access into ⟨𝑈(𝑡)|, which corresponds to the first two and
the last two for loops in the naive implementation merged together. We only need to loop
over the columns of the reduced density matrix 𝜌𝐴𝐶 now, which are the remaining two
loops in the naive implementation, and then calculate all the indices for access into 𝜌𝐴𝐶

and |𝑈(𝑡)⟩.

for(row_AB = 0; row_AB < dim_AB; row_AB++)

for(row_CD = 0; row_CD < dim_CD; row_CD++)

for(column_A = 0; column_A < dim_A; column_A++)

for(column_C = 0; column_C < dim_C; column_C++)

[...]

The system layout is stored in 4 bitmasks mask_A, mask_B, mask_C, mask_D that have
the nth bit set to 1 if the nth qubit is part of that subsystem and 0 otherwise. Using these,
the indices can be calculated by extracting or depositing only exactly the bits masked by
the bitmask (see Fig. 4.2). Fortunately, the BMI2 instruction set makes this operation ex-
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Figure 4.2: Schematic overview of how the indices into the basis sets of the system𝐴𝐵 and
its subsystems 𝐴 and 𝐵 can be transformed into each other using the BMI2 instructions
pext (parallel bits extract) and pdep (parallel bits deposit).

tremely fast on newer CPU microarchitectures.

The BMI2 instructions are efficiently implemented in hardware for Intel starting with the
Haswell generation (launched in 2013), and for AMD starting with the Zen 3 generation
(launched in 2020) [AMD20]. Unfortunately, older Zen architectures implement them in
CPU microcode, with a significant performance penalty. Using the Parallel Bits Deposit
and Extract instructions the remaining dependent indices are calculated as follows:

#include <x86intrin.h>

row_A = _pext_u64(row_AB, mask_A);

row_C = _pext_u64(row_CD, mask_C);

B_diag = row_AB & mask_B;

column_AB = _pdep_u64(column_A, mask_A) + B_diag;

column_CD = _pdep_u64(column_C, mask_C) + D_diag;

Since only the last line depends on the innermost loop variable, the other lines can be
moved to outer loops (or will be moved by the optimizing compiler anyway) and have even
less impact on the performance2. For bosonic systems, the only other instructions in the
innermost loop are then multiplications/additions to calculate the remaining indices and
the actual summation, which looks as follows:

2The loops could also be split up in different equivalent ways. However, the presented structure is the one
that yielded the best results, given the hardware and compiler versions we had access to at the time. Your
mileage may vary.
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rho_reduced[AC] += conj(state_ABCD[row_ABCD]) * state_ABCD[col_ABCD];

The actual code used (with checks and debugging stripped out) then looks as follows:

for(row_AB = 0; row_AB < (1 << L); row_AB++)

{

row_A = _pext_u64(row_AB, mask_A);

B_diag = row_AB & mask_B;

for(row_CD = 0; row_CD < (1 << L); row_CD++)

{

row_C = _pext_u64(row_CD, mask_C);

D_diag = row_CD & mask_D;

row_ABCD = row_CD + (row_AB << L);

for(col_A = 0; col_A < (1 << length_A); col_A++)

{

col_AB = _pdep_u64(col_A, mask_A) + B_diag;

for(col_C = 0; col_C < (1 << length_C); col_C++)

{

col_CD = _pdep_u64(col_C, mask_C) + D_diag;

AC = col_C + ((col_A +

((row_C + (row_A << length_C))

<< length_A)) << length_C);

col_ABCD = col_CD + (col_AB << L);

rho_red[AC] += conj(TFD[row_ABCD]) * TFD[col_ABCD];

}

}

}

}

We would like to note that the notation previously used in this chapter had been slightly
modified for didactic purposes when compared to the organically grown code.
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4.2.1 Fermionic Trace

An additional complication arises because the partial trace has to be calculated differently
for bosonic and fermionic degrees of freedom. In a simple example, we want to trace out
one of the two qubits from a system which is in the state |Ψ⟩𝐴𝐵 = 1√

2 (|01⟩ + |11⟩) =
1√
2(1 + ̂𝑎†

𝐴) ̂𝑎†
𝐵 |00⟩. Here ̂𝑎† are the creation operators that could be either fermionic or

bosonic. The partial trace that yields the reduced density matrix looks as follows for this
case:

𝜌𝐴 = Tr𝐵 |Ψ⟩𝐴𝐵⟨Ψ|

= ⟨0|𝐵 |Ψ⟩𝐴𝐵⟨Ψ| |0⟩𝐵 + ⟨1|𝐵 |Ψ⟩𝐴𝐵⟨Ψ| |1⟩𝐵

= 1
2

⟨0|𝐵 (1 + ̂𝑎†
𝐴) ̂𝑎†

𝐵 |00⟩ ⟨00| ̂𝑎𝐵(1 + ̂𝑎𝐴) |0⟩𝐵

+ 1
2

⟨0|𝐵 ̂𝑎𝐵(1 + ̂𝑎†
𝐴) ̂𝑎†

𝐵 |00⟩ ⟨00| ̂𝑎𝐵(1 + ̂𝑎𝐴) ̂𝑎†
𝐵 |0⟩𝐵

= 1
2

(1 ± ̂𝑎†
𝐴) |0⟩𝐴⟨0| (1 ± ̂𝑎𝐴)

= 1
2

(|0⟩ ± |1⟩) (⟨0| ± ⟨1|) ,

where the upper sign is valid for bosonic operators that commute and the lower sign for
fermionic operators that anti-commute. We note that we get a potential sign on both the
left half and the right half of the result, but they do not cancel out in this example, so the
final result does depend on the statistics of the particles.

Naturally, the situation becomes more difficult when we now need to trace out two out of
four subsystems, each of which can be multiple qubits in size. Our strategy to calculate,
for example, the fermionic trace Tr𝐵𝐷 is to “pull apart” a state into a Kronecker product
where the qubits that need to be traced out are on one side and the qubits that are described
by the reduced density matrix we want to calculate are on the other side and count the
number of times two creation operators need to be commuted. If the number is even, we
have an overall positive sign |Ψ⟩𝐴𝐵𝐶𝐷 = |𝜓⟩𝐵𝐷 ⊗ |𝜓′⟩𝐴𝐶, otherwise an overall negative
sign |Ψ⟩𝐴𝐵𝐶𝐷 = − |𝜓⟩𝐵𝐷 ⊗ |𝜓′⟩𝐴𝐶.

Because the binary representation of the row and column indices corresponds exactly to
the state of the system in the computational basis, we can easily calculate the sign by iter-
atively moving the bit representations for the two subsystems (still in the computational
basis of the composite system, so with a full width of 𝐿 bits) relative to each other by bit-
shifting one of them and counting the number of bits that are set simultaneously in both
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0 0 1 0 0 0 Binary representation of 
the state of subsystem A

0 1 0 0 1 1 Binary representation of 
the state of subsystem B

A
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

B
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

B
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

A
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

Occupied

Unoccupied

(a) Binary representation of subsystems

0 0 1 0 0 0
0 1 0 0 1 1 0 

0 1 0 0 1 1 0 0  
0 1 0 0 1 1 0 0 0

0 1 0 0 1 1 0 0 0 0 
0 1 0 0 1 1 0 0 0 0 0 
(b) Shifting of one representation

Figure 4.3: a) The binary representation of two subsystems in the computational basis of
the composite system. Occupied states inside the respective subsystem are marked with a
1, and unoccupied states or states outside of the subsystemwith a 0. b) Shifting of one sub-
system’s representation with respect to the other and counting the number of overlapping
1 bits (here: two overlaps in total, marked in bold) yields the number of transpositions of
fermionic operators.

representations, i.e. the number of overlapping 1 bits. This process is visualized in Fig. 4.3.
We have four of these operations since we need to pull apart both 𝐴𝐵 and 𝐶𝐷 on the left
side of theket and the right-hand side of thebra similar to theprevious example. Weneed to
shift one of the two binary representations (<<), calculate the overlap with a bitwise AND
(&) and then count the number of bits set to 1 with the population count operation (Modern
compilers have a builtin function __builtin_popcount (32bit) or __builtin_popcountll
(64bit) for this). This results in the following code:

#include <x86intrin.h>

for(i = 1; i < L; i++)

{

j += __builtin_popcountll(_pdep_u64(row_A, mask_A) & (B_diag << i));

j += __builtin_popcountll(_pdep_u64(row_C, mask_C) & (D_diag << i));

j += __builtin_popcountll(_pdep_u64(col_A, mask_A) & (B_diag << i));

j += __builtin_popcountll(_pdep_u64(col_C, mask_C) & (D_diag << i));

}

The number of operator commutations is then j, which gives the correct overall sign as
−1j. We note that only the last line inside the loop body depends on our previously in-
nermost loop variable in the partial trace, and the other three lines can be moved to outer
loops,with thenecessary changes. The complete codeof thepartial tracewith the fermionic
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sign implemented which has been used to calculate the results in Schnaack et al. [Sch+19]
and Bölter and Kehrein [BK22b] can be found in Appendix B.We also note that the perfor-
mance increased by about one order ofmagnitude if the value of𝐿 is known at compile time
because the compiler vectorizes the tightest inner loop, sowe createdmultiple instances of
the source code of the partial trace with fixed values of the system size using preprocessor
macros.

Originally this fermionic signwas omitted in our code, which yields reduced densitymatri-
ces that are physically incorrect, but unfortunately still have all the correct mathematical
properties of a density matrix, which makes it harder to spot that there is a problem with
the results.

4.3 Random Unitary Sampling

To compute the random unitary operators (cf. Section 3.3), we need to make sure that we
sample from the unitary group 𝑈(𝑛) using the correct Haar measure.

The issue can be illustrated with a simplified example, where we want to sample from the
groupof 3Drotations𝑆𝑂(3). Tofinda randomrotation axis, we cast a ray fromtheorigin to
a random point on the surface of a sphere centred on the origin, and this sphere is typically
parametrized by the azimuthal angle𝜑 and the polar angle 𝜃 (spherical coordinate system).
In a naive sampling where we picked all polar angles 𝜃 ∈ [0, 𝜋) with equal probability,
a concentration of probability at the poles would occur since the circles of constant polar
angle become smaller and smaller away from the equator (which is the circlewith 𝜃 = 𝜋/2),
so we need to be more careful. One solution is to pick cartesian coordinates 𝑥, 𝑦, 𝑧 from a
Gaussian distribution (centred on 0) and normalize the vector to unit length, which yields
a random point on the unit sphere as the Gaussian distribution is spherically symmetric.
A similar strategy works for general 𝑈(𝑛).

We closely follow Mezzadri [Mez07] for the random sampling, where we first generate a
quadratic matrix of the desired size and initialize every matrix element with a normal-
distributed complex random variable using a Box-Muller transform[BM58] and then
use our linear algebra packages to do a QR decomposition[Pre+07], which yields a uni-
tary matrix 𝑄 and an upper rectangular matrix 𝑅. The unitary matrix 𝑄 is then multiplied
by a reflection matrix 𝐷 that is diagonal and has diagonal elements of either +1 or −1,
where the sign coincides with the sign of the diagonal elements of the rectangular matrix
𝑅, 𝐷 = 𝑠𝑔𝑛(𝑑𝑖𝑎𝑔(𝑅)). This last step ensures that the eigenvalue probability density is
constant, as required by the Haar sampling. We tested our implementation with some

46



test samples of size 𝑁 = 4096. The results for the phases of the eigenvalues are shown in
Fig. 4.4, where we found the expected probability densities. Naturally, the unitariness was
also checked explicitly before production use.

(a) Eigenvalue Distribution (b) Spacing Distribution

Figure 4.4: Distribution of the eigenvalues (more specifically, their phase angles since
their absolute values do not follow a very interesting distribution) of the random unitary
samples. a) Shows the probability density of the eigenvalues b) Shows their spacing dis-
tribution and the expected Circular Unitary Ensemble cue distribution (cf. Mezzadri
[Mez07]).

4.4 Programming Practices and Testing Methods

Since there were no published results for the tripartite information in the one-dimensional
spinless fermion system when the project started, particular care had to be taken to find
any inconsistencies in the results without reliable and independent comparison data.

4.4.1 Version Management

As per the research group’s requirements for good scientific practice, all source code used
to generate scientific results is version-managed using Git [CS14]. In particular, the fol-
lowing repositories were used in the preparation of the published journal articles:

• qubit-chain-tfd Calculate the tripartite information of a qubit-chain interpreting
the time-evolutionoperator as a state. Supports spinless fermions, hard-corebosons,
transverse-field Ising, XXZ-chain with disorder.

• xxz-chain-with-disorder-dataRawdata andprocesseddata for theXXZspin chain
with disorder
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• xxz-chain-with-disorder-postprocessing Python code to generate the processed
data and figures for the XXZ spin chain with disorder

• tfim-chain-with-disorder-data Raw data and processed data for the Ising spin
chain in a transverse field with disorder

• tfim-chain-with-disorder-postprocessingPythoncode togenerate theprocessed
data and figures for the Ising spin chain in a transverse field with disorder

• condor_tools Some python scripts for use on the GoeGrid[GoeGrid] cluster (rocks)
to diagnose the HTCondor queueing system

• pbs-tools Some python scripts with improved output compared to qstat, qnodes for
use on the rocks cluster

The following repositories were also used for investigations during the project, but the
results remain unpublished.

• transverse-field-ising-model-tfd Calculate the Tripartite Information for the
Fully Connected Transverse Field Ising Model

• qubit-chain-thermalizationObserve the equilibrationof a chainof spinless fermions
if two parts are at different temperatures or in different eigenstates initially.

• cluster-tutorial A simple project to demonstrate running code on the GoeGrid
cluster of the Institute for Theoretical Physics.

These repositories will be found at the research group’s page3 after the publication of this
thesis.

Particular care was taken with the central code repository qubit-chain-tfd since it con-
tains the code that generated all the raw data we used and has the highest potential for
errors. During compilation, the git version hash (which can be found using the shell com-
mand git describe) was included in the executable programs, and every raw data point
wasmarkedwith the code version that generated it. Thismakes it possible to reliably iden-
tify any faulty data after a mistake has been found in the code and successfully tracked
down to the commit that introduced it.

For the particular implementation for our case (C code built by Make[Make]), the version
is put into the executable in the following manner:

3Currently located at https://gitlab.gwdg.de/stefan-kehrein-condensed-matter-theory
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#Makefile (simplified)

GIT_DESCRIBE := $(shell git describe --always --dirty|tr -d "\n"|tr -C [:alnum:]_ _)

CFLAGS += -DGIT_DESCRIBE="\"$(GIT_DESCRIBE)\""

# ...

%$(SUFFIX).o: %.c

$(CC) -c -o $@ $^ $(CFLAGS) $(CPPFLAGS)

fermion-chain: qubit-chain.c qubit-chain-shared.c $(OBJECTS)

$(CC) -o $@ $^ $(CFLAGS) $(CPPFLAGS) $(LDFLAGS) -DDBPATH="\"fermion-chain.db\""

# ...

And the preprocessor macro GIT_DESCRIBE can then be used to get the git version:

// C code (snippet)

// ...

printf("Version %s (compiler version %s)\n", GIT_DESCRIBE, __VERSION__);

// ...

If any uncommitted changes were present during the compilation, the suffix -dirty is
added to the version hash by git, and raw data that has a “-dirty” version is not used
for publication so that the exact state of the codebase that generated a dataset is known.
If a mistake is found in the code, all the raw data generated with the affected versions are
verified and, if necessary, discarded.

The git version hash of the LATEX2𝜀source code for this thesis is fc37d75.

4.4.2 Assertions

The intermediate data inside the program has to fulfil many mathematical and physical
properties that can be checked. Almost all of the found programming errors were immedi-
ately found by these straightforward checks.

The simplest checks are on the input parameters:

• System size is an integer larger than one

• Temperature is non-negative

• The specified subsystems actually fit inside the total system size
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In particular, for data that is cached between program invocations, the following require-
ments have been implemented:

• The filename for both writing and reading is automatically generated and not input
by the user

• All system parameters that affect the cached data are included in the filename of the
cache file

• While the data to be cached is calculated, an exclusive write lock is held on the cache
file

• All other processes waiting on the data hold a shared read lock and block execution
while the data is calculated

• The binary data is checksummed using SHA256 [CST12] and the checksum stored in
the cache file

• Before using cached data, the length and checksum of the data are verified

For data that is not read from the cache but generated on thefly, all the followingproperties
are checked using an explicit calculation during regular execution of the program:

• Hamiltonians conserve particle number, momentum and/or total magnetization

• Eigenvectors are normalized

• The eigenvalues of density matrices are all non-negative and sum up to one

There is also a debug mode, which checks the following additional properties that have a
larger impact on performance:

• Hamiltonians are hermitian

• Density matrices are hermitian

• Random unitary operators are unitary

• The entropies of subsystems 𝐵𝐷, 𝐵𝐶, and 𝐶𝐷 are indeed identical to those of 𝐴𝐶,
𝐴𝐷, and 𝐴𝐵, respectively

To verify that the Hamiltonian is correctly implemented, we fed the symbolic notation of
the Hamiltonian into the python package QuSpin [WB17; WB19] and compared the eigen-
vectors andeigenenergies. For the spin chains,wealso implemented theHamiltonianusing
just Pauli matrices and linear algebra functions from the linear algebra library armadillo
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[SC16; SC18] to construct the 1-spin and 2-spin operators explicitly and sum them all up.
This yielded the same Hamiltonian matrix, although at a glacial speed when compared to
our C implementation and unusable for production usage.

None of these checks caught themissingminus signs in the fermionic trace, as described in
the previous section. It was, however, caught by manual testing in the following sense: for
the spinless fermion chain with periodic boundary conditions (the spinless fermion ring),
all results need to be translation invariant. This provides an additional sanity check, which
the program failed since moving the subsystems in lockstep around the ring changed the
results, which was clearly an unphysical effect.

This unphysical effect was also present in a previous implementation, and we eventually
discovered that partial traceswith fermions are tricky since the anti-commuting operators
cause many minus signs to appear. After both codes were fixed by adding all the fermionic
minus signs, the results were indeed translation invariant, as required. After this, the pre-
vious results for the spinless-fermion chain had to be reevaluated, the details of this can
be found in Chapter 5.

4.4.3 Comparison to Analytical Results
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Figure4.5: Comparisonof the analytical andnumerical results for the free spinless fermion
chain (only nearest-neighbour hopping) for short times. The analytical calculation is only
valid up to quadratic order in time. The system and its parameters will be described in
more detail in Chapter 5.
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We also tried to calculate the tripartite information analytically for a simple system of
non-interacting spinless fermions or hard-core bosons. The calculation can be found in
Appendix D, where we managed to find the short-behaviour of the tripartite information
(for the von-Neumann, the min-Entropy, and the collision entropy cases, cf. Section 2.4)
up to quadratic order in time in an extended chain. The simplest case is the collision tripar-
tite information, where for the fermions, the result is again quadratic in time and positive
(𝐼 (2)

3 = 𝑡2 +𝑂(𝑡3)), while the sign is reversed for the hard-core bosons (𝐼 (2)
3 = −𝑡2 +𝑂(𝑡3)).

The results for the free fermion chain are shown in Fig. 4.5, where we see that the short-
time behaviour of our numerical results matches the analytical calculations.

4.4.4 Comparison to Numerical Results

Our numerical results for the spinless fermion system were also compared to data that
was generated using the SymMPS framework[SymMPS] created by Thomas Köhler and
SebastianPaeckel. Weusedboth thetdvpandmpotimeevolutionmethods to create time-
evolved stateswith a system size of𝐿 = 8 and calculated about 50000different data points
for the tripartite information, where the largest deviation from our numerical results was
offby a factor of about 1/500. The details of the SymMPS setup can be found inAppendixC.
For a review of the method used please see Paeckel et al. [Pae+19].

We also performed some regression tests, wherewe stored the data generated by an earlier
version of the program and performed an automated test to verify that the current version
generated the same data, up to some precision cutoff. The cutoff is required because, for
example, the IEEE 754 floating point numbers implemented in the computer hardware are
not associative and the order of operations slightly affects the result between versions and
CPU models. We used a cutoff of Δ = 10−12 and did not see any failed tests. Because
differentmodelswere studied throughout theproject, these testswere of somewhat limited
usefulness and can probably be skipped if it is possible to do external verification using
independent results instead.

4.4.5 Data Publication

The raw data that was generated by the code in the qubit-chain-tfd repository and then
processed has also been published on the Göttingen Research Online platform of our uni-
versity. In particular, replication data for Schnaack et al. [Sch+19] has been published in
Schnaack et al. [Sch+21], and replication data for Bölter and Kehrein [BK22b] has been
published in Bölter and Kehrein [BK22a]. In the second case, the code in the repository
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xxz-chain-with-disorder-postprocessing from the research group’s GitLab page4 can
be used to generate the figures directly from the processed data.

4.5 Row- and Column-Major Order

Another issue that we encountered is the layout of multi-dimensional data in different pro-
gramming languages. Python’s numpy and C use the row-major layout, while FORTRAN
(andMATLAB)use the column-major layout, which is equivalent to transposing anymatrix
exchanged between the two conventions. Since the LAPACK and BLAS FORTRAN inter-
faces[And+99] are used for low-level linear algebra operations, it is important to keep this
distinction in mind.

While studying the transverse field Ising chain in Section 6.3, we saw that the behaviour of
the spin-glass order parameter deviated slightly from published results which was caused
bymixing up the data layouts during the calculation of the order parameter. Unfortunately,
a verification of the results against eigenvectors from the Python QuSpin package[WB17]
showed identical deviations becausewe assumed that the eigenvectors returnedbyQuSpin
would be accessed like eigenvectors[i]. However, since the same FORTRAN interface
is used in the background, the returned matrix has to be transposed and the eigenvectors
accessed like eigenvectors[:,i]. After thiswasfixed in both implementations our results
were consistent with those found in Kjäll, Bardarson, and Pollmann [KBP14].

4
https://gitlab.gwdg.de/stefan-kehrein-condensed-matter-theory/
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Chapter 5

Scrambling in Translation Invariant
Systems

5.1 Spinless Fermions

The first system we studied is a chain of spinless fermions described by the following
Hamiltonian 𝐻:

𝐻 = −1
2

𝐿
∑
𝑗=1

( ̂𝑐†
𝑗 ̂𝑐𝑗+1 + 𝜆 ̂𝑐†

𝑗 ̂𝑐𝑗+2 + H.c.)

+ 𝑉
𝐿

∑
𝑗=1

̂𝑐†
𝑗 ̂𝑐𝑗 ̂𝑐†

𝑗+1 ̂𝑐𝑗+1 (5.1)

Thismodel hasbeennon-dimensionalizedby setting thepre-factor of thenearest-neighbour
hopping to unity, which leaves two dimensionless parameters: the strength of the hopping
between next-nearest neighbours 𝜆 and the repulsion of fermions on neighbouring sites
described by 𝑉. If both 𝜆 and 𝑉 vanish, the model can be solved by a simple Bloch wave
ansatz [Blo29], which yields a cosine dispersion relation. If the repulsive interaction 𝑉 is
turned on, the model is still integrable via Bethe ansatz [Bet31; YY66b; YY66a], while
turning on both parameters will give a non-integrable model. Using the tripartite informa-
tion we can explore the scrambling behaviour in these different regimes.

The natural choice for a partitioning of the 2𝐿-dimensional Hilbert space into 𝐿 qubits
is the position basis, where each qubit corresponds to one lattice site. It is important to
note that this partitioning is sensible both for open boundary conditions (where the inter-
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action between the last and first qubits is dropped) and for periodic (Born-von Kármán)
boundary conditions. The other physically relevant partitioning we looked at is into mo-
mentummodes by performing a Fourier transform of the systemwith periodic boundary
conditions, where the Hamiltonian can be written as follows: [Sch+19]

𝐻 = − ∑
𝑘

(cos(𝑘) + 𝜆 cos(2𝑘)) ̂𝑐†
𝑘 ̂𝑐𝑘

− 𝑉
𝑁

∑
𝑘,𝑘′,𝑞

cos(𝑞) ̂𝑐†
𝑘+𝑞 ̂𝑐†

𝑘′−𝑞 ̂𝑐𝑘 ̂𝑐𝑘′ (5.2)

In this representation, the Hamiltonian has fewer off-diagonal scattering terms since all
the hopping terms have moved to the diagonal. It is even entirely diagonal if the inter-
action strength 𝑉 is turned off, and we expect that the scrambling dynamics are strongly
suppressed in this simple case. Each qubit corresponds to one momentum mode, i.e. the
qubit state |1⟩ represents an occupied mode and |0⟩ an unoccupied mode. Otherwise, the
construction is identical to that in position space.

We looked only at the three previouslymentioned cases: position andmomentumrepresen-
tation in the periodic system, and position representation in the system with open bound-
ary conditions. In theory, there are many more ways to partition the Hilbert space into
qubits, thoughmost of them do not seem physically relevant, still, it might be possible that
a particular partitioning is of interest for a specific model system only.

In order to calculate the tripartite information, only the time-dependent entropies 𝑆𝐴𝐶

and 𝑆𝐴𝐷 need to be calculated numerically (see Chapter 3):

𝐼3(𝑡) = 𝐿 − (𝑆𝐴𝐶(𝑡) + 𝑆𝐴𝐷(𝑡)). (5.3)

The results for the periodic system are shown in Fig. 5.1, where we see that for the non-
interacting case 𝑉 = 0, the scattering is strongly suppressed: In position space, the tri-
partite information stays far below the Haar-averaged value, while in momentum space –
where the Hamiltonian is diagonal – there is no scrambling at all, as the tripartite infor-
mation vanishes for all times. The diagonal terms in the Hamiltonian do not contribute
to the scrambling in this case. In the interacting case, the approach to the Haar value is
slower inmomentum space, which agrees with our earlier observation that there are fewer
off-diagonal scattering terms in themomentum representation. The plateau that is eventu-
ally reached is also slightly below the Haar-averaged value, which we will discuss further
down.
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Figure 5.1: Time evolution of the negative tripartite information in a chain of 𝑁 = 12 sites
for 𝜆 = 0.5 and different values of the interaction 𝑉. (a) In real space, where 𝐴 and 𝐷
are single-site subsystems on diametrically opposing sides of the ring. (b) In momentum
space, where 𝐴 is the mode 𝑛 = 0 and 𝐷 is the mode 𝑛 = 11. The dashed lines indicate
the Haar-scrambled value of the tripartite information. Figure 2 from Schnaack et al.
[Sch+19].

Since the Hamiltonian is short-ranged, we also expect information to travel through the
system at a finite speed, which is whywe looked at the system in position space, the results
of which are shown in Fig. 5.2. The ballistic spreading of information can be observed, as
the arrival time scales linearly with the distance. We did choose open boundary conditions
because this allows for longer distances between the subsystems and do not expect any
significant effects on our results apart from the obvious observation that the spreading
in the periodic system is happening in both directions. The data for the periodic case is
shown in Fig. 5.3 (not published), where we see qualitatively the same behaviour, as well
as matching butterfly velocities (1.97 ± 0.02 and 1.96 ± 0.06).

It is known from otocs (which were introduced in Section 3.4) that the spreading of cor-
relations is not purely ballistic as described by a step function Θ(𝑥0 − 𝑣𝐵 ⋅ 𝑡) but that there
is a diffusive broadening of the wavefront proportional to

√
𝑡 [vKey+18; RPvK18; KHN18;

SXS19; Kna18]. The broadening is clearly visible in Fig. 5.2, and the correct functional
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Figure 5.2: Dynamics of tripartite information in the space-time plane. The plot shows the
time evolution of the tripartite information with varying distances between the subsys-
tems 𝐴 and 𝐷 for a system of 𝑁 = 12 lattice sites in the non-integrable regime, 𝜆 = 0.5
and 𝑉 = 0.5. The crosses mark the points at which −𝐼3 = 0.031 and the dashed line is a
linear fit to these points yielding a butterfly velocity of 𝑣𝐵 ≈ 1.97. Figure 3 from Schnaack
et al. [Sch+19].

form has been verified in Fig. 5.4, consistent with the previous results.

One striking feature of the tripartite information as a measure for scrambling is how sen-
sitive it is to weak scattering terms in the Hamiltonian, as can be seen in Fig. 5.5. The
asymptotic value at large times 𝐼3(𝑡), 𝑡 ≫ 1 changes strongly already for very weak inter-
action strengths 𝑉.

As we saw before, the asymptotic value of the tripartite information at late times stays
significantly below the Haar-averaged value for the momentum space partitioning. No-
tably, the random samples from the unitary group that are used in this average are not
dense 2𝐿 × 2𝐿 matrices but have to respect the same symmetries as the Hamiltonian, so
they do not mix states from different symmetry subsectors. The local information in the
system can be symmetry-protected, which is why symmetry-adapted Haar unitaries are
used (see Section 4.3 for the implementation details).

Two potential explanations for the deviation from the Haar-averaged value come tomind:
the random unitaries are not fully symmetry-adapted and mix some symmetry sectors,
artificially inflating themagnitude of the Haar-averaged value or finite-size effects due to
the limited numerically accessible system sizes. In this case, finite-size effects turned out
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Figure 5.3: Dynamics of tripartite information in the space-time plane. The plot shows the
time evolution of the tripartite information with varying distances between the subsys-
tems 𝐴 and 𝐷 for a system of 𝑁 = 12 lattice sites in the non-integrable regime, 𝜆 = 0.5
and 𝑉 = 0.5. The crosses mark the points at which −𝐼3 = 0.031 and the dashed line is a
linear fit to these points yielding a butterfly velocity of 𝑣𝐵 ≈ 1.96.

to be the most likely explanation, see Fig. 5.6. We first study the other possibility in some
detail to verify this.

When calculating the Haar-averaged value of the tripartite information, the symmetries
of the system need to be taken into account instead of using a completely generic unitary
operator that mixes all 2𝐿 components of the system state. The block structure of the
Hamiltonian in the computational basis is automatically taken into account by a recursive
algorithm that finds all basis states |𝑖⟩ and |𝑗⟩ that are coupled together by theHamiltonian
(⟨𝑖|�̂�|𝑗⟩ ≠ 0) and then used to construct the symmetry-adapted random unitary samples.
In the fermion system under consideration, this approach takes care of the particle num-
ber and momentum conservation automatically. In addition, the Hamiltonian is invariant
under the parity transformation 𝑇 that corresponds to a reflection in real space. For a
state in the momentum occupation representation, the parity transformation (which flips
the sign of all velocities) will just replace occupied with unoccupied states, i.e. all occu-
pation bits are flipped: 𝑇 |01011⟩ = |10100⟩. Only in the subspaces with total momentum
𝑘 = 0, 𝜋 is the parity a good quantum number, because this is the only case in which the
parity operator commutes with the momentum operator ([𝑃 , 𝑇 ]∣

𝑘=0,𝜋
= 0), or, in other

words, the movement of the particles does not have a preferred direction that could be
flipped by the reflection [San10]. We generated large Hamiltonian matrices (𝐿 = 18)
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Figure 5.4: Broadening of the wavefront for the same parameters as in Fig. 5.2. The data
obtained for the dynamics of the tripartite information with different distances 𝑑 between
subsystems coincide after shifting according to the butterfly velocity 𝑣𝐵 and a rescaling by
𝑡−1/2 to account for diffusive broadening. The inset shows the same datawithout a rescaling
of the time axis for comparison. Figure 4 from Schnaack et al. [Sch+19].

and analysed the level statistics with code provided by Nils Abeling for the unfolding of
the energy levels [SR10; Bro+81] for the largest blocks of the Hamiltonian with 𝑘 = 0, 𝜋,
which is shown in Fig. 5.7. If the entire block corresponds to a symmetry sector of the
system, we should see level repulsion and the level statistics should look Wigner-Dyson
like (shown as a solid curve) [Gau61; GMW98]. The probability close to zero level spacing,
however, is clearly non-zero, and we fail to see level repulsion. This points us towards the
additional parity symmetry, which we implemented by rotating only these blocks into the
parity eigenbasis (which has eigenvalues ±1 and eigenvectors |𝑛⟩ ± 𝑇 |𝑛⟩) to split each of
them into two smaller blockswithwell-defined parity. The level statistics for both the even
and odd parity subsectors are shown in Fig. 5.8, where we now clearly see level repulsion.
All other blocks of the Hamiltonian that are large enough to analyse already show level re-
pulsion, so we have successfully found a basis that is compatible with all the symmetries of
the system. The symmetry-adapted random unitary operator can then be built as a block-
diagonalmatrix in this basis where each block is randomly sampled from the unitary group
of the respective dimensionality (see Section 4.3 for the implementation details) before the
operator is rotated back into the computational basis by inverting the rotation described
earlier.

Unfortunately, this additional symmetry adaptation does not change the Haar-averaged
value of the tripartite information in any meaningful way, so we are left with the expla-
nation that the deviation from the Haar value in momentum space is not due to some ne-
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Figure 5.5: Averages of −𝐼3 taken over different intervals [𝑡0, 𝑡0 + Δ𝑡] as a function of
the interaction parameter 𝑉 for 𝜆 = 0.5. (a) In real space, where 𝐴 and 𝐷 are single-site
subsystems on diametrically opposing sides of the ring. (b) In momentum space, where 𝐴
is the mode 𝑛 = 0 and 𝐷 is the mode 𝑛 = 11. Here 𝑁 = 12 and the dashed line indicates
the Haar-scrambled value. Figure 5 from Schnaack et al. [Sch+19].

glected symmetry but instead an effect due to the limited system size 𝐿 available with our
numerics.

Finally, as we pointed out at the beginning, the system is Bethe integrable if the next-
nearest neighbour hopping is not present (𝜆 = 0), and we also studied this case, which
is shown in Fig. 5.9 [Bet31; YY66b; YY66a]. It turns out that we could not see any signif-
icant differences in comparison with the non-integrable case. This is an indication that
scrambling is caused by the scattering terms in the Hamiltonian and is separate from inte-
grability. In particular, the scrambling is not necessarily suppressed in the computational
basis just because there exists a complicated basis in which the system becomes simple.
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Figure 5.7: Level statistics of the 𝑘 = 0, 𝜋 blocks of total momentum for the fermionic
system with 𝑉 = 1 and system size 𝐿 = 18.
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Figure 5.8: Level statistics of the 𝑘 = 0, 𝜋 blocks of total momentum of particular parity
for the fermionic system with 𝑉 = 1 and system size 𝐿 = 18.
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Figure 5.9: Time evolution of the negative tripartite information in a chain of 𝑁 = 12 sites
in the integrable regime with 𝜆 = 0 for different values of the interaction 𝑉. (a) In real
space, where 𝐴 and 𝐷 are single-site subsystems on diametrically opposing sides of the
ring. (b) In momentum space, where 𝐴 is the mode 𝑛 = 0 and 𝐷 is the mode 𝑛 = 11. The
dashed lines indicate the Haar-scrambled value of the tripartite information. Figure 7
from Schnaack et al. [Sch+19].
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5.2 Hardcore Bosons, Finite Temperature and Second Rényi En-
tropy
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Figure 5.10: Time evolution of the tripartite information in a chain of 𝐿 = 12 sites with
subsystem sizes |𝐴| = 1 and |𝐶| = 6. The input system 𝐴𝐵 consists of spinless fermions
at infinite temperature 𝛽 = 0.

We also investigated some additional translation-invariant systems, for example, setups
where the input state to the unitary quantum channel is not the maximally mixed state but
a thermal state with a finite temperature. This gives rise to the following state to describe
the unitary channel:

|𝑈(𝑡)⟩𝛽 = 1√
𝑍

∑
𝑛

𝑒−𝛽𝐻/2 |𝑛⟩𝐴𝐵 ⊗ 𝑒−𝑖𝐻𝑡 |𝑛⟩𝐶𝐷 , (5.4)

where the input state can be calculated in the usual way and yields the Gibbs state as
expected:

Tr𝐶𝐷 |𝑈(𝑡)⟩𝛽⟨𝑈(𝑡)| = 1
𝑍

𝑒−𝛽𝐻. (5.5)

We also considered the tripartite information calculated using the second-order Rényi en-
tropy 𝑆(2) = − log Tr 𝜌2, which has been linked directly to the decay of Out-of-Time-Order
correlation functions (for the details we refer to Section 2.4 on Rényi entropies and Sec-
tion 3.4 onotocs). In addition, we looked at the bosonic equivalent of the spinless fermion
system, which is that of the hard-core bosons that fulfil bosonic commutation relations but
which still have occupation numbers limited to either 0 or 1 like their fermionic counter-
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Figure 5.11: Time evolution of the tripartite information in a chain of 𝐿 = 12 sites with
subsystem sizes |𝐴| = 1 and |𝐶| = 6. The input system 𝐴𝐵 consists of spinless fermions
at finite temperature 𝛽 = 1.

parts (see Section 5.3 for the exact definition). This limitation causes the local Hilbert
space to still be two-dimensional and keeps the interpretation of the lattice sites as qubits
valid. In the position representation, the calculation with hard-core bosons is very similar
to that of spinless fermions, just that the minus signs from the anti-commutation relations
are missing in the Hamiltonian matrix and when the partial trace is calculated.

The case considered in the previous section, spinless fermions at infinite temperature,
is shown in Fig. 5.10, where we see that the second-order Rényi tripartite information
also converges to its respective Haar limit in agreement with the results for the von-
Neumann or first order Rényi entropy considered before. The main difference is that
the free system without interactions now fluctuates at a positive value of the tripartite
information, almost mirroring its counterpart with respect to the 𝑥-axis. Qualitatively we
still have the same behaviour, though: as the information is scrambled, the tripartite in-
formation converges to a large negative value that is identical to the tripartite informa-
tion associated with random unitary operators. The finite-temperature case is shown in
Fig. 5.11, where we see similar behaviour in the shape of the curves, but the scrambling is
suppressed below the Haar-averaged value by the lower temperature. To properly diag-
nose scrambling for this case, a generalization of the Haar-averaged value to finite tem-
perature would be optimal, which we could not find so far.
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Figure 5.12: Time evolution of the tripartite information in a chain of 𝐿 = 12 sites with
subsystem sizes |𝐴| = 1 and |𝐶| = 6. The input system 𝐴𝐵 consists of hard-core bosons
at infinite temperature 𝛽 = 0.

As the temperature is decreased further, the amplitude of the tripartite information signal
will continue to shrink as well, vanishing completely if the input state is frozen into the
ground state of the model. This is also consistent with the fact that a pure input state
always has a vanishing tripartite information, which we already saw in Section 2.2.

Despite the issues, it might still be possible to study the system in an energy-resolved way:
the input state could be selected to be an equal mixture of states that lie in a certain en-
ergy window, in which case the Haar-averaged value calculated for the same input would
be a valid reference value again, or scrambling could be diagnosed by looking at the decay
of fluctuations as the tripartite information equilibrates. If the fraction of participating
states divided by the total number of states is small enough, it should be possible to write
an optimized program that takes advantage of this and which can use our current imple-
mentation for independent validation of the results in lieu of the availability of analytical
results. We leave this program as an exercise for the reader.

The situation for hard-core bosons at infinite and finite temperatures is shown in Fig. 5.12
and Fig. 5.13 respectively. Interestingly, the von-Neumann and second-order Rényi tri-
partite information now behave quite similarly, with both staying negative. The difference
between the free and the interacting case in terms of amplitude is strongly reduced, with
both showing large jumps initially. The (non-)convergence to the Haar-averaged value,
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Figure 5.13: Time evolution of the tripartite information in a chain of 𝐿 = 12 sites with
subsystem sizes |𝐴| = 1 and |𝐶| = 6. The input system 𝐴𝐵 consists of hard-core bosons
at finite temperature 𝛽 = 1.

however, remains qualitatively the same as for the fermionic case.

It should be added that although there are initial jumps visible in all of the data shown in
this section, there is still a delay (given by the distance between the subsystems divided
by the butterfly velocity) before the tripartite information deviates from its initial value,
even though this cannot be resolved with the naked eye in the figures.

5.3 Analytical Results for the Free Case

Figure 5.14: System layout for the analytical calculations: both the input and the output
systems are partitioned into half-chain subsystems

Wealso calculated the tripartite informationanalytically for a simple systemofnon-interacting
qubits for both fermionic and bosonic operators. We used open-boundary conditions, and
all subsystems are extended, as shown in Fig.5.14. This simplifies the calculations since
the system is only cut in one place, far away from boundaries.
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For the fermionic case, we have spinless fermions with creation operators in position rep-
resentation { ̂𝑐†

𝑖 }𝑖=1..𝐿 that fulfil the usual canonical anti-commutation relations:

{ ̂𝑐𝑖, ̂𝑐†
𝑗} = 𝛿𝑖𝑗, { ̂𝑐𝑖, ̂𝑐𝑗} = 0, { ̂𝑐†

𝑖 , ̂𝑐†
𝑗} = 0. (5.6)

And for the bosonic case, we have hard-core bosons with creation operators in position
representation { ̂𝑏†

𝑖 }𝑖=1..𝐿 which anti-commute on-site:

{ ̂𝑏𝑖, ̂𝑏†
𝑖 } = 1, { ̂𝑏𝑖, ̂𝑏𝑖} = { ̂𝑏†

𝑖 , ̂𝑏†
𝑖 } = 0. (5.7)

They commute in all other cases in the usual bosonic way:

[ ̂𝑏𝑖, ̂𝑏†
𝑗 ] = [ ̂𝑏𝑖, ̂𝑏𝑗] = [ ̂𝑏†

𝑖 , ̂𝑏†
𝑗 ] = 0, 𝑖 ≠ 𝑗. (5.8)

Webegin in both caseswith the simple quadraticHamiltonian of particles hoppingbetween
neighbouring sites:

𝐻 =
𝐿−1
∑
𝑖=1

̂𝑐†
𝑖 ̂𝑐𝑖+1 + H.c., 𝐻 =

𝐿−1
∑
𝑖=1

̂𝑏†
𝑖

̂𝑏𝑖+1 + H.c. (5.9)

We will describe the remainder of the calculation using the fermionic notation, where the
necessary changes are implied for the bosonic case.

Because the tripartite information is invariant under the exchange of its arguments (see
Chapter. 2), it is also independent of the state of any of the four subsystems, so unitary
operators that only affect individual subsystems can be applied in addition to the time-
evolution operator without changing the result. This motivates a split-up of the Hamilto-
nian into two parts 𝐻 = 𝐻0 + 𝐻⋈, a local part 𝐻0 which only acts on single subsystems
and one which couples different subsystems (𝐻⋈). The coupling Hamiltonian only has two
terms, which will simplify the calculation:

𝐻⋈ = − ( ̂𝑐†
𝑗 ̂𝑐𝑗+1 + ̂𝑐†

𝑗+1 ̂𝑐𝑗)∣
𝑗=𝐿/2

(5.10)

We can then define an effective time evolution operator ̃𝑈(𝑡), which yields the same tri-
partite information as the original one and do a short-time expansion using the Baker-
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Campbell-Hausdorff formula:

̃𝑈(𝑡) = 𝑒𝑖𝐻0𝑡𝑒−𝑖(𝐻0+𝐻⋈)𝑡 = 𝑒−𝑖𝐻⋈𝑡+ 1
2 [𝐻0,𝐻⋈]𝑡2 + 𝑂(𝑡3) (5.11)

= 1 − 𝑖𝑡𝐻⋈ − 𝑡2

2
𝐻2

⋈ + 𝑡2

2
[𝐻0, 𝐻⋈] + 𝑂(𝑡3) (5.12)

And after a straightforward calculation (which can be found in Appendix D) we get the
early-time behaviour of the tripartite information:

Spinless Fermions

𝑆(2)
𝐴𝐶 = 𝑡2 + 𝑂(𝑡3)

𝑆(2)
𝐴𝐷 = 𝐿 − 2𝑡2 + 𝑂(𝑡3)

𝐼 (2)
3 = 𝐿 − (𝑆(2)

𝐴𝐶 + 𝑆(2)
𝐴𝐷) = 𝑡2 + 𝑂(𝑡3).

Hardcore Bosons

𝑆(2)
𝐴𝐶 = 𝑡2 + 𝑂(𝑡3)

𝑆(2)
𝐴𝐷 = 𝐿 + 𝑂(𝑡3)

𝐼 (2)
3 = 𝐿 − (𝑆(2)

𝐴𝐶 + 𝑆(2)
𝐴𝐷) = −𝑡2 + 𝑂(𝑡3).

These analytical results agree with results from our numerical code (𝐿 = 10), calculating
the contributions in the third order in time, however, would require a different approach
to prevent a painfully long calculation, which we have been unable to find so far.
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Chapter 6

Scrambling in Disordered Systems

6.1 Introduction to Disordered Systems

In this chapter, disorder is introduced to obstruct the flow of information. The main part
contains results for the XXZ-model that have also been published in Bölter and Kehrein
[BK22b].

A well-established concept in disordered systems is that of Anderson Localization, where
transport breaksdown indisorderednon-interacting systems [And58]. In theone-dimensional
systems we are studying here, this already happens at arbitrary small values of the disor-
der strength in the thermodynamic limit [GV59; MT61]. However, since we are studying
finite systems, we can only resolve length scales that are smaller than the total system size
𝐿. Because of this, we expect to see a transition in the observable effects of localization
in our system at a non-vanishing amount of disorder when the localization length becomes
comparable to the system size.

We will primarily focus on a related concept that has attracted more attention recently,
which is themany-body localization (mbl) associated with disordered interacting systems
[OH07; GMP05; BAA06]. In this case, there is a transition atfinite disorder strengthwhere
the eigenstates of the system become localized, at least for the system sizes that are nu-
merically accessible. However, there is currently no consensus on what would happen in
the thermodynamic limit andwhat the exact nature (or existence) of thembl transition is,
as some authors argue that the critical disorder strength 𝑊 ∗ scales with the system size
and no transition exists at finite disorder in the thermodynamic limit [Šun+20; Kie+20;
SP21].
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In order to calculate the tripartite information, we need to deal with the doubled system
𝐴𝐵𝐶𝐷 as described in Chapter 4. Hence the accessible system sizes are below those of
other works, and we do not want to contribute to that ongoing debate and instead focus
on the flow of information in finite systems. This more mesoscopic point of view might
also be the more appropriate one when studying experimental realizations like quantum
simulators and optical lattices or potential applications like qubit storage devices, which
turns this bug into a feature.

The broader context of mbl is the thermalization of closed quantum systems, which is a
concept that has garnered more interest recently because well-isolated quantum systems
have become experimentally accessible, for example, in ultracold gas experiments, quan-
tum simulators or nitrogen-vacancy centres in diamond [BR12; BDZ08; Doh+13; DM10;
Dum+19; Kel+15; Lei+03; Sch+14; LGS15; Aba+19]. In contrast to open quantum systems,
where a systemcoupled to a bathwill usually thermalize to a Gibbs ensemble, closed quan-
tum systems that are initialized in a pure state will stay pure under the unitary time evo-
lution. Instead, large closed quantum systems are expected to serve as baths for their own
subsystems, such that the expectation values of local observables approach the thermal ex-
pectation values of Gibbs states with the same energy density. The important Eigenstate
Thermalization Hypothesis (eth) predicts that even the eigenstates of the Hamiltonian can
serve in this way [Deu91; Sre94; DAl+16], and in this sense, many closed quantum systems
are expected to thermalize.

This rule does not apply to integrable systems that are instead expected to equilibrate – in
the above sense – to generalizedGibbs ensembles that depend explicitly on the system’s large
number of integrals ofmotion. These systems tendnot to be very robust as the integrability
is often broken by small perturbations, at least when looking at the level statistics [Žni20].

The already mentioned systems with many-body localization are also claimed to fail to
thermalize. Although there is interest in mbl in translation-invariant systems [MC17;
PSA15; Smi+17; Yao+16], we will only consider disordered systems. In comparison to the
systemswhere integrability is broken by small perturbations, mbl in these systems is also
naturally robust against additional disorder.

One example of a model that has been well-studied numerically is the Heisenberg chain,
see Fig. 6.1, which is reprinted from Luitz, Laflorencie, and Alet [LLA15]. As the disor-
der strength increases, all eigenstates will eventually become localized, with a localization
edge, where the localization depends on the energy density of the eigenstate, visible at in-
termediate values. The transition towards mbl can be seen in the energy levels of the
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Figure 6.1: Many-body localization edge in the random-field Heisenberg chain. The phase
diagram shows the energy density of the eigenstates 𝜖 against the disorder strengthℎ, with
the localization of the mbl transition extracted from finite-size scaling of systems up to
𝐿 = 22. Taken from Luitz, Laflorencie, and Alet [LLA15], reprinted with permission from
APS.

system, where level repulsion is replaced by a Poisson distribution, in the entanglement
entropy, which changes from volume to area law, and in the Hilbert-space localization of
eigenstates, where the scaling of the participation entropy changes its behaviour. We will
use the same ratio of consecutive level spacings 𝑟 as in the reference to compare to the
tripartite information results.

There are also some experimental results, for example, in a one-dimensional optical lattice
with quasi-random disorder, see Fig. 6.2 from Schreiber et al. [Sch+15]. The system is
initialized with atoms only in the even-numbered sites of the optical lattice, and then the
imbalance 𝐼 = 𝑁e−𝑁o

𝑁e+𝑁o
between the occupations 𝑁e, 𝑁o of the even and odd sites is used as

an observable indicator for the presence of many-body localization: in the ergodic regime,
the imbalance will relax from its large initial value to zero, while some signal of the initial
state will remain in the localized regime.

From amore information-theoretic point of view, a smoking gun for the presence of mbl is
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Figure 6.2: Static imbalance ℐ as a diagnostic for localization in a plot of disorder strength
Δ/𝐽 vs interaction strength 𝑈/𝐽, taken from Schreiber et al. [Sch+15]. Reprinted with
permission from AAAS.

the logarithmic growth of entanglement entropy after a quantum quench [ŽPP08; BPM12;
SPA13; AES14; HHA21; Hua21]. Some of the results from the literature are shown in
Fig. 6.3. Different entanglement witnesses have been used for these studies in addition
to the venerable von-Neumann entropy: the quantum Fisher information [BC94], the min-
entropy of the one-particle reduced density matrix as well as a configurational correlator
that measures the distance to a separable state 𝜌1 ⊗ 𝜌2 [Luk+19].

We will be using the tripartite information to study how scrambling and mbl are con-
nected. Both the input and output of our quantum channel are split into two subsystems,
one of which is contiguous and rather small (between 1-3 lattice sites). The two small sub-
systems are called 𝐴 and 𝐶, and their distance 𝑑 is as shown in Fig. 6.4. Because the en-
tanglement entropy after a quench only grows logarithmically in time, we expect that in-
formation travels very slowly in the mbl regime and should be able to see this explicitly
using the tripartite information if we compare the timescale of information transport with
the distance between the subsystems.

73



(a) Bardarson, Pollmann, and Moore
[BPM12]

(b) Smith et al. [Smi+16]

(c) Lukin et al. [Luk+19] (d) Hopjan, Heidrich-Meisner, and Alba
[HHA21]

Figure 6.3: Logarithmic growth of entanglement after a quench, taken from the source
indicated below the image. Reprinted with permission from AAAS, APS and Springer Na-
ture.

d

Figure 6.4: Illustration of the distance 𝑑 between subsystems 𝐴 and 𝐶. Figure 4 from Böl-
ter and Kehrein [BK22b].
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Figure 6.5: Comparison of the tripartite information between subsystems of size ℓ = 2 at
the opposite ends (cf. Fig. 6.4) of the isotropic Heisenberg chain (Δ = 1, 𝐿 = 12). The tri-
partite information is shown for different times 𝑡 = 4, 8, 16, 32, 64, 128, 256, 512, 1024 from
the bottom (blue) to the top (red). The inset shows themean consecutive level spacing ratio
⟨𝑟⟩ of the system’s energy spectrum, which has been extensively studied in previous works
and tracks the late-time behaviour of the tripartite information. Figure 5 from Bölter and
Kehrein [BK22b].
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6.2 Scrambling in the XXZ Chain

Ourmodel system is theXXZ spin chainwith open boundary conditions, which is described
by the following Hamiltonian:

𝐻 = 𝐽 (
𝐿−1
∑
𝑖=1

(𝑆𝑥
𝑖 𝑆𝑥

𝑖+1 + 𝑆𝑦
𝑖 𝑆𝑦

𝑖+1 + Δ𝑆𝑧
𝑖 𝑆𝑧

𝑖+1) −
𝐿

∑
𝑖=1

ℎ𝑖𝑆𝑧
𝑖 ) (6.1)

As is tradition, we measure energy in units of 𝐽 and introduce natural units by setting
𝐽 = 1. The first sum in the equation for the Hamiltonian is – apart from the boundaries –
a translation-invariant spin chain, which can be tuned to the non-interacting XX chain by
setting Δ = 0 and to the isotropic Heisenberg point by setting Δ = 1. The disorder is
introduced by the second term, which is a staticmagnetic field in the 𝑧-direction that is dif-
ferent for every lattice site. The values ℎ𝑖 are independently and uniformly sampled from
the box distribution [−𝑊, 𝑊]. Because the limit 𝑊 = 0 corresponds to the clean system
and higher values increase the average difference between the magnetic field strength on
neighbouring sites, we call 𝑊 the disorder strength.

Following the literature, we restrict the Hilbert space from the full 2𝐿 dimensional one to
only the states with no net magnetization. This causes initial correlations in our system,
as each microstate must have the magnetizations in the subsystems cancel exactly (e.g.
if one partition of a bipartite system has a net magnetization of −1

2 , the other one must
have +1

2 ). Since the allowed states will still have identical probabilities, the initial subsys-
tem entropies can simply be calculated by counting the states and some straightforward
combinatorics, which yields the following equations:

𝑆(𝐿, ℓ)𝑡=0 = −
ℓ

∑
𝑛=0

(
ℓ
𝑛

) 𝑝(𝐿, 𝑙, 𝑛) log2 𝑝(𝐿, 𝑙, 𝑛),

𝑝(𝐿, 𝑙, 𝑛) = (
𝐿 − ℓ

𝐿/2 − 𝑛
) (

𝐿
𝐿/2

)
−1

,

where 𝑆(𝐿, ℓ) is the initial entropy of a subsystem of size ℓ in a system of total size 𝐿, with
the size defined as the number of spins contained as before. We subtract these initial cor-
relations – that are not due to the scrambling dynamics – from our results before plotting
them, using the following equation:

̃𝐼3(𝑡) = 𝐼3(𝑡) − 𝐼3(0)
𝐼Haar

3 − 𝐼3(0)
. (6.2)
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We are now ready to look at the behaviour of the rescaled tripartite information ̃𝐼3(𝑡).

Figure 6.6: Comparison of the tripartite information in the non-interacting XX chain (Δ =
0, 𝐿 = 12) between subsystems of size ℓ = 2 at the opposite ends (cf. Fig. 6.4). The value
of ̃𝐼3 is only above 0.4 for 𝑡 = 16 at low disorder. The inset shows the mean consecutive
level spacing ratio ⟨𝑟⟩ of the system’s energy spectrum. Figure 6 from Bölter and Kehrein
[BK22b].

Before focussing on scrambling, we first compared the value of the tripartite information
to an indirect measure of mbl already established in the literature, the mean consecutive
level spacing ratio ⟨𝑟⟩ [OH07; AL18], see Fig. 6.5. As the disorder is increased, the level
statistics change from Wigner-Dyson to Poissonian together with the rescaled tripartite
information at intermediate times up to 𝑡 = 1024 that transitions in a similar fashion from
close to the Haar scrambling value of unity to zero at the later times. For very short times,
the information did not yet travel even through the clean system, so the scrambling cannot
be seen yet. At these timescales, it looks like no information is transported at all at large
disorder strengths (𝑊 > 10), however, since we expect very slow transport, we will study
much later times as well.

We again need to consider the finite-size effects in our results, particularly as we have
seen in the previous chapter how the tripartite information can converge to a value below
the Haar-averaged value for smaller systems. The finite-size data is shown in Fig. 6.8,
where the converged late values of the tripartite information in systems with low disorder
– where we expect effective scrambling to occur – are shown as a function of the inverse
system size. The finite-size effects seem to become much stronger as the subsystem size
is increased, so we used small subsystem sizes ℓ to get accurate results. It is worth noting
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Figure 6.7: Subsystems at initial (top) and final (bottom) time. Each rhombus represents a
spin-1/2 degree of freedom. Figure 2 from Bölter and Kehrein [BK22b].

Figure 6.8: Highest asymptotic value of the rescaled tripartite information reached at late
times for different system sizes 𝐿. The highest value is reached for low disorder strength
𝑊 (cf. Fig. 6.5). Figure 7 from Bölter and Kehrein [BK22b].

that we additionally tested with subsystems 𝐴 and 𝐶 of unequal sizes, which also yields
small finite-size effects in some cases. However, since we are interested in information
transport, we choose very small subsystems such that the subsystem distance can be var-
ied over a larger range (cf. Fig. 6.4), and more data can be collected on the spatial depen-
dence. The data shows, though, as with the translation invariant system in Chapter 5, that
the deviations from the Haar-averaged value are consistent with finite-size effects.

We produced amovie showing the spreading of information in both the non-interacting XX
chain with Anderson localization and the interacting Heisenberg chain with mbl, from
which a screen capture can be seen in Fig. 6.9. The movies can be found in the supple-
mental material of Bölter and Kehrein [BK22b]. For low disorder strength, information
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Figure 6.9: Spreading of information through (a) the XX chain (Δ = 0) and (b) the isotropic
Heisenberg chain (Δ = 1) for different disorder strengths 𝑊 at early and late times of the
ballistic spreading. Here the small subsystems 𝒜 and 𝒞 are of size ℓ = 2 and the system
size is 𝐿 = 12. Figure 8 from Bölter and Kehrein [BK22b].

is spreading in the non-interacting system, even though it should be entirely suppressed
by Anderson localization. This is because the localization length scale in these cases is
too large for our finite system size to capture. At stronger disorder strength, however, no
information spreading can be observed. The non-interacting system is also not scrambling
as even with low disorder strength, the tripartite information stays well below the Haar-
averaged value, even if we consider the previously discussed finite-size effects. This is
consistent with our previous results on translation-invariant systems in Section 5.1, where
the tripartite information was fluctuating far below the Haar-averaged value in the non-
interacting case.

For the interacting system, on the other hand, information is scrambled for low disorder
strength, again consistent with our results in the previous chapter. For higher disorder
strength the information seems to be spreading at a very slow speed through the system.
However, data for much later times is required to confirm this.

To verify that information transport breaks down in the Anderson localized system, we
plotted the tripartite information over a logarithmic timescale in Fig. 6.10. As the disorder
strength is increased, the tripartite information stays at its initial value even for very long
times of 𝑡 = 1012, indicating a complete breakdown of information transport. Because
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Figure 6.10: Spreading of information through the XX chain (Δ = 0, 𝐿 = 12) between two
subsystems of size ℓ = 2 at opposite ends. Because of the strong fluctuations a moving
average (thick line)was added by convolutionwith a gaussian. The subset shows the height
of the plateau, which was calculated by averaging data for intermediate times 103 ≤ 𝑡 ≤
1010. Figure 9 from Bölter and Kehrein [BK22b].

of the numerical precision used1, the calculation must break down before 𝑡 = 252, as the
finite numerical precision of the energy eigenvalues 𝐸𝑛 will start to cause large errors in
the time evolution factor 𝑒−𝑖𝑡𝐸𝑛 . Accordingly, a sudden rise in the tripartite information
to its Haar value independent of disorder strength for very late times can be observed,
which we deem to be a highly unphysical effect of the finite numerical precision. Hence
we are cutting off the data well before this regime at about 𝑡 = 240. This behaviour was
not observed in the interacting system until much later times, but we still used the same
cutoff to ensure the data is reliable. The complete breakdown of scrambling in the data is
an indicator of Anderson localization as expected.

We now switch to the interacting system – the Heisenberg chain – which is known to show
indications of mbl [AL18]. The corresponding plot is shown in Fig. 6.11, where it is clear
that the tripartite information now reaches a non-vanishing plateau value even for large
disorder strength, on a timescale that becomes exponentially large in the travel distance
forhigherdisorder strength. Wefitted logistic functions to thedata tofindout the timescale
𝑇 and the plateau value 𝐼3(∞), which will be analysed in the following.

In Fig. 6.12, we see how the plateau value that the tripartite information reaches after a
1A 64 bit IEEE 754 floating point number with 52 mantissa bits [IEEE19].
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Figure 6.11: Spreading of information through the isotropic Heisenberg chain (Δ = 1, 𝐿 =
12) between two subsystemsof size ℓ = 2 at opposite ends. Thedashed lines arefits against
a logistic function, see main text. Figure 10 from Bölter and Kehrein [BK22b].

very long time is suppressed by the disorder. Not only the speed but also the amplitude of
the information signal is affected by the disorder.

In Fig. 6.13, we additionally see how information is getting stuck in the system, as the am-
plitude is reduced with larger subsystem separation.

Next, we look at the timescale onwhich the signal arrives, whichwe estimate by the arrival
time 𝑇 at which 𝐼3 has reached half of its plateau value. The signal is travelling inside a
lightcone that is growing logarithmically slowly. A picture of the lightcone can be seen in
Fig. 6.14.

The arrival time itself is shown in Figs. 6.15 & 6.16, where we see that it depends exponen-
tially on both the distance and the disorder strength. In Fig. 6.16, it is noticeable that the
lightcone spreads on very similar timescales for different system sizes, apart fromwhen it
hits the boundary of the system, where it seems to speed up as the last data points on the
lines are shifted downward. This can be intuitively understood, as the information signal is
reflected at the boundary, whichwill cause the tripartite information to growmore quickly
for the system layout where the subsystem 𝐶 is at the edge of the system.
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Figure 6.12: Asymptotic value at late times of the rescaled tripartite information ̃𝐼3(𝑡) be-
tween two subsystems of size ℓ = 2 at opposite ends of the isotropic Heisenberg chain
(Δ = 1). Here the system size is varied while 𝑑 is fixed at the maximum value 𝑑 = 𝐿 − 2ℓ.
See Fig. 6.13 for results with varying subsystem separation. Figure 11 from Bölter and
Kehrein [BK22b].

6.2.1 Different Subsystem Sizes

We also changed the subsystem size to ℓ = 1 or ℓ = 3, where the results are very similar
to those in the main part with the subsystem size ℓ = 2. The tripartite information still
reaches a plateau value on some timescale (cf Fig. 6.17), where the asymptotic value is
suppressed by disorder (cf Fig. 6.18), and the arrival time is still exponentially large in the
distance and the disorder strength (cf. Fig. 6.19).

As we had alluded to earlier, the finite-size effects are smaller when the subsystem size ℓ
is decreased since the value of the tripartite information actually gets much closer to both
the Haar limit and zero in the limit of high or low disorder strength for the case of the
subsystem 𝐶 only containing one lattice site. In order to suppress the finite fize effects,
it seems reasonable that not only should the smaller subsystem be much smaller than the
total system, but also much smaller than the remainder of the system, i.e. ℓ ≪ 𝐿 − ℓ.
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Figure 6.13: Asymptotic value at late times of the rescaled tripartite information ̃𝐼3(𝑡) be-
tween two subsystems of size ℓ = 2 of the isotropic Heisenberg chain (Δ = 1). Here the
subsystem separation is variedwith𝐿 = 12fixed, in contrast to the previous figure. Figure
12 from Bölter and Kehrein [BK22b].

Figure 6.14: Dynamics of the tripartite information 𝐼3 in the space-time plane with sub-
systems of size ℓ = 2 in the isotropic Heisenberg chain (Δ = 1, ℓ = 12). In the strongly
disordered system (𝑊 = 6), the spreading of information takes an exponentially long time.
Figure 13 from Bölter and Kehrein [BK22b].
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Figure 6.15: Arrival time of the information between two subsystems of size ℓ = 2 of the
isotropic Heisenberg chain (Δ = 1) across a distance of 𝑑 spins. We again vary the sub-
system separation 𝑑 for a fixed system size 𝐿 = 12, a comparison of different system sizes
can be found in Fig. 6.16. Figure 14 from Bölter and Kehrein [BK22b].

Figure 6.16: Arrival time of the information between two subsystems of size ℓ = 2 of the
isotropic Heisenberg chain (Δ = 1) across a distance of 𝑑 spins. Figure 15 from Bölter and
Kehrein [BK22b].
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(a) ℓ = 1 (b) ℓ = 2 (c) ℓ = 3

Figure 6.17: Spreading of information through the isotropic Heisenberg chain (Δ = 1, 𝐿 =
12) between two subsystems at opposite ends. The values in Fig. 6.17a were normalized
because the step becomes very small for higher disorder strength 𝑊 and is hard to see
otherwise. Figure 16 from Bölter and Kehrein [BK22b].

(a) ℓ = 1 (b) ℓ = 2 (c) ℓ = 3

Figure 6.18: Asymptotic value of tripartite information between two subsystems at oppo-
site ends of the isotropic Heisenberg chain (Δ = 1). Figure 17 from Bölter and Kehrein
[BK22b].
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(a) ℓ = 1 (b) ℓ = 2 (c) ℓ = 3

Figure 6.19: Arrival time of the information between two subsystems of the isotropic
Heisenberg chain (Δ = 1) across a distance of 𝑑 spins. Figure 18 from Bölter and Kehrein
[BK22b].
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6.3 Transverse Field Ising Model
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Figure 6.20: Phase diagram of the disordered Ising chain where 𝜖 is the energy density
compared to the total bandwidth (𝜖 = 1 in the exact centre of the band) and 𝛿𝐽 the disorder
strength. Taken from Kjäll, Bardarson, andPollmann [KBP14]. Reprintedwithpermission
from APS.

We also studied another mbl model, the disordered transverse field Ising chain, which
had already been studied in Kjäll, Bardarson, and Pollmann [KBP14]. There it was found
that, as the disorder is increased, it first undergoes the mbl transition and then another
transition from paramagnetic to spin-glass, as shown in Fig. 6.20. In the spin-glass phase,
the order parameter

𝜒SG
𝑛 = 1

𝐿

𝐿
∑
𝑖,𝑗=1

⟨𝑛|𝜎𝑧
𝑖 𝜎𝑧

𝑗 |𝑛⟩2 (6.3)

diverges proportional to the system size in the thermodynamic limit [KBP14].

The Hamiltonian of the model is the following:

𝐻 = −
𝐿−1
∑
𝑖=1

𝐽𝑖𝜎𝑧
𝑖 𝜎𝑧

𝑖+1 + 𝐽2

𝐿−2
∑
𝑖=1

𝜎𝑧
𝑖 𝜎𝑧

𝑖+2 + ℎ
𝐿

∑
𝑖=1

𝜎𝑥
𝑖 , (6.4)

where the nearest neighbour couplings 𝐽𝑖 are now randomly selected from [𝐽 −𝑊, 𝐽 +𝑊].
We also set 𝐽 = 1, 𝐽2 = ℎ/2 = 0.3 in agreement with Kjäll, Bardarson, and Pollmann
[KBP14]. In the previous section, we had a random magnetic field that only affected indi-
vidual sites, but the disorder, in this case, is in the couplings between neighbouring sites,
which will have significant consequences. Unlike the previous spin chain, the Isingmodel
does not have conservation of net magnetization, so this time we are using the full 2𝐿 di-
mensional Hilbert space, and the tripartite information vanishes initially (see Section 3.2).
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Figure 6.21: Asymptotic value at late times of the rescaled tripartite information ̃𝐼3(𝑡) be-
tween two subsystems of size ℓ = 2 at opposite ends of the transverse field Ising model.
The dashed lines correspond approximately to the two transitions shown in the phase dia-
gram in Fig. 6.20.

The value of the tripartite information at late times is shown in Fig. 6.21, where we can
clearly distinguish two plateaus at low and high disorder strength. Unlike in the previous
case, the spins in the systemdo not freeze out completely in the limit of infinite disorder, as
the disorder is now in the couplings. Strongly coupled spins can flip synchronously with-
out paying the associated large energy cost, which leaves open degrees of freedom that
can transport information through the system. This could explain how the tripartite infor-
mation converges to a value much higher than its initial value even for strong disorder, in
contrast to the previously studied XXZ-chain. Unfortunately, the transition of the asymp-
totic value is quite broad, and it is impossible to identify two separate phase transitions.
To get data with a sharper transition that could be more clearly associated with one or
both of the phase transitions, it would be beneficial to restrict the system to a small energy
window and access larger system sizes, which we have not done so far.

In Fig. 6.22, the arrival time of the information signal is shown, where we see that we get
similar behaviour to the Heisenberg spin chain as the transport is exponentially slowed
down when the disorder is increased, which is a signal of the mbl transition.
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Figure 6.22: Arrival time of the information between two subsystems of size ℓ = 2 at oppo-
site ends of the transverse field Ising model. The dashed lines correspond approximately
to the two transitions shown in the phase diagram in Fig. 6.20.

As seen in Huse et al. [Hus+13], there is supposedly an additional spectral transition at
high disorder strength, where a paired spectrum emerges. We rather optimistically calcu-
lated data up to very large disorder strengths to investigate this and ran into the problem
that the energy differences Δ𝐸𝑛 = (𝐸𝑛+1 − 𝐸𝑛) between the paired states became too
small for the numerical precision, with the spurious effect that it eventually became in-
dependent of the disorder strength. This, however, is just a numerical artefact and is not
shown in the data, which has been cut off at reasonable values of the disorder strength that
do not cause this problem.

The results in this section are currently in preparation for publication.
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Chapter 7

Discussion

The topic of this thesis is the transport of information in one-dimensional quantummany-
body systems. For that purposewe studied scrambling, that is the delocalization of initially
localized information, in closedquantumsystemsundergoingunitary time evolution, using
the observable-independent tripartite information 𝐼3. Because of the required purification
of the quantum state and its associated doubling of the effective system size our studies
were limited to a total number of 16 qubits. We also performed an analytical calculation
of the tripartite information in qubit systems, which, however, yielded only limited results
since we could only calculate the early-time behaviour of the tripartite information in sec-
ond order in time for non-interacting spinless fermions and hard-core bosons.

On the numerical side of the project, we could successfully observe the transport of infor-
mation in disorder-free systems in Chapter 5, which is akin to the hydrodynamic spread-
ing of out-of-time-order correlation functions, that is awavefront that spreads through the
system ballistically with a butterfly velocity 𝑣𝐵. The wavefront is initially very steep, but
then over time 𝑡 gets diffusively broadened proportional to

√
𝑡.

We then looked at disordered systems in Chapter 6, specifically systems that have a local-
ization transitionwhen disorder is introduced. For the non-interacting XX chain, we could
see the Anderson localization as the information transport is completely suppressed.
For the interacting Heisenberg chain the transition from ergodic to many-body-localized
could also clearly be observed since after the transition, the information transport is par-
tially suppressed in amplitude and becomes exponentially slow, as the information signal
spreads inside a lightcone that is now only growing logarithmically in time.

There are also related works that use the tripartite information, for example, Sun, Cui,
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and Fan [SCF21] that has a very different system layout in which all but one of the qubits
are time evolved [IS18], but stresses the potential experimental realization using quan-
tum state tomography. Also, there are some interesting analytical results in Sünderhauf
et al. [Sün+19] where they found the tripartite information of the second Rényi order for
the so-called Brownian SYK Model, which is a simplification of the SYK model that allows
the calculation to be done at finite values of 𝑁 [SY93; SSS19]. Much more closely aligned
with our approach are the works Kuno, Orito, and Ichinose [KOI22] and Orito, Kuno,
and Ichinose [OKI22] since they use the same layout of the partitions 𝐴, 𝐵, 𝐶, and 𝐷, for
example, studying disorder-free spin chains with multiple-spin interactions and finding a
phase-transition-like behaviour in the late-time value of the tripartite information as inte-
grability is broken. This nicely complements our earlier results on the same observable in
spinless fermion systems in Chapter 5.

In the introduction, we presented the tripartite information together with two othermeth-
ods of diagnosing information transport, namely the entanglement entropy after a quan-
tum quench and the out-of-time-order correlation functions. The advantage of the tripar-
tite information is that it has a spatial resolution similar to the correlation functions, where
the spreading of the signal, for example, over individual lattice sites can be studied, but is
also observable-independent, similar to the entanglement entropy and other information-
theoretic quantities. However, there are also some clear disadvantages to this approach:
because the method fundamentally relies on describing the physical system 𝐴𝐵 using an
infinite-temperature state, the effective system size compared to a pure-state description
doubles, which wreaks havoc with the numerically accessible system sizes, as the space
and time complexity of the numerical calculation depends exponentially on the now dou-
bled effective system size 2𝐿. Furthermore, we could not find any analytical results for
the tripartite information beyond the short-time limit, which would be outright required
to diagnose scrambling behaviour analytically. Maybe a conformal field theory approach,
which has been successfull already to calculate entanglement entropies in one spatial di-
mension [CC09], could be used.

Key factors for our results were the independent implementations by Oskar Schnaack and
Sebastian Paeckel for the calculation of the tripartite information that were used to verify
the numerical results. It should be pointed out that the codewe created is quite generic and
can calculate the tripartite information (and its Haar-averaged value) for arbitraryHamil-
tonians and systempartitionings in terms of size, position, and contiguity of both the input
and the output subsystems, and the state can also be constructed using arbitrary tempera-
ture or chemical potential. Because of this it can also serve in future research projects and
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for this purpose we provided a comprehensive overview of the numerical implementation
in Chapter 4. The output data is optimized for high-throughput data aggregation on high-
performance compute clusters, and all generated cached or raw data are checksummed to
prevent data corruption.

Aswehaveused it so far, the tripartite informationhas no energy resolution, asweused the
maximally entangled state that corresponds to an infinite temperature in the physical sub-
systems 𝐴𝐵 and 𝐶𝐷 throughout. This was caused by the unavailability of a replacement
for the Haar-averaged value at finite temperatures. Without energy resolution, only tran-
sitions that affect all the eigenstates at a similar parameter range can be sharply observed
in the tripartite information, while transitions depending on a small selection of states
are washed out. Future work could definitely look at intermediate and low-temperature
scrambling if such a comparison value could be established. In particular an efficient im-
plementation of the method that includes a restriction to a finite window of the system’s
spectrum could greatly improve the situation in terms of the energy resolution. A further
direction of interest is the analytical calculation of the tripartite information and also the
generalization to two- and three-dimensional systems. Exciting new physics – akin to the
fractional quantumhall effect [KDP80; TSG82; Lau83] –might be lurking in higher dimen-
sions!
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Appendix B

Source Code of the Partial Trace
Implementation

1 #ifndef HARDCORE_BOSONS

2 int i, j, k, l;

3 #endif

4

5 const double sign[2] = {1.0, -1.0};

6

7 // We need indices for rho_TFD = rho_ABCD and rho_AC

8 // We calculate the matrix elements of rho_TFD on

9 // the fly from the TFD vector

10 int row_AB, col_AB, row_CD, col_CD;

11 int row_A, col_A, row_C, col_C;

12

13 // We only need the diagonal masks for B and D!

14 // The actual index would be pext(*_diag, mask_*)

15 int B_diag, D_diag;

16

17 int AC, row_ABCD, col_ABCD;

18

19 int length_A = __builtin_popcount(mask_A);

20 int length_C = __builtin_popcount(mask_C);

21 int mask_B = ((1<<L) - 1) - mask_A;
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22 int mask_D = ((1<<L) - 1) - mask_C;

23

24 char buf[1024];

25

26 start = clock();

27

28 memset(rho_red, '\0', (1<<length_A) * (1<<length_A)

29 * (1<<length_C) * (1<<length_C) * sizeof(double _Complex));

30

31 for(row_AB = 0; row_AB < (1 << L); row_AB++)

32 {

33 row_A = _pext_u32(row_AB, mask_A);

34 B_diag = row_AB & mask_B;

35

36 for(row_CD = 0; row_CD < (1 << L); row_CD++)

37 {

38 row_C = _pext_u32(row_CD, mask_C);

39 D_diag = row_CD & mask_D;

40

41 row_ABCD = row_CD + (row_AB << L);

42

43 if(TFD[row_ABCD] == 0.0)

44 {

45 continue;

46 }

47

48 #ifndef HARDCORE_BOSONS

49 k = 0;

50 for(i = 1; i < L; i++)

51 {

52 k += __builtin_popcount(_pdep_u32(row_C, mask_C) & (D_diag << i));

53 k += __builtin_popcount(_pdep_u32(row_A, mask_A) & (B_diag << i));

54 }

55 #endif

56

57 for(col_A = 0; col_A < (1 << length_A); col_A++)
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58 {

59 col_AB = _pdep_u32(col_A, mask_A) + B_diag;

60

61 #ifndef HARDCORE_BOSONS

62 j = 0;

63 for(i = 1; i < L; i++)

64 {

65 j += __builtin_popcount(_pdep_u32(col_A, mask_A) & (B_diag << i));

66 }

67 #endif

68

69 for(col_C = 0; col_C < (1 << length_C); col_C++)

70 {

71 col_CD = _pdep_u32(col_C, mask_C) + D_diag;

72

73 // Should be inverse order of for loops to help the compiler!

74 AC = col_C + ((col_A +

75 ((row_C + (row_A << length_C)) << length_A)) << length_C);

76 col_ABCD = col_CD + (col_AB << L);

77 // We need take into account the commutation relations of the

78 // fermionic operators!

79

80 #ifndef HARDCORE_BOSONS

81 l = 0;

82 for(i = 1; i < L; i++)

83 {

84 l += __builtin_popcount(_pdep_u32(col_C, mask_C) & (D_diag << i));

85 }

86 #endif

87

88 // Same here: make sure the conj() does not depend on the inner loops!

89

90 #ifdef HARDCORE_BOSONS

91 rho_red[AC] += conj(TFD[row_ABCD]) * TFD[col_ABCD];

92 #else

93 rho_red[AC] += sign[(j+k+l)&1] * conj(TFD[row_ABCD]) * TFD[col_ABCD];
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94 #endif

95 }

96 }

97 }

98 #ifndef QUIET

99 snprintf(buf, sizeof(buf), "Partial Trace %i/%i", row_AB+1, 1 << L);

100 report_status(buf);

101 #endif

102 }

103 #ifdef QUIET

104 snprintf(buf, sizeof(buf), "Partial Trace %i/%i", 1 << L, 1 << L);

105 report_status(buf);

106 #endif

107

108 report_elapsed_time();

109

110 show_checksum(rho_red, (1<<length_A) * (1<<length_C) * sizeof (double _Complex));

111

112 #ifdef DEBUG

113 check_hermitian(rho_red, (1<<length_A) * (1<<length_C));

114 #endif
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Appendix C

SymMPS Setup Files

The following finite state machine representation of the spinless fermion systemwas used
in conjunction with SymMPS[SymMPS].

1 # local operators supported by this basis: Id; f; f_dagger; n_f; n_h

2 # in curly brackets exprtk is used to parse expressions,

3 # known variables are position, L, time, beta

4

5 subsection transposition

6 set parameters = i1; i2

7 set description = n_swaps=1

8 set transitions = I:Id:I; F:Id:F; \

9 I:at_i1*f_dagger:A; A:Id:A; A:at_i2*f:F; \

10 I:at_i1*f:B; B:Id:B; B:at_i2*f_dagger:F; \

11 I:at_i1*n_f:C; C:Id:C; C:at_i2*n_f:F; \

12 I:at_i1*n_h:D; D:Id:D; D:at_i2*n_h:F

13 set print_ignore = Id

14 set weight_functions = \

15 at_i1: { if((position == i1), 1.0, 0.0) }; \

16 at_i2: { if((position == i2), 1.0, 0.0) };

17 end

18

19 subsection spinless_fermions_tfd

20 set parameters = \
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21 t_aux; t_phys; lambda_aux; lambda_phys; V_aux; V_phys

22 set description =

23 set transitions = \

24 I:Id:I; F:Id:F; \

25 I:t1*f_dagger:T1; T1:Id:T2; T2:f:F; \

26 I:t2*f:T3; T3:Id:T4; T4:f_dagger:F; \

27 I:l1*f_dagger:TT1; TT1:Id:TT2; TT2:Id:T1; \

28 I:l2*f:TT3; TT3:Id:TT4; TT4:Id:T3; \

29 I:V*n_f:V1; V1:Id:V2; V2:n_f:F;

30 set print_ignore = Id

31 set weight_functions = \

32 t1: {t_phys*even(position)+t_aux*odd(position)}; \

33 t2: {-t_phys*even(position)-t_aux*odd(position)}; \

34 l1: {lambda_phys*even(position)+lambda_aux*odd(position)}; \

35 l2: {-lambda_phys*even(position)-lambda_aux*odd(position)}; \

36 V: {V_phys*even(position)+V_aux*odd(position)};

37 end

The following model parameter file was also used.

1 subsection spinless_fermions_tfd

2 subsection ground_state

3 set t_phys = -1.0

4 set lambda_phys = -0.5

5 set V_phys = 0.25

6 set t_aux = 0.0

7 set lambda_aux = 0.0

8 set V_aux = 0.0

9 end

10 end

While the following commands were used to create the initial state of the system in the
SymMPS framework:

L=8

DISC_WT="1e-12"

CHI_MAX=1000
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#create real and complex lattice

sym-create-lattice -F d -L $(( 2*L )) -b custom -g 'n_f' -t $L -o lattice.real

sym-create-lattice -F c -L $(( 2*L )) -b custom -g 'n_f' -t $L -o lattice.complex

#create mpo for time-evolution

create_symmpo -i lattice.complex -r '' -P model_parameters.prm \

-M spinless_fermions_tfd -n H -o mpo.complex

#create infinite temperature state in grand-canonical ensemble

sym-create-mps -i lattice.real -t max-entangled -w ${CHI_MAX} \

-d ${DISC_WT} -o t_inf.symmps

The parameters for the dmrg simulation were: discarded weight 10−12, 𝜒max = 1000 and
the executable sym-calc-i3 was called with the parameters -g 4 -n 10 -e 1e-12.

The used version of SymMPS was b7a9541132bf7512b9d6c5490d72af445be29a64.
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Appendix D

Short-time Behaviour of 𝐼3

We can split up the Hamiltonian 𝐻 into a part 𝐻0 that only acts inside the respective par-
tition and a part 𝐻⋈ that connects the two partitions:

𝐻 = 𝐻0 + 𝐻⋈. (D.1)

If we act unitarily on only one of the subsystems, say with 𝑈𝐴 ∶ 𝐻𝐴 → 𝐻𝐴, we can-
not change the correlations between the subsystems, and the tripartite information will
stay invariant. This also follows from the symmetry of the tripartite information, e.g.
𝐼3(𝐴 ∶ 𝐵 ∶ 𝐶) ≡ 𝐼3(𝐵 ∶ 𝐶 ∶ 𝐷), which itself follows from the purity of the state of 𝐴𝐵𝐶𝐷.

This in turn motivates us to write down the thermo-field double state |TFD⟩ in such a way
that the dependence of the short-time behaviour on 𝐻⋈ becomes manifest.

|TFD⟩ = 1√
𝑍

∑
𝑛

𝑒−𝛽𝐻/2 |𝑛⟩𝐴𝐵 ⊗ 𝑒𝑖𝐻0𝑡𝑒−𝑖(𝐻0+𝐻⋈)𝑡 ||𝑛⟩⟩𝐶𝐷 (D.2)

Wenowexpand around 𝑡 = 0while applying the Baker–Campbell–Hausdorff formula:

𝑒𝑖𝐻0𝑡𝑒−𝑖(𝐻0+𝐻⋈)𝑡 = 𝑒−𝑖𝐻⋈𝑡+ 1
2 [𝐻0,𝐻⋈]𝑡2 + 𝑂(𝑡3) (D.3)

= 1 − 𝑖𝑡𝐻⋈ − 𝑡2

2
𝐻2

⋈ + 𝑡2

2
[𝐻0, 𝐻⋈] + 𝑂(𝑡3) (D.4)

For the free fermion system with open boundary conditions and partition boundary in the
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centre of the chain, we have explicitly:

𝐻0 = −
𝐿/2−1

∑
𝑗=1

( ̂𝑐†
𝑗 ̂𝑐𝑗+1 + h.c.) −

𝐿−1
∑

𝑗=𝐿/2+1
( ̂𝑐†

𝑗 ̂𝑐𝑗+1 + h.c.) (D.5)

𝐻⋈ = − ( ̂𝑐†
𝑗 ̂𝑐𝑗+1 + h.c.)∣

𝑗=𝐿/2

(D.6)

𝐻2
⋈ = ( ̂𝑐†

𝑗 ̂𝑐𝑗+1 ̂𝑐†
𝑗+1 ̂𝑐𝑗 + ̂𝑐†

𝑗+1 ̂𝑐𝑗 ̂𝑐†
𝑗 ̂𝑐𝑗+1)∣

𝑗=𝐿/2

= �̂�𝐿/2( ̂1 − �̂�𝐿/2+1) + �̂�𝐿/2+1( ̂1 − �̂�𝐿/2)

[𝐻0, 𝐻⋈] = [ ̂𝑐†
𝐿/2−1 ̂𝑐𝐿/2 + ̂𝑐†

𝐿/2+1 ̂𝑐𝐿/2+2, ̂𝑐†
𝐿/2 ̂𝑐𝐿/2+1] − h.c.

= [ ̂𝑐†
𝐿/2−1 ̂𝑐𝐿/2, ̂𝑐†

𝐿/2 ̂𝑐𝐿/2+1] + [ ̂𝑐†
𝐿/2+1 ̂𝑐𝐿/2+2, ̂𝑐†

𝐿/2 ̂𝑐𝐿/2+1] − h.c.

= [ ̂𝑐†
𝐿/2−1 ̂𝑐𝐿/2, ̂𝑐†

𝐿/2 ̂𝑐𝐿/2+1] − [ ̂𝑐†
𝐿/2 ̂𝑐𝐿/2+1, ̂𝑐†

𝐿/2+1 ̂𝑐𝐿/2+2] − h.c.

= ̂𝑐†
𝐿/2−1 { ̂𝑐𝐿/2, ̂𝑐†

𝐿/2} ̂𝑐𝐿/2+1 − ̂𝑐†
𝐿/2 { ̂𝑐𝐿/2+1, ̂𝑐†

𝐿/2+1} ̂𝑐𝐿/2+2 − h.c.

= ̂𝑐†
𝐿/2−1 ̂𝑐𝐿/2+1 − ̂𝑐†

𝐿/2 ̂𝑐𝐿/2+2 − h.c.
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We will now expand the thermo-field double state for 𝛽 = 0.

𝜌0
def= 𝜌TFD(𝑡 = 0) = 1

𝑍
∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ ||𝑛⟩⟩ ⟨⟨𝑚||

𝜌TFD = 1
𝑍

∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ 𝑒𝑖𝐻0𝑡𝑒−𝑖(𝐻0+𝐻⋈)𝑡 ||𝑛⟩⟩ ⟨⟨𝑚|| 𝑒𝑖(𝐻0+𝐻⋈)𝑡𝑒−𝑖𝐻0𝑡

= 1
𝑍

∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ (1 − 𝑖𝑡𝐻⋈ − 𝑡2

2
𝐻2

⋈ + 𝑡2

2
[𝐻0, 𝐻⋈]) ||𝑛⟩⟩

⟨⟨𝑚|| (1 + 𝑖𝑡𝐻⋈ − 𝑡2

2
𝐻2

⋈ − 𝑡2

2
[𝐻0, 𝐻⋈]) + 𝑂(𝑡3)

= 1
𝑍

∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ ( ||𝑛⟩⟩ ⟨⟨𝑚|| − 𝑖𝑡𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| + ||𝑛⟩⟩ ⟨⟨𝑚|| 𝑖𝑡𝐻⋈

+ 𝑡2𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻⋈ − 𝑡2

2
𝐻2

⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| + 𝑡2

2
[𝐻0, 𝐻⋈] ||𝑛⟩⟩ ⟨⟨𝑚||

− ||𝑛⟩⟩ ⟨⟨𝑚|| 𝑡2

2
𝐻2

⋈ − ||𝑛⟩⟩ ⟨⟨𝑚|| 𝑡2

2
[𝐻0, 𝐻⋈]) + 𝑂(𝑡3)

= 𝜌0 − 𝑖𝑡 1
𝑍

∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ (𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| − ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻⋈)

+ 𝑡2

2
1
𝑍

∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ (2𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻⋈ − 𝐻2
⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| + [𝐻0, 𝐻⋈] ||𝑛⟩⟩ ⟨⟨𝑚||

− ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻2
⋈ − ||𝑛⟩⟩ ⟨⟨𝑚|| [𝐻0, 𝐻⋈]) + 𝑂(𝑡3)
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𝜌2
TFD = 𝜌2

0

− 𝑖𝑡 1
𝑍

𝜌0 ∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ (𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| − ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻⋈)

− 𝑖𝑡 1
𝑍

∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ (𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| − ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻⋈)𝜌0

− 𝑡2 1
𝑍2 ∑

𝑛,𝑚,𝜈
|𝑛⟩ ⟨𝑚| ⊗ (𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝜈|| 𝐻⋈ ||𝜈⟩⟩⏟⏟⏟⏟⏟

0

⟨⟨𝑚|| − 𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝜈||𝜈⟩⟩ ⟨⟨𝑚|| 𝐻⋈)

+ 𝑡2 1
𝑍2 ∑

𝑛,𝑚,𝜈
|𝑛⟩ ⟨𝑚| ⊗ ( ||𝑛⟩⟩ ⟨⟨𝜈|| 𝐻⋈𝐻⋈ ||𝜈⟩⟩ ⟨⟨𝑚|| − ||𝑛⟩⟩ ⟨⟨𝜈|| 𝐻⋈ ||𝜈⟩⟩⏟⏟⏟⏟⏟

0

⟨⟨𝑚|| 𝐻⋈)

+ 𝑡2

2
1
𝑍

𝜌0 ∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ (2𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻⋈ − 𝐻2
⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| + [𝐻0, 𝐻⋈] ||𝑛⟩⟩ ⟨⟨𝑚||

− ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻2
⋈ − ||𝑛⟩⟩ ⟨⟨𝑚|| [𝐻0, 𝐻⋈])

+ 𝑡2

2
1
𝑍

∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ (2𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻⋈ − 𝐻2
⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| + [𝐻0, 𝐻⋈] ||𝑛⟩⟩ ⟨⟨𝑚||

− ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻2
⋈ − ||𝑛⟩⟩ ⟨⟨𝑚|| [𝐻0, 𝐻⋈])𝜌0 + 𝑂(𝑡3)

= 𝜌2
0

− 𝑖𝑡 1
𝑍

∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ ( ||𝑛⟩⟩ ∑
𝜈

⟨⟨𝜈|| 𝐻⋈ ||𝜈⟩⟩⏟⏟⏟⏟⏟
0

⟨⟨𝑚|| − ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻⋈)

− 𝑖𝑡 1
𝑍

∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ (𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| − ||𝑛⟩⟩ ∑
𝜈

⟨⟨𝑛𝑢|| 𝐻⋈ ||𝑛𝑢⟩⟩⏟⏟⏟⏟⏟⏟⏟
0

⟨⟨𝑚|| )

+ 𝑡2 1
𝑍2 ∑

𝑛,𝑚,𝜈
|𝑛⟩ ⟨𝑚| ⊗ (𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝜈||𝜈⟩⟩ ⟨⟨𝑚|| 𝐻⋈ + ||𝑛⟩⟩ ⟨⟨𝜈|| 𝐻⋈𝐻⋈ ||𝜈⟩⟩ ⟨⟨𝑚|| )

+ 𝑡2

2
1

𝑍2 ∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ ( ||𝑛⟩⟩ ∑
𝜈

⟨⟨𝜈|| 2𝐻⋈ ||𝜈⟩⟩⏟⏟⏟⏟⏟
0

⟨⟨𝑚|| 𝐻⋈ − ||𝑛⟩⟩ ∑
𝜈

⟨⟨𝜈|| 𝐻2
⋈ ||𝜈⟩⟩ ⟨⟨𝑚||

+ ||𝑛⟩⟩ ∑
𝜈

⟨⟨𝜈|| [𝐻0, 𝐻⋈] ||𝜈⟩⟩⏟⏟⏟⏟⏟⏟⏟
0

⟨⟨𝑚|| − ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻2
⋈ − ||𝑛⟩⟩ ⟨⟨𝑚|| [𝐻0, 𝐻⋈])

+ 𝑡2

2
1

𝑍2 ∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ (2𝐻⋈ ||𝑛⟩⟩ ∑
𝜈

⟨⟨𝜈|| 𝐻⋈ ||𝜈⟩⟩⏟⏟⏟⏟⏟
0

⟨⟨𝑚|| − 𝐻2
⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| + [𝐻0, 𝐻⋈] ||𝑛⟩⟩ ⟨⟨𝑚||

− ||𝑛⟩⟩ ∑
𝜈

⟨⟨𝜈|| 𝐻2
⋈ ||𝜈⟩⟩ ⟨⟨𝑚|| − ||𝑛⟩⟩ ∑

𝜈
⟨⟨𝜈|| [𝐻0, 𝐻⋈] ||𝜈⟩⟩⏟⏟⏟⏟⏟⏟⏟

0

⟨⟨𝑚|| ) + 𝑂(𝑡3)
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𝜌2
TFD = 𝜌2

0 + 𝑖𝑡 1
𝑍

∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ ( ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻⋈ − 𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| )

+ 𝑡2 1
𝑍2 ∑

𝑛,𝑚
|𝑛⟩ ⟨𝑚| ⊗ 𝐻⋈ ||𝑛⟩⟩ ⟨⟨𝑚|| 𝐻⋈

− 𝑡2

2
1

𝑍2 ∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ { ||𝑛⟩⟩ ⟨⟨𝑚|| , 𝐻2
⋈}

+ 𝑡2

2
1

𝑍2 ∑
𝑛,𝑚

|𝑛⟩ ⟨𝑚| ⊗ [ ||𝑛⟩⟩ ⟨⟨𝑚|| , [𝐻0, 𝐻⋈]] + 𝑂(𝑡3)

Tr𝜌2
TFD = Tr𝜌2

0 + 𝑡2

𝑍
Tr(𝐻⋈ ∑

𝜈
||𝜈⟩⟩ ⟨⟨𝜈|| 𝐻⋈ − 1

2
(𝐻2

⋈ + 𝐻2
⋈)) + 𝑂(𝑡3) = 1 + 𝑂(𝑡3)

⇒ 𝑆(2)
𝐴𝐵𝐶𝐷 = 0

𝜌𝐴𝐶(𝑡 = 0) = 2𝐿/2

2𝐿 ( |0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩ )⊗𝐿/2( ⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1|| )⊗𝐿/2

⇒ 𝑆𝐴𝐶(𝑡 = 0) = 0

𝜌𝐴𝐷(𝑡 = 0) = 1
2𝐿 ( |0⟩ ⟨0| + |1⟩ ⟨1| )⊗𝐿/2( ||0⟩⟩ ⟨⟨0|| + ||1⟩⟩ ⟨⟨1|| )⊗𝐿/2

⇒ 𝑆𝐴𝐷(𝑡 = 0) = 𝐿 ⋅ 𝑆 (|0⟩ ⟨0| + |1⟩ ⟨1|
2

) = 𝐿

𝜌𝐴𝐶 = 2𝐿/2−2

2𝐿 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)⊗𝐿/2−2 (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)⊗𝐿/2−2

1
∑

𝑖,𝑗,𝑘,𝑙=0
[1𝐿/2−1 ⊗ 1𝐿/2 ⊗ ⟨𝑖| ⟨⟨𝑗||𝐿/2+1 ⊗ ⟨𝑘| ⟨⟨𝑙||𝐿/2+2 𝑒𝑖𝐻0𝑡𝑒−𝑖(𝐻0+𝐻⋈)𝑡

(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

𝑒𝑖(𝐻0+𝐻⋈)𝑡𝑒−𝑖𝐻0𝑡1𝐿/2−1 ⊗ 1𝐿/2 ⊗ |𝑖⟩ ||𝑗⟩⟩𝐿/2+1 ⊗ |𝑘⟩ ||𝑙⟩⟩𝐿/2+2 ]
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𝜌𝐴𝐷 = 1
2𝐿 (|0⟩ ⟨0| + |1⟩ ⟨1|)⊗𝐿/2−2

1
∑

𝑖,𝑗,𝑘,𝑙=0
[ ⟨⟨𝑖||𝐿/2−1 ⊗ ⟨⟨𝑗||𝐿/2 ⊗ ⟨𝑘|𝐿/2+1 ⊗ ⟨𝑙|𝐿/2+2 𝑒𝑖𝐻0𝑡𝑒−𝑖(𝐻0+𝐻⋈)𝑡

(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

𝑒𝑖(𝐻0+𝐻⋈)𝑡𝑒−𝑖𝐻0𝑡 ||𝑖⟩⟩𝐿/2−1 ⊗ ||𝑗⟩⟩𝐿/2 ⊗ |𝑘⟩𝐿/2+1 ⊗ |𝑘⟩ ||𝑙⟩⟩𝐿/2+2 ] (||0⟩⟩ ⟨⟨0|| + ||1⟩⟩ ⟨⟨1||)⊗𝐿/2−2

We now use the upper sign in ± or ∓ to denote hard-core bosonic systems, and the lower
sign to denote fermionic systems.

𝑒𝑖𝐻0𝑡𝑒−𝑖(𝐻0+𝐻⋈)𝑡

(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

= (1 − 𝑖𝑡𝐻⋈ − 𝑡2

2
𝐻2

⋈ + 𝑡2

2
[𝐻0, 𝐻⋈] + 𝑂(𝑡3))

(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

= (1 + 𝑖𝑡 ( ̂𝑐†
𝛽 ̂𝑐𝛾 + h.c.) − 𝑡2

2
(�̂�𝛽( ̂1 − �̂�𝛾) + �̂�𝛾( ̂1 − �̂�𝛽) + 𝑡2

2
( ̂𝑐†

𝛼 ̂𝑐𝛾 − ̂𝑐†
𝛽 ̂𝑐𝛿 − h.c.) + 𝑂(𝑡3))

(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛼 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛽 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛾 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛿

= (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛼 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛽 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛾 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛿

+ 𝑖𝑡 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛼 ⊗ (|0⟩ ||1⟩⟩)𝛽 ⊗ (|1⟩ ||0⟩⟩)𝛾 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛿

+ 𝑖𝑡 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛼 ⊗ (|1⟩ ||0⟩⟩)𝛽 ⊗ (|0⟩ ||1⟩⟩)𝛾 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛿

− 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛼 ⊗ (|1⟩ ||1⟩⟩)𝛽 ⊗ (|0⟩ ||0⟩⟩)𝛾 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛿

− 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛼 ⊗ (|0⟩ ||0⟩⟩)𝛽 ⊗ (|1⟩ ||1⟩⟩)𝛾 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛿

+ 𝑡2

2
(|0⟩ ||1⟩⟩)𝛼 ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩)𝛽 ⊗ (|1⟩ ||0⟩⟩)𝛾 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛿

− 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛼 ⊗ (|0⟩ ||1⟩⟩)𝛽 ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩)𝛾 ⊗ (|1⟩ ||0⟩⟩)𝛿

− 𝑡2

2
(|1⟩ ||0⟩⟩)𝛼 ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩)𝛽 ⊗ (|0⟩ ||1⟩⟩)𝛾 ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛿

+ 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)𝛼 ⊗ (|1⟩ ||0⟩⟩)𝛽 ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩)𝛾 ⊗ (|0⟩ ||1⟩⟩)𝛿 + 𝑂(𝑡3)
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𝜌𝐴𝐶 = 2𝐿/2−2

2𝐿 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)⊗𝐿/2−2 (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)⊗𝐿/2−2

1
∑

𝑖,𝑗,𝑘,𝑙=0
[1𝐿/2−1 ⊗ 1𝐿/2 ⊗ ⟨𝑖| ⟨⟨𝑗||𝐿/2+1 ⊗ ⟨𝑘| ⟨⟨𝑙||𝐿/2+2

[ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

+ 𝑖𝑡 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

+ 𝑖𝑡 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) ⊗ (|0⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

− 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

− 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩) ⊗ (|1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

+ 𝑡2

2
(|0⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

− 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩)

− 𝑡2

2
(|1⟩ ||0⟩⟩) ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

+ 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) ]
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[ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

− 𝑖𝑡 (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

− 𝑖𝑡 (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||) ⊗ (⟨0| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

− 𝑡2

2
(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

− 𝑡2

2
(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0||) ⊗ (⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

+ 𝑡2

2
(⟨0| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

− 𝑡2

2
(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||)

− 𝑡2

2
(⟨1| ⟨⟨0||) ⊗ (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

+ 𝑡2

2
(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||) ⊗ (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||) ]

1𝐿/2−1 ⊗ 1𝐿/2 ⊗ |𝑖⟩ ||𝑗⟩⟩𝐿/2+1 ⊗ |𝑘⟩ ||𝑙⟩⟩𝐿/2+2 ] + 𝑂(𝑡3)
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𝜌𝐴𝐶 = 2𝐿/2−2

2𝐿 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)⊗𝐿/2−2 (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)⊗𝐿/2−2 [

(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + (1 − 𝑡2

2
) |1⟩ ||1⟩⟩)

(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + (1 − 𝑡2

2
) ⟨1| ⟨⟨1||)

+ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + (1 − 𝑡2

2
) |1⟩ ||1⟩⟩)

(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + (1 − 𝑡2

2
) ⟨1| ⟨⟨1||)

+ 𝑡2 (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||)

+ 𝑡2 (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||)

+ 𝑡2 (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||)

+ 𝑡2 (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||)

+ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ ((1 − 𝑡2

2
) |0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ ((1 − 𝑡2

2
) ⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

+ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ ((1 − 𝑡2

2
) |0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ ((1 − 𝑡2

2
) ⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ] + 𝑂(𝑡3)
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= 2𝐿/2−1

2𝐿 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)⊗𝐿/2−2 (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)⊗𝐿/2−2 [

(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + (1 − 𝑡2

2
) |1⟩ ||1⟩⟩)

(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + (1 − 𝑡2

2
) ⟨1| ⟨⟨1||)

+ 𝑡2 (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||)

+ 𝑡2 (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||)

+ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ ((1 − 𝑡2

2
) |0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ ((1 − 𝑡2

2
) ⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ] + 𝑂(𝑡3)

= 2𝐿/2−1

2𝐿 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)⊗𝐿/2−2 (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)⊗𝐿/2−2 [

(2 − 𝑡2) ∑
𝑗𝑘

|𝑗⟩ ||𝑗⟩⟩ ⊗ |𝑘⟩ ||𝑘⟩⟩ ∑
𝑙𝑚

⟨𝑙| ⟨⟨𝑙|| ⊗ ⟨𝑚| ⟨⟨𝑚||

+ 𝑡2 (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (|1⟩ ||0⟩⟩ ⟨1| ⟨⟨0|| + |0⟩ ||1⟩⟩ ⟨0| ⟨⟨1||)

] + 𝑂(𝑡3)

The eigenvalues of the matrix describing the sites close to the boundary can be calculated
and they are {0, 𝑡2

4 , 𝑡2

4 , 1 − 𝑡2

2 } + 𝑂(𝑡3), (for both fermions and hard-core bosons), which
implies that 𝜌𝐴𝐶 will have the same three non-vanishing eigenvalues up to second order in
𝑡.
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𝜌𝐴𝐷 = 1
2𝐿 (|0⟩ ⟨0| + |1⟩ ⟨1|)⊗𝐿/2−2

1
∑

𝑖,𝑗,𝑘,𝑙=0
[ ⟨⟨𝑖||𝐿/2−1 ⊗ ⟨⟨𝑗||𝐿/2 ⊗ ⟨𝑘|𝐿/2+1 ⊗ ⟨𝑙|𝐿/2+2

[ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

+ 𝑖𝑡 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

+ 𝑖𝑡 (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) ⊗ (|0⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

− 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

− 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩) ⊗ (|1⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

+ 𝑡2

2
(|0⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

− 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩)

− 𝑡2

2
(|1⟩ ||0⟩⟩) ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) ⊗ (|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩)

+ 𝑡2

2
(|0⟩ ||0⟩⟩ + |1⟩ ||1⟩⟩) ⊗ (|1⟩ ||0⟩⟩) ⊗ (|0⟩ ||0⟩⟩ ± |1⟩ ||1⟩⟩) ⊗ (|0⟩ ||1⟩⟩) ]
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[ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

− 𝑖𝑡 (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

− 𝑖𝑡 (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||) ⊗ (⟨0| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

− 𝑡2

2
(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

− 𝑡2

2
(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0||) ⊗ (⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

+ 𝑡2

2
(⟨0| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

− 𝑡2

2
(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||)

− 𝑡2

2
(⟨1| ⟨⟨0||) ⊗ (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||) ⊗ (⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||)

+ 𝑡2

2
(⟨0| ⟨⟨0|| + ⟨1| ⟨⟨1||) ⊗ (⟨1| ⟨⟨0||) ⊗ (⟨0| ⟨⟨0|| ± ⟨1| ⟨⟨1||) ⊗ (⟨0| ⟨⟨1||) ]

||𝑖⟩⟩𝐿/2−1 ⊗ ||𝑗⟩⟩𝐿/2 ⊗ |𝑘⟩𝐿/2+1 ⊗ |𝑘⟩ ||𝑙⟩⟩𝐿/2+2 ] (||0⟩⟩ ⟨⟨0|| + ||1⟩⟩ ⟨⟨1||)⊗𝐿/2−2 + 𝑂(𝑡3)
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𝜌𝐴𝐷 = 1
2𝐿 (|0⟩ ⟨0| + |1⟩ ⟨1|)⊗𝐿/2−2 [

(|0⟩ |0⟩ ||0⟩⟩ ||0⟩⟩ + 𝑖𝑡 |0⟩ |1⟩ ||1⟩⟩ ||0⟩⟩ − 𝑡2

2
|1⟩ |0⟩ ||1⟩⟩ ||0⟩⟩ + 𝑡2

2
|0⟩ |1⟩ ||0⟩⟩ ||1⟩⟩)

(⟨0| ⟨0| ⟨⟨0|| ⟨⟨0|| − 𝑖𝑡 ⟨0| ⟨1| ⟨⟨1|| ⟨⟨0|| − 𝑡2

2
⟨1| ⟨0| ⟨⟨1|| ⟨⟨0|| + 𝑡2

2
⟨0| ⟨1| ⟨⟨0|| ⟨⟨1||)

+ (|0⟩ |0⟩ ||0⟩⟩ ||1⟩⟩ ± 𝑖𝑡 |0⟩ |1⟩ ||1⟩⟩ ||1⟩⟩ ∓ 𝑡2

2
|1⟩ |0⟩ ||1⟩⟩ ||1⟩⟩)

(⟨0| ⟨0| ⟨⟨0|| ⟨⟨1|| ∓ 𝑖𝑡 ⟨0| ⟨1| ⟨⟨1|| ⟨⟨1|| ∓ 𝑡2

2
⟨1| ⟨0| ⟨⟨1|| ⟨⟨1||)

+ ((1 − 𝑡2

2
) |0⟩ |0⟩ ||1⟩⟩ ||0⟩⟩ + 𝑡2

2
|0⟩ |1⟩ ||1⟩⟩ ||1⟩⟩) ((1 − 𝑡2

2
) ⟨0| ⟨0| ⟨⟨1|| ⟨⟨0|| + 𝑡2

2
⟨0| ⟨1| ⟨⟨1|| ⟨⟨1||)

+ ((1 − 𝑡2

2
) |0⟩ |0⟩ ||1⟩⟩ ||1⟩⟩) ((1 − 𝑡2

2
) ⟨0| ⟨0| ⟨⟨1|| ⟨⟨1||)

+ ((1 − 𝑡2

2
) |0⟩ |1⟩ ||0⟩⟩ ||0⟩⟩ ∓ 𝑡2

2
|1⟩ |1⟩ ||1⟩⟩ ||0⟩⟩) ((1 − 𝑡2

2
) ⟨0| ⟨1| ⟨⟨0|| ⟨⟨0|| ∓ 𝑡2

2
⟨1| ⟨1| ⟨⟨1|| ⟨⟨0||)

+ (±(1 − 𝑡2

2
) |0⟩ |1⟩ ||0⟩⟩ ||1⟩⟩ − 𝑡2

2
|0⟩ |0⟩ ||0⟩⟩ ||0⟩⟩ ∓ 𝑡2

2
|1⟩ |1⟩ ||1⟩⟩ ||1⟩⟩)

(±(1 − 𝑡2

2
) ⟨0| ⟨1| ⟨⟨0|| ⟨⟨1|| − 𝑡2

2
⟨0| ⟨0| ⟨⟨0|| ⟨⟨0|| ∓ 𝑡2

2
⟨1| ⟨1| ⟨⟨1|| ⟨⟨1||)

+ (± |0⟩ |1⟩ ||1⟩⟩ ||0⟩⟩ + 𝑖𝑡 |0⟩ |0⟩ ||0⟩⟩ ||0⟩⟩) (± ⟨0| ⟨1| ⟨⟨1|| ⟨⟨0|| − 𝑖𝑡 ⟨0| ⟨0| ⟨⟨0|| ⟨⟨0||)
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+ (|0⟩ |1⟩ ||1⟩⟩ ||1⟩⟩ + 𝑖𝑡 |0⟩ |0⟩ ||0⟩⟩ ||1⟩⟩ ∓ 𝑡2

2
|0⟩ |0⟩ ||1⟩⟩ ||0⟩⟩)

(⟨0| ⟨1| ⟨⟨1|| ⟨⟨1|| − 𝑖𝑡 ⟨0| ⟨0| ⟨⟨0|| ⟨⟨1|| ∓ 𝑡2

2
⟨0| ⟨0| ⟨⟨1|| ⟨⟨0||)

+ (|1⟩ |0⟩ ||0⟩⟩ ||0⟩⟩ + 𝑖𝑡 |1⟩ |1⟩ ||1⟩⟩ ||0⟩⟩ + 𝑡2

2
|1⟩ |1⟩ ||0⟩⟩ ||1⟩⟩)

(⟨1| ⟨0| ⟨⟨0|| ⟨⟨0|| − 𝑖𝑡 ⟨1| ⟨1| ⟨⟨1|| ⟨⟨0|| + 𝑡2

2
⟨1| ⟨1| ⟨⟨0|| ⟨⟨1||)

+ (± |1⟩ |0⟩ ||0⟩⟩ ||1⟩⟩ + 𝑖𝑡 |1⟩ |1⟩ ||1⟩⟩ ||1⟩⟩) (± ⟨1| ⟨0| ⟨⟨0|| ⟨⟨1|| − 𝑖𝑡 ⟨1| ⟨1| ⟨⟨1|| ⟨⟨1||)

+ (±(1 − 𝑡2

2
) |1⟩ |0⟩ ||1⟩⟩ ||0⟩⟩ + 𝑡2

2
|0⟩ |0⟩ ||0⟩⟩ ||0⟩⟩ ± 𝑡2

2
|1⟩ |1⟩ ||1⟩⟩ ||1⟩⟩)

(±(1 − 𝑡2

2
) ⟨1| ⟨0| ⟨⟨1|| ⟨⟨0|| + 𝑡2

2
⟨0| ⟨0| ⟨⟨0|| ⟨⟨0|| ± 𝑡2

2
⟨1| ⟨1| ⟨⟨1|| ⟨⟨1||)

+ ((1 − 𝑡2

2
) |1⟩ |0⟩ ||1⟩⟩ ||1⟩⟩ + 𝑡2

2
|0⟩ |0⟩ ||0⟩⟩ ||1⟩⟩) ((1 − 𝑡2

2
) ⟨1| ⟨0| ⟨⟨1|| ⟨⟨1|| + 𝑡2

2
⟨0| ⟨0| ⟨⟨0|| ⟨⟨1||)

+ ((1 − 𝑡2

2
) |1⟩ |1⟩ ||0⟩⟩ ||0⟩⟩) ((1 − 𝑡2

2
) ⟨1| ⟨1| ⟨⟨0|| ⟨⟨0||)

+ ((1 − 𝑡2

2
) |1⟩ |1⟩ ||0⟩⟩ ||1⟩⟩ ∓ 𝑡2

2
|1⟩ |0⟩ ||0⟩⟩ ||0⟩⟩) ((1 − 𝑡2

2
) ⟨1| ⟨1| ⟨⟨0|| ⟨⟨1|| ∓ 𝑡2

2
⟨1| ⟨0| ⟨⟨0|| ⟨⟨0||)

+ (|1⟩ |1⟩ ||1⟩⟩ ||0⟩⟩ ± 𝑖𝑡 |1⟩ |0⟩ ||0⟩⟩ ||0⟩⟩ + 𝑡2

2
|0⟩ |1⟩ ||0⟩⟩ ||0⟩⟩)

(⟨1| ⟨1| ⟨⟨1|| ⟨⟨0|| ∓ 𝑖𝑡 ⟨1| ⟨0| ⟨⟨0|| ⟨⟨0|| + 𝑡2

2
⟨0| ⟨1| ⟨⟨0|| ⟨⟨0||)

+ (|1⟩ |1⟩ ||1⟩⟩ ||1⟩⟩ + 𝑖𝑡 |1⟩ |0⟩ ||0⟩⟩ ||1⟩⟩ ± 𝑡2

2
|0⟩ |1⟩ ||0⟩⟩ ||1⟩⟩ ∓ 𝑡2

2
|1⟩ |0⟩ ||1⟩⟩ ||0⟩⟩)

(⟨1| ⟨1| ⟨⟨1|| ⟨⟨1|| − 𝑖𝑡 ⟨1| ⟨0| ⟨⟨0|| ⟨⟨1|| ± 𝑡2

2
⟨0| ⟨1| ⟨⟨0|| ⟨⟨1|| ∓ 𝑡2

2
⟨1| ⟨0| ⟨⟨1|| ⟨⟨0||)

] (||0⟩⟩ ⟨⟨0|| + ||1⟩⟩ ⟨⟨1||)⊗𝐿/2−2 + 𝑂(𝑡3)

For hard-core bosons thismatrix is diagonalwith eigenvalues 1+𝑡2 or 1−𝑡2 with equalmul-
tiplicity, which means that 𝑆(2)

𝐴𝐷(𝑡) = 𝐿 + 𝑂(𝑡3) and 𝐼 (2)
3 = −𝑆(2)

𝐴𝐶 + 𝑂(𝑡3) = −𝑡2/ log(2) +
𝑂(𝑡3).

For the free-fermion case, we now neglect the off-diagonal elements of order 𝑡2 since they
do not change the eigenvalues in the second order.
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𝜌𝐴𝐷 = 1
2𝐿 (|0⟩ ⟨0| + |1⟩ ⟨1|)⊗𝐿/2−2 [

(|0⟩ |0⟩ ||0⟩⟩ ||0⟩⟩ + 𝑖𝑡 |0⟩ |1⟩ ||1⟩⟩ ||0⟩⟩) (⟨0| ⟨0| ⟨⟨0|| ⟨⟨0|| − 𝑖𝑡 ⟨0| ⟨1| ⟨⟨1|| ⟨⟨0||)

+ (|0⟩ |0⟩ ||0⟩⟩ ||1⟩⟩ ± 𝑖𝑡 |0⟩ |1⟩ ||1⟩⟩ ||1⟩⟩) (⟨0| ⟨0| ⟨⟨0|| ⟨⟨1|| ∓ 𝑖𝑡 ⟨0| ⟨1| ⟨⟨1|| ⟨⟨1||)

+ (1 − 𝑡2) |0⟩ |0⟩ ||1⟩⟩ ||0⟩⟩ ⟨0| ⟨0| ⟨⟨1|| ⟨⟨0||

+ (1 − 𝑡2) |0⟩ |0⟩ ||1⟩⟩ ||1⟩⟩ ⟨0| ⟨0| ⟨⟨1|| ⟨⟨1||

+ (1 − 𝑡2) |0⟩ |1⟩ ||0⟩⟩ ||0⟩⟩ ⟨0| ⟨1| ⟨⟨0|| ⟨⟨0||

+ (1 − 𝑡2) |0⟩ |1⟩ ||0⟩⟩ ||1⟩⟩ ⟨0| ⟨1| ⟨⟨0|| ⟨⟨1||

+ (± |0⟩ |1⟩ ||1⟩⟩ ||0⟩⟩ + 𝑖𝑡 |0⟩ |0⟩ ||0⟩⟩ ||0⟩⟩) (± ⟨0| ⟨1| ⟨⟨1|| ⟨⟨0|| − 𝑖𝑡 ⟨0| ⟨0| ⟨⟨0|| ⟨⟨0||)

+ (|0⟩ |1⟩ ||1⟩⟩ ||1⟩⟩ + 𝑖𝑡 |0⟩ |0⟩ ||0⟩⟩ ||1⟩⟩) (⟨0| ⟨1| ⟨⟨1|| ⟨⟨1|| − 𝑖𝑡 ⟨0| ⟨0| ⟨⟨0|| ⟨⟨1||)

+ (|1⟩ |0⟩ ||0⟩⟩ ||0⟩⟩ + 𝑖𝑡 |1⟩ |1⟩ ||1⟩⟩ ||0⟩⟩) (⟨1| ⟨0| ⟨⟨0|| ⟨⟨0|| − 𝑖𝑡 ⟨1| ⟨1| ⟨⟨1|| ⟨⟨0||)

+ (± |1⟩ |0⟩ ||0⟩⟩ ||1⟩⟩ + 𝑖𝑡 |1⟩ |1⟩ ||1⟩⟩ ||1⟩⟩) (± ⟨1| ⟨0| ⟨⟨0|| ⟨⟨1|| − 𝑖𝑡 ⟨1| ⟨1| ⟨⟨1|| ⟨⟨1||)

+ (1 − 𝑡2) |1⟩ |0⟩ ||1⟩⟩ ||0⟩⟩ ⟨1| ⟨0| ⟨⟨1|| ⟨⟨0||

+ (1 − 𝑡2) |1⟩ |0⟩ ||1⟩⟩ ||1⟩⟩ ⟨1| ⟨0| ⟨⟨1|| ⟨⟨1||

+ (1 − 𝑡2) |1⟩ |1⟩ ||0⟩⟩ ||0⟩⟩ ⟨1| ⟨1| ⟨⟨0|| ⟨⟨0||

+ (1 − 𝑡2) |1⟩ |1⟩ ||0⟩⟩ ||1⟩⟩ ⟨1| ⟨1| ⟨⟨0|| ⟨⟨1||

+ (|1⟩ |1⟩ ||1⟩⟩ ||0⟩⟩ ± 𝑖𝑡 |1⟩ |0⟩ ||0⟩⟩ ||0⟩⟩) (⟨1| ⟨1| ⟨⟨1|| ⟨⟨0|| ∓ 𝑖𝑡 ⟨1| ⟨0| ⟨⟨0|| ⟨⟨0||)

+ (|1⟩ |1⟩ ||1⟩⟩ ||1⟩⟩ + 𝑖𝑡 |1⟩ |0⟩ ||0⟩⟩ ||1⟩⟩) (⟨1| ⟨1| ⟨⟨1|| ⟨⟨1|| − 𝑖𝑡 ⟨1| ⟨0| ⟨⟨0|| ⟨⟨1||)

] (||0⟩⟩ ⟨⟨0|| + ||1⟩⟩ ⟨⟨1||)⊗𝐿/2−2 + 𝑂(𝑡3)

It is then possible to notice that the matrix can be written in block diagonal form in the
sense that the two sites closest to the boundary in 𝐴 and also 𝐷 can be described by a
matrix with 4 identical 4 × 4 blocks on the diagonal:

1
22

⎛⎜⎜⎜⎜⎜⎜
⎝

1 − 𝑡2 0 0 0
0 1 + 𝑡2 2𝑖𝑡 0
0 −2𝑖𝑡 1 + 𝑡2 0
0 0 0 1 − 𝑡2

⎞⎟⎟⎟⎟⎟⎟
⎠

So the eigenvalues (that are all identical originally) will be multiplied by the eigenvalues of
this block 1 − 𝑡2, 1 − 𝑡2, (1 − 𝑡)2 and (1 + 𝑡)2 respectively, where we quickly verify that the
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trace is preserved since

Tr𝜌𝐴𝐷 = 1
4

[(1 − 𝑡2) + (1 − 𝑡2) + (1 − 𝑡)2 + (1 + 𝑡)2] + 𝑂(𝑡3) = 1 + 𝑂(𝑡3).

We can now expand the logarithm in the collision entropy 𝑆(2) around 𝑡 = 0 as well to find
the small time expansion for the (collision) tripartite information:

Spinless Fermions

𝑆(2)
𝐴𝐶 = 𝑡2/ log(2) + 𝑂(𝑡3)

𝑆(2)
𝐴𝐷 = 𝐿 − 2𝑡2/ log(2) + 𝑂(𝑡3)

𝐼 (2)
3 = 𝐿 − (𝑆(2)

𝐴𝐶 + 𝑆(2)
𝐴𝐷) = 𝑡2/ log(2) + 𝑂(𝑡3).

Hardcore Bosons

𝑆(2)
𝐴𝐶 = 𝑡2/ log(2) + 𝑂(𝑡3)

𝑆(2)
𝐴𝐷 = 𝐿 + 𝑂(𝑡3)

𝐼 (2)
3 = 𝐿 − (𝑆(2)

𝐴𝐶 + 𝑆(2)
𝐴𝐷) = −𝑡2/ log(2) + 𝑂(𝑡3).

These results (and the results for the eigenvalues) are consistentwith ournumerical results
for 𝐿 = 10 and small times.
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Appendix E

Quenches in the Completely Connected
Transverse Field Ising Model

We also investigated the transverse field Ising model on a completely connected graph
(also known as the Lipkin-Meshkov-Glickmodel [LMG65]). Because the model is com-
pletely connected, the dynamics can be restricted to the subspace of site permutation sym-
metric states, which is an extremely strong restriction that breaks down the dimensional-
ity of the Hilbert space from exponential to linear in the system size, as the states can be
identified by the total number of up or down spins [SB11]. The Hamiltonian appears as
follows [SB11; HK19]:

𝐻 = − 𝐽
2𝑁

∑
𝑖𝑗

𝑆𝑧
𝑖 𝑆𝑧

𝑗 − Γ ∑
𝑖

𝑆𝑥
𝑖 , (E.1)

where 𝑁 is the system size and we pick natural units with 𝐽 = 1. The system undergoes a
quantum phase transition at a critical transverse field Γc = 1

2 , where the ground state is a
𝑧-ferromagnet for Γ < Γc and a quantum paramagnet for Γ > Γc [Das+06].

Starting point for the numerical calculation is an effective Hamiltonian constrained to the
permutation symmetric Dicke subspace [SB11; HK19], where we first define the magneti-
zation per site:

𝑠 = 𝑁+

𝑁
− 1

2
, (E.2)

which allows us to write down the effective Hamiltonian more compactly:

⟨ ̃𝑁+|�̂�|𝑁+⟩ = −𝑠2

2
𝛿𝑁+,�̃�+ − Γ

√
0.25 − 𝑠2

2
𝛿𝑁+,�̃�+±1, 𝑁+, ̃𝑁+ ∈ {0, 1, … , 𝑁} (E.3)
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The full derivation can be found in Appendix A of Homrighausen and Kehrein [HK19].

We diagonalize the Hamiltonian numerically:

�̂� |Ψ𝑛⟩ = 𝐸𝑛 |Ψ𝑛⟩ , 𝑛 ∈ {0, 1, … , 𝑁}, (E.4)

and construct the thermofield double state:

|𝑈(𝑡)⟩𝛽 =
𝑁

∑
𝑛=0

𝑒−𝛽𝐸𝑛/2 |Ψ𝑛⟩ ⊗ 𝑒−𝑖𝐸𝑛𝑡 |Ψ𝑛⟩ (E.5)

=
𝑁

∑
𝑁+

𝐴𝐵=0

𝑁
∑

𝑁+
𝐶𝐷=0

𝑚𝑁+
𝐴𝐵,𝑁+

𝐶𝐷
|𝑁+

𝐴𝐵⟩ ⊗ |𝑁+
𝐶𝐷⟩ , (E.6)

𝜌TFD = |𝑈(𝑡)⟩𝛽⟨𝑈(𝑡)| , (E.7)

where we have defined the vector elementsm of |𝑈(𝑡)⟩.

The Dicke states can be split into two permutation symmetric subspaces [HK19]:

|𝑁+⟩ = ∑
𝐴++𝐵+=𝑁+

√√√√√√√√

⎷

(
𝑁𝐴

𝐴+) (
𝑁𝐵

𝐵+)

(
𝑁

𝑁+)
|𝐴+⟩ |𝐵+⟩ . (E.8)

We can now calculate reduced density matrices of this state, e.g. 𝜌𝐴𝐶:

𝜌𝐴𝐶 = ⟨𝑁+
𝐴 , 𝑁+

𝐶 |𝜌TFD| ̃𝑁+
𝐴 , ̃𝑁+

𝐶 ⟩ (E.9)
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And then compute the tripartite information 𝐼3 as described in Chapter 2.

In contrast to the main part, we want to look at quantum quenches between different val-
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ues of the transverse field Γ in this model, which requires some rethinking. To describe
the quench Γi → Γf we have to construct the initial thermal state using the initial Hamil-
tonian as 𝜌𝐴𝐵 = 𝑒−𝛽𝐻(Γ𝑖) and then use the final Hamiltonian for the time evolution 𝑈(𝑡) =
𝑒−𝑖𝑡𝐻(Γ𝑓). Usually, we want to quench from the ground state (𝛽 → ∞), but in this case
the tripartite information would vanish and also the Haar-averaged value of the tripar-
tite information is only a sensible comparison value in the limit of infinite temperature
(𝛽 → 0). At infinite temperature on the other hand the concept of a quench is meaning-
less, as the infinite-temperature state is independent of the features of the Hamiltonian.
As a compromise, we tried to use intermediate values of 𝛽 to quench from a thermal state
of intermediate temperature.

Because of the quench, the entropies of the time-evolved subsystems 𝐶 and 𝐷 are also no
longer time-independent and have to be calculated numerically to correctly calculate the
tripartite information.

Since we are now interested in the low-lying states of the system, there is the additional
complication that in the ferromagnetic phase the ground state has two ergodic compo-
nents: because the Hamiltonian has a total spin-flip symmetry, there are two minima in
the free energy and a naive calculation of the ground state would mix states with the spin
pointing along both the positive and the negative 𝑧-axis. We instead add a small longitudi-
nal field ℎ = 𝒪(1/𝑁) to the Hamiltonian to break the Z2 symmetry explicitly to correctly
obtain a non-vanishing magnetization in the ferromagnetic phase:

⟨ ̃𝑁+|�̂�|𝑁+⟩ = − (𝑠2

2
+ 𝑠 ⋅ ℎ) 𝛿𝑁+,�̃�+ − Γ

√
0.25 − 𝑠2

2
𝛿𝑁+,�̃�+±1. (E.11)

The magnetization has been plotted over the longitudinal field in Fig.E.1, where the field
has been rescaled to remove the 1/𝑁 factor. We see that the ferromagnetic curves collapse
until they reach a plateau at about ℎ = 0.55/𝑁, which we identify with the appropriate
field strength to break the symmetry without affecting the system too much.

We then looked at different quenches and plotted the tripartite information and the mag-
netization in Figs. E.2,E.3,E.4, and E.5.

We evaluated the frequency of oscillation after the quench inside the paramagnetic phase
and compared it to the frequency of the entanglement hamiltonian in Homrighausen and
Kehrein [HK19], which is shown in Fig. E.6. The results are consistent with each other as
the semi-classical value is approached for large system sizes.

We also calculated an effective inverse temperature 𝛽 by calculating the post-quench en-
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FigureE.1: Magnetization over the small longitudinal fieldℎ in the ferromagnetic andpara-
magnetic phase of the fully connected transverse field Ising model

ergy density and finding the temperature of a Gibbs state with the same energy density
using a bisection method. The implementation, in this case, has to take into account that
the post-quench temperature can be lower than the original temperature depending on the
parameters of the Hamiltonian. We also calculated some higher moments of the magneti-
zation, in particular the skewness and the kurtosis.

We were not certain how to interpret the results at this point, did not continue the project
further and because of the doubling of the system size, we still could only reach slightly
higher system sizes of 256 sites. In particular, since the Hilbert space dimension scales
linearly in the system size, the entropy is not extensive and has to be rescaled with the
system size in the free energy to get non-trivial results, and we never really developed a
physical understanding of this system. This is also because by construction there is no in-
terpretation of the systemas a chain of individual qubitswhichmakes it hard to understand
information transport from the point of view of information theory.
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Figure E.2: Quench from the ferromagnetic to the paramagnetic phase
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Figure E.3: Quench inside the ferromagnetic phase
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Figure E.4: Quench from the paramagnetic to the ferromagnetic phase
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Figure E.5: Quench inside the paramagnetic phase
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Figure E.6: Frequency of the post-quench oscillations after the quench inside the param-
agnetic phase compared to the frequency of the semi-classical results
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