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Abstract
Polarization sets were introduced by Dencker (1982) as a refinement of wave-

front sets to the vector-valued case. He also clarified the propagation of polarization

sets when the characteristic variety of the pseudodifferential system under study con-

sists of two hypersurfaces intersecting tangentially (1992), or transversally (1995).

In this thesis, we consider the case of more than two intersecting characteristic hy-

persurfaces that are interesting transversally (and we give a note on the tangential

case).

Mainly, we consider two types of systems which we name "systems of generalized

transverse type" and "systems of MHD type", and we show that we can get a result

for the propagation of polarization set similar to Dencker’s result for systems of

transverse type. Furthermore, we give an application to the MHD equations.
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Zusammenfassung

Polarizationsmengen wurden von Dencker (1982) als eine Verfeinerung der

Wellenfrontmengen im vektorwertigen Fall eingeführt. Er klärte auch die Aus-

breitung von Polarizationsmengen im Fall, dass die charakteristische Varität des

betrachteten pseudodifferenziellen Systems aus zwei Hyperflächen besteht, die sich

tangential (1992) oder transversal (1995) schneiden.

Wir betrachten hauptsächlich zwei Typen von Systemen, die wir als "Systeme

vom verallgemeinerten transversalen Typ" und "Systeme vom MHD-Typ" bezeich-

nen, und beweisen ein Ergebnis über die Ausbreitung von Polarizationsmengen, das

ähnlich Denckers Resultat für Systeme vom transversalen Typ ist. Außerdem geben

wir eine Anwendung auf die MHD-Gleichungen.
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1 Introduction

As is known, the singular support is the set of points at which a distribution fails to be a

smooth function. In [Hö03], Hörmander defined the wavefront set of a distribution u, denoted

by WF(u), which is a refinement of the singular support of a distribution. The wavefront sets

does not only show the location of singularity, but also the direction in which the singularity

occurs. For any smooth manifold X, the wavefront set is closed conical subset of the cotangent

bundle T ∗(X). The projection of the wavefront set on X is equal to the singular support

of the distribution. In [Hö03], Hörmander also gave the result for the propagation of the

wavefront set for the solutions of partial differential equations, when considering the partial

differential operator to be of real principal type, where he stated that the wavefront set is

invariant under the bicharacteristic flow. Note that Hörmader’s theorem is still satisfied if

one considers pseudodifferential operators instead of partial differential operators. Similarly,

one can define the Hs-wavefront set, which will be showing the location and direction where

the distribution is not in the Sobolev space Hs(X), and we have a similar propagation result

regarding the Hs-wavefront sets for pseudodifferential operators of real principal type. In

[Den89], Dencker studied the propagation of singularities for pseudodifferential operators P ∈

Ψm(X) having characteristics of variable multiplicity. He considered the characteristic set to

be the union of hypersurfaces Sj, j = 1, ..., r0 intersecting tangentially at ∩r0
j=1Sj of order

k0 ≥ 1. Under some assumptions he proved that the wavefront set of u; the solution of the

considered pseudodifferential operator, is invariant under the union of the Hamilton flows on

Sj, j = 1, ..., r0, given that Pu is smooth on X.

In [Hö03], Hörmander defined locally the wavefront set of distributional sections u ∈ D′(X;E),

where E → X is a vector bundle over the manifold X. He defined the wavefront set of u locally

as
⋃

WF(uj) where (u1, ..., uN) are the components of u with respect to a local trivialization

of E. However, this definition does not specify in which component u is singular, that is why

Dencker defined in [Den82a] the polarization set for vector-valued distribution u that we will
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1 Introduction

be denoting it by Pol(u). The polarization set still shows the location and the direction of the

singularity as the wavefront set, but it additionally shows the most singular components of a

distribution. Hence, the polarization set of a distribution is a refinement of the wavefront set,

and the projection of Pol(u) \ 0 on the cotangent bundle T ∗X gives the wavefront set of u.

Similarly, the Hs-polarization set is defined as a refinement of the Hs-wavefront set.

In [Den82a], Dencker defined systems of pseudodifferential operators of real principal type;

note that the definition of systems of pseudodifferential operators of real principal type differs

from the case of scalar pseudodifferential operators of real principal type. In this article, Dencker

also defined Hamilton orbits for systems of real principal type which are certain line bundles,

and then he proved that the polarization set of a solution u of systems of real principal type P

will be union of Hamilton orbits, given that Pu is smooth. In [G8́6], Gérard pointed out that

the above result also holds for Hs-polarization sets.

Moreover, in [Den92], Dencker considered pseudodifferential system having its characteristic

set is union of two non-radial hypersurfaces intersecting tangentially at an involutive manifold

of exactly order k0 ≥ 1. He also assumed that the principal symbol vanishes of first order

on the two-dimensional kernel at the intersection, and he assumed a Levi type of condition.

Then, he defined systems satisfying these conditions to be systems of uniaxial type. Outside the

intersection of the hypersurfaces the system will be of real principal type, hence the propagation

result of the polarization set is already known there. In this article, Dencker has also proved

a propagation result of the polarization set at the intersection. In [Den95], Dencker considered

pseudodifferential system having its characteristic set is union of two non-radial hypersurfaces

intersecting transversally at an involutive manifold of codimension 2. He also assumed that

the principal symbol vanishes of first order on the two-dimensional kernel at the intersection.

Systems satisfying these conditions are systems of transverse type. In this article, Dencker has

also proved a propagation result of the polarization set at the intersection.

We worked on extending Dencker’s result stated above to pseudodifferential systems having

their characteristic sets are union of several non-radial hypersurfaces intersecting transversally

at an involutive manifold; not necessary just two hypersurfaces as in the case of systems of

transverse type and systems of uniaxial type. Note that even if we assumed that the hypersur-

faces are intersecting tangentially of exactly order k0 ≥ 1 instead of intersecting transversally,

we get a similar result, and for the proof we use the same weight and metric introduced by

Dencker in [Den92] for the symbol classes S(ϑ, g) of the Weyl calculus. We have considered

2



1 Introduction

two cases for that: the first case is the case where we have r0 hypersufaces, and we assumed

that r0th-differential of the determinant of the principal symbol is different than zero at the

intersection, and the ith-differential of the determinat of the principal symbol vanishes at the

intersection for i < r0. Moreover, we assumed the dimension of the kernel of the principal

symbol to be r0 at the intersection, and we also assumed a condition similar to the Levi type

condition given for systems of uniaxial type. We called systems satisfying the above conditions

systems of generalized transverse type, and we proved that we have a similar propagation result

of the polarization set as that for systems of uniaxial type. The second case, is the case where

we also have r0 hypersurfaces, and condition similar to the Levi type condition given to sys-

tems of uniaxial type, but here we assumed that the (r0 + 1)th-differential of the determinant

of the principal symbol is different than zero at the intersection, and the ith-differential of the

determinate of the principal symbol vanishes at the intersection for i < r0 + 1. Moreover, we

assumed the dimension of the kernel of the principal symbol to be r0 + 1 at the intersection.

We also assumed some additional conditions that we did not assume in the case of systems of

generalized transverse type. We defined systems satisfying these conditions to be systems of

MHD type. We named them systems of MHD type because we have first noticed such systems

when we considered the linearized ideal MHD equations. Thus we will have chapter in which

we study the propagation of polarization sets for the linearized ideal MHD equations.

In our work, we will assume that we have P an N×N system of pseudodifferential operators.

Let p = σ(P ) be the principal symbol, det p the determinant of p, and Σ = (det p)−1(0) the

characteristics of P . We consider Σ to be union of several non-radial hypersurfaces intersecting

transversally at an involutive manifold Σ2. Now, we state our main theorem in this thesis

regarding the propagation of polarization sets for systems of generalized transverse type, and

systems of MHD type, but its proof will be postponed to sections 3.4, and 3.5 to prove it for

systems of generalized transverse type, and systems of MHD type respectively. Let

r∗u(ν) = sup{r ∈ R : u ∈ Hr at ν} ν ∈ T ∗X \ 0 (1.1)

be the regularity function.

Theorem 1.1. Let P ∈ Ψm
phg be an N ×N system of generalized transverse type (or of MHD

type) at ν0 ∈ Σ2, and let A ∈ Ψ0
phg be an N × N system such that the dimension of NA ∩ NP

is equal to 1 at ν0, and let MA = π1(NA ∩ NP \ 0) be a hypersurface near ν0, where π1 :

T ∗X × CN → T ∗X is the projection along the fibers. Assume that u ∈ D′(X,CN) satisfies

min(r∗Pu +m− 1, r∗Au) > r at ν0. Then, Polr(u) is a union of C∞ line bundles in NA ∩NP over

3



1 Introduction

bicharacteristics of MA = π1(NA ∩NP \ 0) near ν0.

The plan of this thesis is as follows. In the first chapter, the first two sections 2.1, and

2.2 will be about the wavefront sets, and about the Hs-wavefront set respectively. In these

two sections we give the definition of the wavefront set (and of the Hs-wavefront set), and

some properties of the wavefront set (and of the Hs-wavefront sets). Moreover, we will state

Hörmander’s propagation result of the wavefront set for differnetial operators of real principal

type (and the propagation result for the Hs-wavefront set). In sections 2.3, and 2.4, we will

give the definition of the polarization sets and Hs-polarization sets respectively, and state

some of their proprieties. In chapter 3, we will discuss the propagation of polarization sets for

different types of systems. In section 3.1, we will state Dencker’s result for the propagation of

polarization sets for systems of real principal type; see [Den82a]. Moreover, we will state some

results proven in [HR04], where they used the calculus of Fourier integral operators to construct

Lagrangian solutions and parametrices for systems of real principal type. In sections 3.2, and

3.3, we will state Dencker’s result regarding the propagation of polarization sets for systems of

uniaxial type; see [Den92], and for systems of transverse type; [Den95] respectively. Note that

in [Den92] and [Den95], Dencker proved several results for the propagation of polarization sets

under different conditions. Here we just mention the result which is similar to the result in our

main theorem. In sections 3.4, and 3.5, we will define systems of generalized transverse type,

and systems of MHD type respectively, and we prove Theorem 1.1 for both types of systems.

As we have mentioned, we first observed systems of MHD type when considering linearized

ideal MHD equations. Chapter 4 will be an application for the results in [HR04], and for the

propagation of polarization sets for systems of MHD type. First, we give the set of equations

describing the ideal MHD, and we linearize it. In section 4.1, we write the linearized ideal MHD

equations in the form of a wave equation, and we calculate the characteristic variety of this

wave equation under some assumptions as done in [Sch09]. Then, we calculate the transport

equation under these assumptions as an application to Hansen’s and Röhrig’s results mentioned

in subsection 3.1.2. In section 4.2, we return to the linearized ideal MHD equations, and we

calculate the eigenvalues and their multiplicities which are not constant. Then, we study the

propagation of polarization sets, where we observe different cases, some in which our system is

of real principal type, some in which our system is of uniaxial type, and one where our system

is of MHD type.

In addition, we will have four appendices. Because in our work we will be considering

4



1 Introduction

involutive manifolds, the first appendix, Appendix A will be about symplectic geometry. Section

A.1 will be about symplectic linear algebra. In section A.2 we give the definition of symplectic

manifolds, and state Darboux’s theorem. In section A.3 we will give a special case of the

symplectic manifold which is the conic symplectic manifold. Section A.4 will be about the

characteristic foliation, where we state Frobenius theorem. In chapter 3, we will be using

the symbol classes S(ϑ, g) of the Weyl calculus, that is why we included appendix B which

is about Hörmander Weyl calculus and estimates of pseudodifferential operators. In the first

section, section B.1 we give the definition of the symbol class S(ϑ, g), and in section B.2 we

give Hörmander Weyl calculus, and in the last section, section B.3 we give the estimates of

pseudodifferential operators. Moreover, as in chapter 3 we will be using the Hörmander spaces

Hr,s we added appendix C which will be about the spaces Bp,k which are generalization of

the spaces Hr,s. In section C.1, we define these spaces, and in section C.2 we will discuss the

localization of these spaces. In appendix D we include some tools that we will be using to prove

our result. In section D.1, we give the generalization of the Malgrange preparation theorem,

which was proven by Dencker in [Den92], and in section D.2 we give some calculus lemma

similar to that given in [Den89] by Dencker, but here using different weight and metric.

5





2 Polarization sets

The wavefront sets describe the singularities of a distribution with respect to location and

direction. In [Hö03], Hörmander gave the definition of the wavefront set, and stated many

properties of it. Also, in [Hö03], Hörmander proved a propagation result of the wavefront set

for solutions of partial differential equations that are of real principal type. When we consider

vector-valued distribution, the wavefront set of u = (uj) ∈ D′(X,CN) is defined as union of

WF(uj), but it does not specify in which components u is singular. In [Den82a], Dencker gave

the definition of polarization set, which refines the notion of wavefront set for vector-valued

distributions, and it indicates the component that have the strongest singularity. Moreover, he

gave some properties of the polarization sets. In [G8́6], Gérard have considered Hs-polarization

set, and gave also some properties of the Hs-polarization set.

In this chapter, we will give the definition of the wavefront set (and the Hs-wavefront set),

and state some of their properties. Moreover, we will state Hörmader’s propagation result for

the wavefront sets (and for the Hs-wavefront sets). In addition, we will state the definition of

the polarization set (and Hs-polarization set), and we will state some of their properties.

2.1 Wavefront sets

While the singular support of a distribution shows at which points the distribution is singular,

Hörmander defined in [Hö03] the wavefront set which does not only tell where the distribution

is singular, but also it shows in which direction the singularity occurs. In this section, we will

introduce the definition of the wavefront set, and some properties of the wavefront sets.

First, we will remind the reader of the definition of the singular support of a distribution.

Definition 2.1. (Singular Support) Let u ∈ D′(X), and let X to be an open set in Rn, then

7



2 Polarization sets

the singular support of u is defined as

singsupp(u) := X \ {x0 ∈ X;∃ an open neighborhood U of x0 such that u|U ∈ C∞(U)}.

(2.1)

However, we have that if u ∈ E ′(Rn), then u is smooth if and only if the Fourier transform

of u is rapidly decreasing, that is, for every n ∈ N, there exists a constant CN > 0 such that

|û(ξ)| ≤ CN(1 + |ξ|)−N , (2.2)

for all ξ ∈ Rn. Hence, we have the following proposition which can be used as another definition

of the singular support.

Proposition 2.2. Let u ∈ D′(X), and let X to be an open set in Rn, and consider x0 ∈ X.

Then we say x0 is not in the singular support of u if and only if there exists φ ∈ D(X), with

φ(x0) ̸= 0 and φ̂u is rapidly decreasing.

Now, we come to the definition of the wavefront set. The wavefront set consists of all the

directions such that the local Fourier transform of the distribution is not rapidly decaying in

this direction.

Definition 2.3. (Wavefront set in Euclidean Space) Assuming that X is an open set in Rn,

we say that a point (x0, ξ0) ∈ X × (Rn \ 0) does not belong to the wavefront set of u; denoted

by WF(u), if there exists a function φ ∈ C∞
c (X) with φ(x0) ̸= 0 and a conic neighborhood

Γ ⊆ Rn \ 0 of ξ0 such that, for each N ∈ N0, we have

sup
ξ∈Γ

(1 + |ξ|)N |φ̂u(ξ)| <∞. (2.3)

The wavefront set is a refinement of the notion of singular support of a distribution in the

following sense: We have WF(u) ⊂ X × (Rn \ 0) for u ∈ D′(X) and

πWF(u) = singsuppu, (2.4)

where π : X × (Rn \ 0) → X is the projection onto the first component.

We can also define the wavefront set of a distribution on a smooth manifold by localization

on coordinate patches.

Definition 2.4. (Wavefront set in a smooth manifold) Assume that X is a smooth manifold,

κ : U → V a diffeomorphism between open coordinate patch U of the manifold X, and V

an open set in Rn, u ∈ D′(V ), and ũ ∈ D′(U) the distributions with ũ(f) := u(f ◦ κ−1) for

f ∈ D(U) . Then

WF(ũ) = κ∗WF(u) := {(κ−1(x), tκ′(x)ξ); (x, ξ) ∈ WF(u)}. (2.5)

8



2.1 Wavefront sets

To state some properties of the wavefront set, we need to give the definition of properly

supported pseduodifferential operators, but first we have to state the kernel theorem.

Assume that Xj is an open set in Rnj for j = 1, 2. Every function K ∈ C(X1 ×X2) defines

an integral operator K from C0(X2) to C(X1) by the formula

∫
(Kϕ)(x1) =

∫
K(x1, x2)ϕ(x2)dx2, ϕ ∈ C0(X2), x1 ∈ X1. (2.6)

This can be extended to arbitrary distributionK if ϕ is restricted to C∞
0 and Kϕ is a distribution.

We observe that we have

⟨Kϕ, ψ⟩ = K(ψ ⊗ ϕ); ψ ∈ C∞
0 (X1), ϕ ∈ C∞

0 (X2), (2.7)

when K ∈ C(X1 ×X2).

Theorem 2.5. The Schwartz kernel theorem. Every distribution K ∈ D′(X1 × X2) defines

accroding to (2.7) a linear map K from C∞
0 (X2) to D′(X1) which is continuous in the sense

Kϕj → 0 in D′(X1) if ϕj → 0 in C∞
0 (X2).

Conversely, for every such linear map K there is one and only one distribution K such that

(2.7) is valid. K is called the kernel of K.

From now on, assume that X is a smooth manifold.

Definition 2.6. A pseudodifferential operator A in X is said to be properly supported if both

projections from the support of the kernel in X × X to X are proper maps, that is for every

compact set K ⊂ X there is a compact set K ′ ⊂ X such that

suppu ⊂ K ⇒ suppAu ⊂ K ′;u = 0 at K ′ ⇒ Au = 0 at K. (2.8)

For P a pseudodifferential operator, we give the definition of the characteristic set of P by

CharP = {(x, ξ) ∈ T ∗(X) \ 0; p(x, ξ) = 0}, (2.9)

where p is the principal symbol of P .

Theorem 2.7. If A ∈ Ψm is properly supported, and (x0, ξ0) /∈ CharA then there exists

B ∈ Ψ−m properly supported such that (x0, ξ0) /∈ WF(BA − Id) and (x0, ξ0) /∈ WF(AB − Id);

these conditions are equivalent.

Because of the above theorem, Hörmander gave another description of the wavefront set in

[Hö07]:

9



2 Polarization sets

Theorem 2.8. If u ∈ D′(X), we have

WF(u) =
⋂

CharA, (2.10)

where the intersection is taken over all properly supported A ∈ Ψ0(X) such that Au ∈ C∞(X).

Remark 2.9. For u ∈ D′(X), the wavefront set of u is a closed subset in T ∗X \ {0}, and conic

in the sense that it is invariant under multiplication of the second variable by positive scalars.

That is, (x, ξ) ∈ WF(u) implies (x, tξ) ∈ WF(u) for all t > 0.

Theorem 2.10. If P ∈ Ψm(X) is properly supported, and u ∈ D′(X) then

WF(Pu) ⊆ WF(u) ⊆ WF(Pu) ∪ CharP. (2.11)

A Special case is when P is elliptic. In this case we get WF(Pu) = WF(u), as CharP = ∅.

We will give two simple examples of the wavefront set of a distribution.

Example 2.11. (Wavefront set of the Dirac distribution) For δ(x) ∈ D′(Rn) we have

WF(δ) = {(0, ξ) ∈ Rn × (Rn \ 0); such that ξ ∈ Rn \ 0}. (2.12)

Example 2.12. (Wavefront set of the Heaviside function) For H(x) being the Heaviside func-

tion on R we have

WF(H) = {(0, ξ) ∈ R× (R \ 0); such that ξ ∈ R \ 0}. (2.13)

Here we used Theorem 2.10 as we have H ′ = δ.

To state Hörmander’s theorem about the propagation of wavefront set for a pseudodifferential

operator of real principal type, we have to introduce some definitions.

Definition 2.13. (Hamiltonian Vector field) Let P ∈ Ψm(X), and suppose that the principal

symbol p of P is real valued. The Hamiltonian vector field of p of T ∗X \ 0 is defined locally by

Hp =
∑
j

∂p

∂xj

∂

∂ξj
− ∂p

∂ξj

∂

∂xj
. (2.14)

Definition 2.14. The integral curves of Hp along which p = 0 are called null bicharacteristics.

Remark 2.15. Clearly, Hpp = 0, thus p is constant along each bicharacteristic. The null bichar-

acteristics run in the characteristic set of P .

Definition 2.16. We say that Hp is nowhere radial if ∂ξp ̸= 0 or ∂xp ∦ ξ, when p = 0.

Definition 2.17. We say that P ∈ Ψm(X) is of real principal type if the principal symbol p is

real and the Hamilton field Hp is nowhere radial.

Notice that when P ∈ Ψm(X) is of real principal type then the characteristic set of P is

foliated by null bicharacteristics.

10



2.2 Sobolev wavefront sets

Now, after defining operators of real principal type we can state Hörmander’s theorem about

the propagation of the wavefront sets for pseudodifferential operators of real principal type.

Theorem 2.18. (Hörmander’s theorem) Let P ∈ Ψm(X) be of real principal type, and let γ be

a null bicharacteristic such that γ ∩WF(Pu) ̸= ∅. Then γ ⊆ WF(u) or γ ∩WF(u) = ∅.

2.2 Sobolev wavefront sets

We can consider another type of wavefront set relative to the sobolev space which is called

Hs-wavefront set. For Hs-wavefront sets we have similar results as for the wavefront sets. In

this section we are also assuming X to be a smooth manifold.

Definition 2.19. If u ∈ D′(X) we have

WFs(u) =
⋂

CharA, (2.15)

where the intersection is taken over all properly supported A ∈ Ψ0(X) such that Au ∈ Hs
loc(X).

For u ∈ Hs
loc(X) we get WFs(u) = ∅.

Proposition 2.20. For u ∈ D′(X), we have

πWFs(u) = {x ∈ X| u /∈ Hs at x}, (2.16)

where π : T ∗X \ 0 → X is the canonical projection.

Notice that we have WF(u) =
⋂

s WFs(u).

Theorem 2.21. For A ∈ Ψm(x) we have

WFs(Au) ⊆ WFs+m(u) ⊆ WFs(A) ∪ CharA. (2.17)

A special case of this is when A is elliptic. In this case we have WFs+m(u) = WFs(Au).

We also have a result for the propagation of Hs wavefront set for pseudodifferential operators

of real principal type.

Theorem 2.22. (Hörmander’s theorem) If P ∈ Ψm is of real principal type, γ is a null bichar-

acteristic, then either γ ⊆ WFs+m−1(u) \WFs(Pu) or γ ∩ (WFs+m−1(u) \WFs(Pu)) = ∅.

2.3 Polarization sets

In this section, we are going to consider vector-valued distribution instead of scalar distribu-

tion. In [Hö03], Hörmander stated that if E is a C∞ vector bundle over X, and u ∈ D′(X,E),

11



2 Polarization sets

then the wavefront set of u is defined locally as union of WF(uj) where (u1, ..., uN) are the

components of u with respect to a local trivialization of E. Passage to another local trivializa-

tion only means that (u1, ..., uN) is multiplied by an invertible C∞ matrix, so the definition is

independent of the choice of local trivialization. However, this definition does not specify the

component of u which have the strongest singularity. That is why Dencker defined in [Den82a]

the polarization sets, which are refinement of the wavefront set for vector-valued distributions.

In this section, we will give the definition of the polarization set and state some of its

properties. The propagation of polarization sets, will be postponed to the next chapter.

Definition 2.23 (Polarization set). Let E → X be a vector bundle over a smooth manifold X,

and π : T ∗X \ 0 → X is the canonical projection. For u ∈ D′(X,E), we define the polarization

set of u as

Pol(u) =
⋂

Au∈C∞(X)

NA, (2.18)

where

NA = {(x, ξ; ν) ∈ π∗E; ν ∈ ker a(x, ξ)}. (2.19)

Here A ∈ Ψ0(X;E,C) with principal symbol a, and π∗E → T ∗X \ 0 is the induced (pullback)

bundle.

Note that u ∈ D′(X;E) (distributional sections) is locally just a vector valued distribution.

Hence, the definition is locally the following:

Definition 2.24. For u ∈ D′(X,CN), we define the polarization set of u as

Pol(u) =
⋂

Au∈C∞(X)

NA, (2.20)

where

NA = {(x, ξ; ν) ∈ (T ∗X \ 0)× CN ; ν ∈ ker a(x, ξ)}. (2.21)

Here, A is 1×N system of pseudodifferential operators of order zero with principal symbol a.

The polarization set is closed, conical in the ξ variables and linear in the fiber.

Example 2.25. Let u = (u1, u2) ∈ D′(X,C2) and assume that (y, η) /∈ WF(u1). Then

Pol(u) ⊆ {(x, ξ; (0, z)); z ∈ C}

over a conical neighborhood of (y, η).

Example 2.26. Let u = (v,∆v) ∈ D′(Rn,C2) where v ∈ D′(Rn) and ∆ is the Laplacian

12



2.4 Sobolev polarization sets

operator. Then

Pol(u) ⊆ {(x, ξ; (0, z)); z ∈ C},

since if we choose A = (Id,−∆−1) we get Au = 0 ∈ C∞(Rn). For (z1, z2) ∈ ker a = σ(A) we get

z1 = 0.

Hence, the polarization set indicates the component of the distribution having the strongest

singularity. The following proposition shows how the polarization set is a refinement of the

notion of the wavefront set.

Proposition 2.27. If u ∈ D′(X,CN), then

π(Pol(u) \ 0) = WF(u), (2.22)

where π is the projection on T ∗X; that is π(x, ξ, ν) = (x, ξ).

Proposition 2.28. Let A be an M × N system of pseudodifferential operators on X with

principal symbol a(x, ξ), and let u ∈ D′(X,CN). Then

a(Pol(u)) ⊆ Pol(Au), (2.23)

where a operates on the fiber; a(x, ξ; ν) = (x, ξ; a(x, ξ)ν).

Corollary 2.29. Let E be an N×N system of pseudodifferential operators on X with principal

symbol e(x, ξ), and let u ∈ D′(X,CN). If E is elliptic at (y, η) ∈ T ∗X; that is e(y, η) ̸= 0, then

Pol(Eu) = e(Pol(u)) (2.24)

over a conical neighborhood of (y, η).

2.4 Sobolev polarization sets

In [G8́6], Gérard considered the Hs-polarization set, and stated that it has similar properties

as that of the polarization set. The propagation of the Hs-polarization set will be postponed

to the next chapter also.

Definition 2.30. For u ∈ D′(X,CN), we define the Hs-polarization set of u as

Pols(u) =
⋂

Au∈Hs
loc(X)

NA, (2.25)

where

NA = {(x, ξ; ν) ∈ (T ∗X \ 0)× CN ; ν ∈ ker a(x, ξ)}. (2.26)

13



2 Polarization sets

Here, A is 1 × N systems of pseudodifferential operators with σ(A) = a being its principal

symbol.

The Hs Polarization set is a refinement for the Hs wavefront set in the following sense:

Proposition 2.31. If u ∈ D′(X,CN), then

π(Pols(u) \ 0) = WFs(u), (2.27)

where π is the projection on T ∗X; that is π(x, ξ; ν) = (x, ξ).

Proposition 2.32. If A is M×N system of pseudodifferential operators on X of order m with

principal symbol a(x, ξ) and u ∈ D′(X,CN), then

a(Pols(u)) ⊆ Pols−m(Au), (2.28)

where a operates on the fiber; a(x, ξ; ν) = (x, ξ; a(x, ξ)ν).

Corollary 2.33. Let E be an N ×N system of pseudodifferential operators on X of order m

with principal symbol e(x, ξ), and let u ∈ D′(X,CN). If E is elliptic at (y, η) ∈ T ∗X, then

Pols−m(Eu) = e(Pols(u)) (2.29)

over conical neighborhood of (y, η).

14



3 Propagation of polarization sets

In this chapter, we will state the results of the propagation of polarization sets for different

types of systems. In [Den82a], Dencker have defined systems of real principal type and he gave

the propagation result of the polarization sets of such systems. In [Den92], and [Den95] he gave

the propagation result for systems of uniaxial type, and for systems of transverse type. We

will state Dencker’s results in the first three sections. Moreover, we will give the definition of

two new kinds of systems, one which we named system of generalized transverse type, and the

other one we named system of MHD type, and we will prove our main theorem; Theorem 1.1

for these two types of systems.

3.1 Systems of real principal type

We diveded this section into two parts. In the first part, we state the definition of real

principal type, and state Dencker’s result regarding the propagation of polarization sets for

systems of real principal type; see [Den82a]. In the second part, we state some of the results

mentioned in [HR04] by Hansen and Röhrig, who merged the theory of real principal type

system with the calculus of Fourier integral operators. They showed that the principal symbol

of a Lagrangian distribution solving a real principal type system satisfies a transport equation,

and they constructed a Lagrangian solution and parametrices.

3.1.1 Propagation of polarization sets for systems of real principal

type

For the definition of real principal type, we will differentiate between two cases, the scalar case,

and the case of system of pseudodifferential operators. We aleady defined pseudodifferential

operators of real principal type for the scalar case; see Definition 2.17. For the case of system
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3 Propagation of polarization sets

of pseudofifferential operators we have the following definition:

Definition 3.1 (Case of system of Pseudodifferential operators). An N × N system P of

pseudodifferential operators on X with principal symbol p(x, ξ) is of real principal type at

(y, η) ∈ T ∗X \ 0 if there exists an N ×N symbol p̃(x, ξ) such that

p̃(x, ξ)p(x, ξ) = q(x, ξ) · IdN

in a neighborhood of (y, η) where q(x, ξ) is a scalar symbol of real principal type and IdN is

the identity in CN .

Assuming P (x,D) to be anN×N system of pseudodifferential operators on an n-dimensional

smooth manifold X of order m, the symbol of P is an asymptotic sum of homogeneous terms:

p(x, ξ)+pm−1(x, ξ)+pm−2(x, ξ)+ ... where p is the principal symbol of P and pj is homogeneous

of degree j. The characteristic set of P is

Σ = {(x, ξ); det p(x, ξ) = 0}, (3.1)

and the subprincipal symbol of P is by definition

ps := pm−1 −
1

2i

∑
j

∂2p

∂xj∂ξj
. (3.2)

To state the result of the propagation of polarization set given by Dencker in [Den82a], we have

to introduce first the connection he defined, and give the definition of the Hamilton orbit. In

[Den82a], Dencker defined the following connection

Dpw = Hqw +
1

2
{p̃, p}w + ip̃psm−1w, (3.3)

for systems of real principal type, where w is C∞ function on T ∗X \ 0 with values in CN . {, }

is the Poisson bracket, where {p̃, p} = Hp̃p. DP is a connection on NP over Σ, i.e. if w ∈ ker p

at one point of a bicharacteristic of Σ, then DPw ∈ ker p along the bicharacteristic if and only

if w ∈ ker p there. Hence, each parallel section (that is w such that DPw = 0) is uniquely

determined by one point. DP depends on the choice of p̃ and q, however Dencker showed that

different choices of p̃ and q only change the solution of DPw = 0 in NP by a scalar factor.

Definition 3.2 (Hamilton Orbit). A Hamilton orbit of a system P of real principal type is a

line bundle L ⊆ NP |γ, where γ is an integral curve of the Hamilton field of Σ, and L is spanned

by C∞ section w satisfying Dpw = 0.

Theorem 3.3 (Dencker’s propagation result). Let P be an N ×N system of pseudodifferential

operators on a manifold X and let u ∈ D′(X,CN). Assume that P is of real principal type at

(y, η) ∈ Σ, and that (y, η) /∈ WF(Pu). Then, over a neighborhood of (y, η) in Σ, Pol(u) is a
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3.1 Systems of real principal type

union of Hamilton orbits of P .

In [G8́6] Gérard stated that we have similar propagation result for the Hs-polarization sets

for systems of real principal type.

Theorem 3.4. Let P be an N ×N system of pseudodifferential operators on a manifold X of

order m, and let u ∈ D′(X,CN). Assume that P is of real principal type at (y, η) ∈ Σ, and

that (y, η) /∈ WFs(Pu). Then over a neighborhood of (y, η) ∈ Σ, Pols+m−1(u) is a union of

Hamilton orbits of P .

3.1.2 Lagrangian solutions to systems of real principal type

Before stating some results proven by Hansen and Röhrig in [HR04], we remind the reader by

the definition of Lagrnagian distribution, the definition of conormal distribution, and by the

definition of Fourier integral operator. Then we state some of the results mentioned in [HR04].

Definition 3.5 (Lagrangian distribution). Let X be an n-dimensional C∞ manifold, and Λ ⊂

T ∗X\0 be a closed conic Lagrangian submanifold. The class of Lagrangian distribution denoted

by Iµ(X,Λ) for µ ∈ C consists of all u ∈ D′(X) with WF (u) ⊆ Λ such that, near any λ0 ∈ Λ,

u is microlocally of the form

u(x) = (2π)−
n+2N

4

∫
RN

eiϕ(x,θ)a(x, θ)dθ, x ∈ U,

where a ∈ Sµ+n−2N
4 (U × RN), and ϕ ∈ C∞(U × (RN \ 0)) is a phase function. Here, Λ = Λϕ

microlocally near λ0, where

Λϕ = {(x, ϕ′
x(x, θ))| ϕ′

θ(x, θ) = 0} ⊂ U × (Rn \ 0) ∼= T ∗U \ 0.

Definition 3.6 (Conormal distribution). Let X be an n-dimensional C∞ manifold, Y ⊂ X,

and Λ = N∗Y \ 0, where

N∗Y = {(y, ξ) ∈ T ∗
yX| ξTyY = 0}.

We write u ∈ Iµcl(X, Y ) = Iµcl(X,N
∗Y \ 0) to denote classical conormal distributions of order µ.

Definition 3.7 (Fourier integral operator). Let X, Y be C∞ manifolds, and C ⊂ (T ∗X \ 0)×

(T ∗Y \ 0) a homogeneous canonical relation, that is

Λ = C ′ = {(x, y, ξ, η) ∈ T ∗(X × Y ) \ 0| (x, ξ, y,−η) ∈ C},

is closed conic Lagrangian submanifold of T ∗(X×Y )\0. A linear operator A : C∞
c (Y ) → D′(X)

is a (classical) Fourier integral operator with underlying canonical relation C, of order µ ∈ C,

if its kernel belongs to Iµcl(X × Y,Λ). We write A ∈ Iµcl(X, Y,C).
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3 Propagation of polarization sets

The following settings will be assumed from now on till the end of this section. Let F and

G be complex C∞ vector bundles with the same fiber dimension N over n-dimensional smooth

manifold X. In [HR04], they modified the definition of real principal type slightly in a way

that they chose explicitly a Hamilton field of the characteristic variety of the operator. Let

P ∈ Ψm(X;F,G) be a properly supported and polyhomogeneous pseudodifferential operator

mapping sections of F to sections of G. We say P is elliptic at the subset of T ∗X \ 0 where the

principal symbol p ∈ Sm(T ∗X,Hom(F,G)) is an isomorphism. The complement of the elliptic

set is the characteristic variety of P , CharP ⊂ T ∗X \ 0. Assume that for every γ ∈ T ∗X \ 0,

there exists symbols p̃ ∈ S1−m(T ∗X \ 0,Hom(G,F )) and q ∈ S1(T ∗X \ 0), homogeneous of

degree 1 − m, and 1, respectively, such that in a conic neighborhood of γ, q is of scalar real

principal type with CharP = q−1(0), Hamilton field H = Hq, and pp̃ = q Id. We then say P is

of real principal type with Hamilton field H. See Definition 3.1.

Using local coordinates, and local frames, P becomes an N × N matrix of scalar pseudod-

ifferential operators in an open subset of Rn. Then the full symbol of P is an asymptotic sum

of homogeneous terms: p + pm−1 + pm−2 + .... The subprincipal symbols of the components

of P is given by (3.2). Let Λ ⊂ T ∗X \ 0 be a closed, conic Lagrangian submanifold of the

characteristic variety of P , Λ ⊂ CharP . Let MΛ and Ω
1/2
Λ be the Maslov, and the half-density

bundle of Λ, respectively. Sµ+n/4(Λ;MΛ ⊗ Ω
1/2
Λ ⊗ F ) is the space of symbols of the space of

Lagrangian distribution sections, Iµ(X,Λ;Ω1/2
X ⊗ F ). See [Hö09, Section 25.1] to read more

about Lagrangian distributions.

Given local coordinates λ1, ..., λn on Λ, the Lie derivative of half-densities with respect to H

(H = Hq) is defined as follows:

LH(u|dλ|1/2) =
(
Hu+

1

2
div(H)u

)
|dλ|1/2. (3.4)

Here div(H) =
∑

j ∂Hj/∂λj when H =
∑

j Hj∂/∂λj. Over a (conic) neighborhood of a point

in Λ we trivialize bundles by choosing local frames of F , G, and MΛ:

MΛ ⊗ Ω
1/2
Λ ⊗ F ∼= (Ω

1/2
Λ )N ∼= MΛ ⊗ Ω

1/2
Λ ⊗G. (3.5)

Thus, we represent sections by N -vectors of half-densities.

Proposition 3.8. There is a first order differential operator TP,H on Λ, uniquely determined

by P and H, which maps C∞ sections of MΛ ⊗ Ω
1/2
Λ ⊗ ker p to C∞ sections of MΛ ⊗ Ω

1/2
Λ ⊗ F .

That is

TP,H : C∞(Λ,MΛ ⊗ Ω
1/2
Λ ⊗ ker p) → C∞(Λ,MΛ ⊗ Ω

1/2
Λ ⊗ F ).
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3.1 Systems of real principal type

TP,H is given as follows

TP,Ha = LHa+
1

2
{p̃, p}a+ ip̃psa. (3.6)

Trivializing bundles as in (3.5), a is an N vector of half-densities with pa = 0.

Let Er ∈ Ψk(X;Fr, F ) and El ∈ Ψk(X;G,Gl) be elliptic with principal symbols er and el,

respectively. Let f ∈ C∞(T ∗X \ 0) be a real-valued and non-vanishing in CharP . Then,

TPEr,H(e
−1
r a) = e−1

r TP,H(a), TElP,H(a) = TP,H(a), TP,fH(a) = fTP,H(a), (3.7)

holds for every a ∈ C∞(Λ,MΛ ⊗ Ω
1/2
Λ ⊗ F ) with pa = 0.

Remark 3.9. The transport equation TP,H acts on symbol spaces

TP,H : Sµ+n/4(Λ,MΛ ⊗ Ω
1/2
Λ ⊗ ker p) → Sµ+n/4(Λ,MΛ ⊗ Ω

1/2
Λ ⊗ F ).

This follows from (3.6), since H is homogeneous of degree 0, and p̃ is homogeneous of degree

1−m.

An equation TP,H = 0 for a section a of ker p is called homogeneous transport equation.

Lemma 3.10. Let P1, P2 be N×N systems of pseudodifferential operators with principal sym-

bols p1, p2 and subprincipal symbols ps1, ps2. Then P1P2 has principal symbol p1p2 and subprincipal

symbol

ps1p2 + p1p
s
2 +

1

2i
{p1, p2}.

Proof. The proof follows from the composition formula of the Weyl calculus [Hö07, Section

18.5].

Proof of Proposition 3.8. Assume trivialization of the bundles as in (3.5. Using p̃p = q IdN , we

can get that

{fp̃, p} = f{p̃, p} − (Hf) IdN −(Hf p̃)p.

Using this, and using that LfHa = fLHa+
1
2
(Hf)a, we get the last formula in (3.7).

Let E ∈ Ψk be N ×N elliptic with principal symbol e. Set P1 = PE. P1 is of real principal

type with Hamilton field H, and principal symbol p1 = pe. Observe that p̃1p1 = q IdN holds

with p̃1 = e−1p̃. Using

(∂q) IdN = (∂p̃)p+ p̃(∂p), (3.8)

and He−1 = e−1(He)e−1, we get

{p̃1, p1} = e−1{p̃, p}e+ 2e−1He− e−1p̃{p, e}+ r1.
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3 Propagation of polarization sets

Here r1 vanishes on ker p1. Using Lemma 3.10, we have

p̃1p
s
1 = e−1

(
p̃pse+

1

2i
p̃{p, e}

)
+ r2.

Here r2 vanishes on {q = 0}. Let b be a section of (Ω1/2
Λ )N with pa = p1b = 0, a = eb. Then

LHb = e−1LHa− e−1(He)b.

Summing up we have

LHb+
1

2
{p̃1, p1}b+ ip̃1p

s
1b = e−1

(
LHa+

1

2
{p̃, p}a+ ip̃psa

)
.

So, we get the first formula in (3.7). Similarly, we can prove the second formula by multiplying

P from the right by an elliptic operator.

Remark 3.11. A transport equation TP,Ha = 0 for a section a over a Lagrangian manifold

Λ ⊂ CharP can be viewed as a family of ordinary differential equations associated with the

bicharacteristic curves which foliate Λ.

If A is a Lagrangian distribution of order µ with principal symbol a, then PA has order (at

most) m+µ and principal symbol pa. If pa = 0 then PA is of order m+µ−1. In the following

theorem, we will state the relation between its principal symbol and the transport connection

TP,H .

Theorem 3.12. Assume Λ a homogeneous Lagrangian submanifold of T ∗(X) \ 0 such that

Λ ⊂ CharP . If A ∈ Iµ(X,Λ;Ω
1/2
X ⊗ F ), and a ∈ Sµ+n/4(Λ;MΛ ⊗ Ω

1/2
Λ ⊗ F ) is a principal

symbol of A such that pa = 0, it follows that B = PA ∈ Im+µ−1(X,Λ;Ω
1/2
X ⊗G) has a principal

symbol b ∈ Sm+µ+n/4−1(Λ;MΛ ⊗ Ω
1/2
Λ ⊗G) satisfying

i−1TP,Ha = p̃b. (3.9)

Proof. We want to show that (3.9) holds microlocally near γ ∈ Λ. We assume that X is an

open subset of Rn, and that F and G are trivial N -bundles. Hence, P is a N × N matrix of

scalar pseudodifferential operators, and a, and b are N -vectors of half-densities. We have to

prove that, in a conic neighbourhood of γ,

1

i
LHa+

1

2i
{p̃, p}a+ p̃psa = p̃b.

First, consider P is diagonal, p = q IdN (p̃ = IdN), and ps = 0. Then (3.9) follows from the

scalar case [Hö07, Theorem 25.2.4].

Next, consider when the principal symbol of P is diagonal p = q IdN , (we assumed here

p̃ = IdN). Choose P∆ ∈ Ψm diagonal N×N with principal symbol p, and vanishing subprincipal
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3.1 Systems of real principal type

symbol. Choose E ∈ Ψ0 elliptic N ×N with principal symbol e which solves

1

i
Hqe+ pse = 0 (3.10)

in a conic neighbourhood of γ. PE and EP∆ have the same principal symbol qe. Using Lemma

3.10, the subprincipal symbols of PE and EP∆ are

qes + pse+
1

2i
Hqe and qes − 1

2i
Hqe,

respectively. It follows from (3.10) that the subprincipal symbols are equal. Hence PE ≡ EP∆

modulo Ψm−2. Let E−1 be a parametrix for E. Microlocally near γ, B = PA ≡ EP∆E
−1A

holds modulo Im+µ−2(X,Λ;Ω
1/2
X ⊗G). From the previous case we have that the principal symbol

of P∆E
−1A equals i−1LH(e

−1a). Now, using (3.10), we get:

b = i−1eLH(e
−1a) = i−1LHa+ i−1e(He−1)a = i−1LHa+ psa.

Now, consider the general case. P1 = P̃P is of real principal type with diagonal principal

symbol p1 = q IdN . By Lemma 3.10 the subprincipal symbol is ps1 = p̃sp + p̃ps + (2i)−1{p̃, p}.

We apply the previous case to P̃B = P1A with p̃1 = IdN and obtain

p̃b = i−1LHa+ ps1a = i−1LHa+ p̃psa+ (2i)−1{p̃, p}a.

Apply Theorem 3.12 with P the lift to X×Y under the canonical projection onto the factor

X and Λ = C ′ the twisted canonical relation.

Corollary 3.13. Assume that C is a homogeneous canonical relation from T ∗(Y )\0 to T ∗(X)\0

such that the projection of C in T ∗(X)\0 is contained in CharP . If A ∈ Iµ(X×Y,C ′; Ω
1/2
X×Y ⊗

Hom(E,F )), and a ∈ Sµ+(nX+nY )/4(C;MC⊗Ω
1/2
C ⊗Hom(E,F )) is a principal symbol for A such

that pa = 0, it follows that B = PA ∈ Im+µ−1(X × Y,C ′; Ω
1/2
X×Y ⊗ Hom(E,G)) has principal

symbol b ∈ Sm+µ+(nX+nY )/4−1(C;MC ⊗ Ω
1/2
C ⊗ Hom(E,G)) which satisfies

i−1TP,Ha = p̃b.

Let Λ ⊂ CharP be a closed, conic Lagrangian submaniold. We want to show how PA ≡ 0

modulo C∞ with non-trivial Lagrangian distribution A associated with Λ is solved.

Lemma 3.14. Let Λ0 ⊂ Λ be a conic isotropic submanifold of codimension one such that

evey bicharacteristic curve in Λ intersects Λ0 in exactly one point and transversally. Let a0 ∈

Sµ+n/4(Λ;MΛ ⊗ Ω
1/2
Λ ⊗ F ) and b ∈ Sm+µ+n/4−1(Λ;MΛ ⊗ Ω

1/2
Λ ⊗ G). Then there is a unique

symbol a ∈ Sµ+n/4(Λ;MΛ ⊗ Ω
1/2
Λ ⊗ F ) which satisfies a = a0 on Λ0 and the transport equation
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3 Propagation of polarization sets

i−1TP,Ha = p̃b on Λ. If pa0 = 0 on Λ0 then pa = 0 on Λ.

Now, we show how B ≡ PA is solved within the framework of Lagrangian distributions when

the product of principal symbols vanishes and the transport equation holds.

Proposition 3.15. Let B ∈ Im+µ−1(X,Λ;Ω
1/2
X ⊗G) have principal symbol b. Let a ∈ Sµ+n/4(Λ;MΛ⊗

Ω
1/2
Λ ⊗F ) with pa = 0 be such that the transport equation i−1TP,Ha = p̃b holds on Λ. Then there

exists A ∈ Iµ(X,Λ;Ω
1/2
X ⊗F ) with principal symbol a such that B−PA ∈ Im+µ−2(X,Λ;Ω

1/2
X ⊗G).

Proof. Choose A′ ∈ Iµ(X,Λ) with principal symbol a. By Theorem 3.12, B′ := B − PA′ ∈

Im+µ−1(X,Λ) with principal symbol b′ which satisfies p̃b′ = 0. From [Den82a], we have ker p̃ =

im p. Therefore we find a′′ ∈ Sµ−1+n/4(Λ) with b′ = pa′′. A = A′ + A′′ has the requested

properties when A′′ ∈ Iµ−1(X,Λ) is chosen with principal symbol a′′.

Theorem 3.16. Let Λ0 ⊂ Λ be a conic isotopic submanifold of codimension one such that every

H bicharacteristic curve in Λ intersects Λ0 in exactly one point and transversally. Let a0 ∈

Sµ+n/4(Λ;MΛ⊗Ω
1/2
Λ ⊗F ) be such that pa0 = 0 on Λ0. Then there exists A ∈ Iµ(X,Λ;Ω

1/2
X ⊗F )

which satisfies PA ≡ 0 modulo C∞(X;F ) and has principal symbol a such that a = a0 on Λ0

and pa = 0, TP,Ha = 0 on Λ.

Proof. Set B1 = 0. From Lemma 3.14, and Proposition 3.15, we know that there exists A1 ∈

Iµ(X,Λ;Ω
1/2
Λ ⊗F ) such that B2 := B1−PA1 ∈ Im+µ−2(X,Λ;Ω

1/2
X ⊗G) and the principal symbol

of A1, a1, satisfies a1 = a0 on Λ0 and pa1 = 0, i−1TP,Ha1 = p̃b1 = 0 on Λ. Recursively for j ∈ N,

we obtain Aj ∈ Iµ+1−j(X,Λ;Ω
1/2
X ⊗ F ) and Bj+1 := Bj − PAj ∈ Im+µ−1−j(X,Λ;Ω

1/2
X ⊗ G)

by solving inhomogeneous transport equations i−1TP,Haj = p̃bj on Λ. A is constructed as an

asymptotic sum A ∼ A1 + A2 + ...

3.2 Propagation of polarization sets for systems of uniaxial

type

In this section, we will state the definition of systems of uniaxial type, and give the result

of propagation of polarization sets for systems of uniaxial type given by Dencker in [Den92] .

We are going to assume that the characteristic set is a union of two non-radial hypersurfaces,

which are tangent of exactly order k0 ≥ 1 at an involutive manifold. We will also assume that

the principal symbol of our system vanishes of first order on the two-dimensional kernel at the

intersection, and we will assume a Levi-type of condition.
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3.2 Propagation of polarization sets for systems of uniaxial type

Let P ∈ Ψm
phg(X) be an N ×N system of classical pseduodifferential operators on a smooth

manifold X. Let p be the principal symbol of P . Let Σ = (det p)−1(0), and let

Σ2 = {(x, ξ) ∈ Σ : d(det p) = 0 at (x, ξ)}, (3.11)

and Σ1 = Σ \ Σ2. Assume that we have

Σ = S1 ∪ S2, where S1 and S2 are non-radial hypersurfaces tangent at

Σ2 = S1 ∩ S2 of exactly order k0 ≥ 1,
(3.12)

microlocally near ν0 ∈ Σ2. This means that the Hamilton field of Sj does not have the radial

direction ⟨ξ, ∂ξ⟩, and it means also that the k0th jets of S1 and S2 coincide on Σ2, but no

(k0+1)th jet does. Note that we have P is of real principal type at Σ1, since d(det p) ̸= 0 there;

see Definition 3.1. Moreover, (3.12) gives us that Σ2 have to be a manifold of codimension ≥ 2.

We assume that

Σ2 is an involutive manifold of codimension d0 ≥ 2, (3.13)

let Np = ker p ⊆ (T ∗X \ 0)× CN . We will assume that

the (complex) dimension of the fiber of Np is equal to 2 at Σ2, (3.14)

and

d2(det p) ̸= 0 at Σ2, (3.15)

that is p vanishes of first order on the kernel. We want to consider the limits of NP |Σ1 when

we approach Σ2, so let

N j
p = Np|Sj\Σ2 , (3.16)

TΣ2Σ := TΣ2S1 = TΣ2S2 (note here Σ is not a manifold), and ∂Σ1 := TΣ2Σ/TΣ2. Here ∂Σ1 is the

normal bundle of Σ2 in S1 which is equal to the normal bundle of Σ2 in S2. Let i0 : Σ2 → ∂Σ1

denotes the zero section of ∂Σ1. By the tubular neighborhood theorem we know that there

exists a diffeomorphism Φ from some neighborhood U ⊂ Sj of Σ2 to a neighborhood U0 ∈ ∂Σ1

of the zero section of ∂Σ1, and Φ identifies Σ2 itself with the zero section.

Before giving the definition of systems of uniaxial type, we need to give the definition of the

limit polarizations.

Definition 3.17. For j = 1, 2, we define the limit polarizations

∂N j
p = {(ν, ρ, z) ∈ ∂Σ1 × CN : ρ ̸= 0 and z = lim

k→∞
zk}, (3.17)
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3 Propagation of polarization sets

where zk ∈ ker p(νk) and νk ∈ Sj \ Σ2 satisfy (ν − νk)/|ν − νk| → ρ/|ρ| when k → ∞.

∂N j
P is conical in ξ and ρ, and homogeneous in the fiber, but it may have (complex) dimension

> 1 at (ν, ρ). We assume that the fiber of

∂N 1
p ∩ ∂N 2

p = {0} over ∂Σ1 \ (Σ2 × 0). (3.18)

This condition means that no element in NP |Σ2 can be the limit of polarization vectors on both

characteristic surfaces, along the same direction. Dencker showed that (3.18) implies that ∂N j
P

is a complex line bundle over ∂Σ1 \ (Σ2 × 0), if we assume (3.12)-(3.15). We will show this in

the proof of proposition 3.20. Now, we give the definition of systems of uniaxial type:

Definition 3.18. The system P is of uniaxial type at ν0 ∈ Σ2, if (3.12)-(3.15) and (3.18) hold

microlocally near ν0.

If P ∈ Ψm
phg is of uniaxial type and Pu ∈ Hr near ν ∈ Σ1, then we already know the result

as Dencker showed in [Den82a] that Polr+m−1(u) is a union of Hamilton orbits in NP near ν

because P is of real principal type at Σ1, since d(det p) ̸= 0. Now, we want to give Dencker’s

result for the propagation of the polarization set when we approach Σ2; see [Den92]. Note that

in this section we will not be writing precisely what Dencker wrote to prove the result, but it is

almost the same process. Dencker applied a change of variable while writing the normal form,

which we do not apply here.

Proposition 3.19. Let P ∈ Ψ1
phg be an N × N system of uniaxial type at ν0 ∈ Σ2. Then by

choosing suitable symplectic coordinates, we may assume that X = R×Rn−1, ν0 = (0; (0, ..., 1)),

S1 = {(t, x; τ, ξ) ∈ T ∗(R× Rn−1) : τ = 0}, (3.19)

and

S2 = {(t, x; τ, ξ) ∈ T ∗(R× Rn−1) : τ + β(t, x, ξ) = 0}, (3.20)

microlocally near ν0. Here β is real and homogeneous of degree 1 in ξ, and satisfies in a conical

neighborhood of ν0

c|ξ′|k0+1/|ξ|k0 ≤ |β| ≤ C|ξ′|k0+1/|ξ|k0 , 0 < c < C, (3.21)

where (τ, ξ′, ξ′′) ∈ R×Rd0−1 ×Rn−d0, which gives Σ2 = {τ = 0, ξ′ = 0}. By conjugating P with

elliptic, scalar Fourier integral operators, and multiplying with elliptic N ×N systems of order

0, we may assume that

P ∼=

F 0

0 E

 mod C∞, (3.22)
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3.2 Propagation of polarization sets for systems of uniaxial type

microlocally near ν0, where E ∈ Ψ1
phg is an elliptic (N − 2)× (N − 2) system and

F ∼= Id2Dt +K(t, x,Dx) mod C∞. (3.23)

Here K(t, x,Dx) ∈ C∞(R,Ψ1
phg) is a 2× 2 system, det k ≡ 0, and trace tr k = β where k is the

principal symbol of K.

Proof. Since the result is local, we may assume X = Rn. Because Σ2 is involutive, we

may choose symplectic, homogeneous coordinates (x, ξ) ∈ T ∗Rn near ν0 ∈ Σ2, so that ν0 =

(0; (0, ..., 1)) and

Σ2 = {(x, ξ) ∈ T ∗Rn : ξ′ = 0}, (3.24)

where ξ = (ξ′, ξ′′) ∈ Rd0 × Rn−d0 . We may also assume that

S1 = {(x, ξ) ∈ T ∗Rn : ξ1 = 0}, (3.25)

near ν0. Now, we rename x1 = t, (x2, .., xd0) = x′, and (xd0+1, ..., xn) = x′′. Since S2 is tangent

to S1 at Σ2, we obtain

S2 = {(t, x; τ, ξ) ∈ T ∗(R× Rn−1) : τ + β(t, x, ξ) = 0}, (3.26)

with β real and homogeneous of degree 1 in ξ, in a conical neighborhood of ν0, and β satisfies

(3.21).

By choosing suitable homogeneous bases for ker p and orthogonal complement of Im p in CN

on Σ2, and extending to a neighborhood, we obtain P on the form

P =

P11 P12

P21 P22

 ∈ S1. (3.27)

Here P22 is an elliptic (N − 2)× (N − 2) system and the principal symbols of P11, P12, and P21

vanish on Σ2. By constructing a parametrix for P22 and multiplying P from left and right with

suitable elliptic systems of order 0, we obtain P on the form

P ∼=

F 0

0 E

 mod C∞ (3.28)

microlocally near ν0, where E ∈ Ψ1
phg is an elliptic (N − 2) × (N − 2) system. To know more

about how this is done, you can check either [Den88, Proposition 2.5], or you can check the

proof of Proposition 3.31 in the next section, as we will explain this more when writing the

normal form for systems of generalized transverse type.
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3 Propagation of polarization sets

If f is the principal symbol for F = P11, the conditions (3.15), (3.19), and (3.20) imply

det f = cτ(τ + β), 0 ̸= c ∈ S−1, (3.29)

thus ∂2τ (det f) = det(∂τf) ̸= 0 at Σ2. By Theorem D.1, and by homogeneity, we may find

homogeneous system C0 ∈ S0 such that

f = C0(τ Id2+k(t, x, ξ)), (3.30)

where detC0 ̸= 0 at Σ2. By multiplication with an elliptic system, we may assume C0 ≡ Id2.

Thus, det f = τ(τ + β), which implies det k ≡ 0, and tr k = β. If f0 ∈ S0 is the term

homogeneous of degree 0 in the expansion of F , then Theorem D.1 and homogeneity give

f0 = B−1f +B0, (3.31)

where B0 ∈ C∞(R, S0) is independent of τ , and B−1 ∈ S−1. By multiplying f with an operator

with symbol Id2−B−1, we may assume B−1 ≡ 0. By induction over lower order terms we obtain

(3.23).

We want to introduce symbol classes adapted to the function β defined in (3.21). Let

ϑ2(ξ) = 1 + |ξ′|2k0+2⟨ξ⟩−2k0 , (3.32)

where ⟨ξ⟩ = (1 + |ξ|2)1/2, thus ϑ ≈ 1 + |β|. Consider the metric

g(dx, dξ) = |dx|2 + |dξ′|2/(⟨ξ⟩µ + |ξ′|)2 + |dξ′′|2/⟨ξ⟩2 at (x, ξ), (3.33)

where µ = k0/(k0 + 1), which gives h2 = sup g/gσ = (⟨ξ⟩µ + |ξ′|)−2 ≤ 1. We get that g is σ

temperate, ϑ is a weight for g, and β ∈ S(ϑ, g); see Appendix B. In fact, Taylor’s formula gives

β =
∑

|α|=k0+1

aαξ′α (3.34)

where aα ∈ S−k0 are homogeneous in ξ. Hence, we get

⟨ξ⟩|γ′′||∂αx∂
γ′

ξ′ ∂
γ′′

ξ′′ β| ≤ Cαγ⟨ξ⟩−k0−(|γ′|−k0−1)+|ξ′|(k0+1−|γ′|)+ ≤ C ′
αγϑh

|γ′|, (3.35)

by considering the cases |ξ′| ≷ ⟨ξ⟩µ. Similarly, we get that if we have a(t, x, ξ) is homogeneous

of degree j in ξ and |a| ≤ cϑk, then a ∈ S(ϑj, g). Moreover, if k < j, then a ≡ 0, otherwise a

vanishes of order ≥ j(k0 + 1) at Σ2.

Proposition 3.20. Let

P = Id2Dt +K(t, x,Dx) (3.36)

be a 2 × 2 system with K ∈ C∞(R,Ψ1
phg), and assume that k = σ(K) satisfies det k ≡ 0, and
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3.2 Propagation of polarization sets for systems of uniaxial type

tr k = β. Then P is of uniaxial type if and only if k ∈ C∞(R, S(ϑ, g)).

Proof. We will write k in the following form

k =

k11 k12

k21 k22

 , (3.37)

and let α = (k11, k12, k21, k22) ∈ C∞(R, S1), homogeneous of degree 1 in ξ. By homogeneity; see

the discussion above,

k ∈ C∞(R, S(ϑ, g)) ⇔ α = O(β) (3.38)

Assume that α = O(β) and (ν, ρ) ∈ ∂Σ1, ρ ̸= 0. Choose Σ1 ∈ νj → ν such that (ν − νj)|ν −

νj|−1 → ρ/|ρ|, j → ∞. Let us define

γij(ν, ρ) := lim
νj→ν

kij
β
(νj). (3.39)

Since α = O(β) does not depend on τ , so the above definition (3.39) is independent of the

choice of νj. We get

∂N 1
P (ν, ρ) = ker((γij(ν, ρ))i,j=1,2), (3.40)

where (γij(ν, ρ))i,j=1,2 denotes the matrix with entries γij(ν, ρ) for i, j = 1, 2. We also have

∂N 2
P (ν, ρ) = ker(− Id2+(γij(ν, ρ))i,j=1,2). (3.41)

It is easy to see that the condition ∂N 1
P (ν, ρ)∩∂N 2

P (ν, ρ) = {0} is satisfied. Moreover, using that

det k = 0, and trace k = β, we have that det(γij(ν, ρ))i,j=1,2) = det(− Id2+(γij(ν, ρ))i,j=1,2) = 0.

Also, we get that (γij(ν, ρ))i,j=1,2) ̸= {0} and (− Id2+(γij(ν, ρ))i,j=1,2) ̸= {0}. Hence, by the

rank-nullity theorem we get dim ∂N 1
P (ν, ρ) and dim ∂N 2

P (ν, ρ) is equal to 1 for all (ν, ρ) ∈ ∂Σ1,

ρ ̸= 0.

On the other hand, assume that α ̸= O(β) at ν ∈ Σ2. Then there exists a sequence

νl = (tl, xl; 0, ξl) → ν, such that

|α(νl)| > l|β(νl)|, ∀l ∈ N. (3.42)

It is no restriction to assume that {(ν − νl)|ν − νl|−1} has a limit 0 ̸= ρ ∈ ∂Σ1|ν as l → ∞, and

that

εi,j = lim
l→∞

kij(νl)/|α(νl)| exists. (3.43)

Since β(νl)/|α(νl)| → 0, we get that

∂N s
P (ν, ρ) ⊇ ker((εi,j)i,j=1,2) for s = 1, 2. (3.44)
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3 Propagation of polarization sets

Now, we want to show that ker((εi,j)i,j=1,2) ̸= {0}. As we have det k = 0, we get

lim
νl→ν

(
(k11k22 − k12k21

)
/(|α(νl)|2) = 0. (3.45)

So, we get the rank of the matrix
(
lim
νl→ν

kij/|α(νl)|
)

is strictly less than 2. By the rank-nullity

theorem we get that the dimension of the kernel of
(
lim
νl→ν

kij/|α(νl)|
)

is greater or equal to 1.

By that we get ker((εi,j)i,j=1,2) ̸= {0}.

We will introduce some spaces that we are going to use. Let Hr,s be the space of u ∈ S ′

satisfying

∥u∥2(r,s) = (2π)−n

∫
|û(τ, ξ)|2⟨(τ, ξ)⟩2r⟨(τ, ϑ)⟩2sdτdξ <∞, (3.46)

where ϑ is given by (3.32). We say that u ∈ Hr,s at ν ∈ T ∗Rn \ 0, that is, ν /∈ WFr,s(u), if

u = u1 + u2, where u1 ∈ Hr,s and ν /∈ WF(u2). Note that Hr,s−t ⊆ Hr,s when t ≥ 0.

Proposition 3.21. Assume that P is a 2× 2 system of pseudodifferential operators of order 1

on Rn, on the form (3.23) with K ∈ C∞(R,Op(S(ϑ, g))) near ν0 ∈ Σ2. Let u ∈ S ′(Rn,C2) and

assume Pu ∈ Hr,s at ν0. Then, for every δ > 0 we can find cδ > 0 and vδ ∈ Hr,s+1 at ν0, such

that uδ = u− vδ satisfies

|ûδ(τ, ξ)| ≤ Cδ,N⟨(τ, ξ)⟩−N , ∀N, (3.47)

when |τ | > cδ(⟨ξ⟩δ + ⟨ϑ⟩).

Proof. Without loss of generality, we will assume that δ ≤ µ is fixed, where µ = k0/(k0 + 1).

Let χ ∈ C∞
0 (R) satisfy χ(r) = 1 when |r| ≤ 1. Then we have

ϕϵ,δ(τ, ξ) = χ(ϵ|τ |(⟨ξ⟩δ + ⟨ϑ⟩)−1) ∈ S0
δ,0, ∀ϵδ > 0, (3.48)

since dϕϵ,δ is supported, where |τ | ≈ ⟨ξ⟩δ + ⟨ϑ⟩. Put vδ = (1 − ϕϵ,δ)(D)u, then uδ = ϕϵ,δ(D)u

satisfies (3.47), ∀ϵδ > 0.

In the support of 1− ϕϵ,δ we find |det p| > cϑ2
δ for small ϵ, where

ϑδ = ⟨(τ, ξ)⟩δ + ⟨(τ, ϑ)⟩ (3.49)

is a weight for the metric gδ = |dt|2 + |dx|2 + (|dτ |2 + |dξ|2)/⟨(τ, ξ)⟩2δ. Since δ ≤ µ, we find

P ∈ OpS(ϑδ, gδ) when |τ | ≤ C|ξ|. Thus, we may construct E ∈ OpS(ϑ−1
δ , gδ) ⊆ Ψ−δ

δ,0 such

that EP ∼= (1−ϕϵ,δ(D))I mod C∞, microlocally near ν0. Since E preserves wavefront sets, and

⟨(τ, ϑ)⟩σ(E) ∈ S0
0,0, we find vδ ∼= EPu ∈ Hr,s+1 at ν0.
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3.2 Propagation of polarization sets for systems of uniaxial type

Let Hr,s
∗ be the Banach space of u ∈ S ′, satisfying

(∥u∥r,s∗ )2 = (2π)−n

∫
|û(τ, ξ)|2⟨ξ⟩2r⟨ϑ⟩2sdτdξ <∞. (3.50)

If u ∈ Hr,s
∗ , then we get u|t=ρ ∈ Hr,s for almost all ρ, by Fubini’s theorem. If u ∈ S ′ satisfies

(3.47), then

∥u∥r−δs−,s
∗ ≤ Cr,s(∥u∥r,s + 1) ≤ C ′

r,s(∥u∥r+δs+,s
∗ + 1), ∀r, s ∈ R, (3.51)

where s± = max(±s, 0). Hence, we lose only O(δ) derivatives when taking restriction to {t = r},

for almost all r.

Definition 3.22. Let u ∈ S ′(Rn), and assume ξ ̸= 0 in WF(u). We say that u ∈ Hr,s
∗ at

(t0, x0, ξ0), that is, (t0, x,0 , ξ0) /∈ WFr,s
∗ (u), if there exists ϕ(t, x, ξ) ∈ C∞(R, S0

1,0) such that

ϕ(t, x,Dx)u ∈ Hr,s
∗ and limλ→∞|ϕ(t0, x0, λξ0)| ≠ 0.

We have

(t0, x0, ξ0) /∈ WFr,s
∗ (u) ⇒ (x0, ξ0) /∈ WFr,s(uρ), (3.52)

for almost all ρ close to t0, where uρ = u|t=ρ. If ξ ̸= 0 in WF(u), then from [Den82b, Lemma

2.3], we get that

π0(WFr,0)(u) = WFr,0
∗ (u), (3.53)

where π0(t, x; τ, ξ) = (t, x, ξ). The following lemma gives the result for the more general wave-

front sets:

Lemma 3.23. Assume that u ∈ S ′(Rn) satisfies (3.47). Then Au satisfies (3.47), for any

A ∈ C∞(R,Ψν
δ,0). We also obtain

WFr−δs−,s
∗ (u) ⊆ π0(WFr,s(u)) ⊆ WFr+δs+,s

∗ (u), (3.54)

where s± = max(±s, 0) and π0(t, x; τ, ξ) = (t, x, ξ). Since u ∈ C∞ in π−1
0 (Σ2) \Σ2 by (3.47), we

find

ι0(WFr−δs−,s
∗ (u)) ⊆ WFr,s(u) ⊆ ι0(WFr+δs+,s

∗ (u)) on Σ2, (3.55)

where ι0(t, x, ξ) = (t, x; 0, ξ).

Note that Hr = Hr,0 is the usual Sobolev space.

Changing the notation, let x1 = t, x′ = (x2, ..., xd0), then x = (x1, x
′, x′′) ∈ R×Rd0−1×Rn−d0 .

Introduce the symbol classes Sr,s = S(⟨ξ⟩rh−s, g) where h−2 = 1 + |ξ1|2 + |ξ′|2k0+2/⟨ξ⟩2k0 and
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3 Propagation of polarization sets

⟨ξ⟩ are weights for the metric g defined by

gx,ξ(dx, dξ) = |dx|2 + |dξ|2h2. (3.56)

Let Ψr,s = OpSr,s be the corresponding pseudodifferential operators, which maps Hr,s into L2.

Returning to the old notation where using t instead of x1, and assume that P be of the form

in proposition 3.19, we get P ∈ Ψ0,1 when K ∈ C∞(R, S(ϑ, g)) because we can notice that

h−2 = ϑ2 and by that we have S0,1 = S(ϑ, g).

We are going to consider the following N ×N system

Q = q IdN +Q1 +Q0. (3.57)

Here q is a scalar operator with symbol

q(t, x; τ, ξ) = τ(τ + β(t, x, ξ)), (3.58)

where β ∈ S(ϑ, g) is homogeneous and satisfies (3.21). We will assume

Q1 = A0Dt + A1, (3.59)

with Aj ∈ S(ϑj, g), and Q0 ∈ S(1, g). We are going to study the following Cauchy Problem:

Qu = f

(u,Dtu)|t=0 = (u0, u1).
(3.60)

Since we are going to assume that ξ ̸= 0 in WF(u), the restrictions are well defined.

Proposition 3.24. Assume that u ∈ D′(Rn,CN) satisfies (3.60), and ξ ̸= 0 in WF(u). If

u0 ∈ Hr,s, u1 ∈ Hr,s−1 at (x0, ξ0), f ∈ Hr,s−1
∗ at (t, x0, ξ0) for 0 ≤ t ≤ t0, and ξ′0 = 0, then

u ∈ Hr,s
∗ at (t0, x0, ξ0).

Proof. By conjugating with an elliptic, scalar operator with symbol in S(⟨ξ⟩rϑs, g), we may

assume that r = s = 0. We will reduce to a first order symmetric system. Let v1 = u, and

v2 = λDtu, where λ ∈ OpS(ϑ−1, g) has symbol ϑ−1, so v2 = λDtv1. Then V = t(v1, v2) ∈

D′(Rn,C2N), ξ ̸= 0 in WF(V ), and V satisfies

PV = F

V |t=0 = V0.
(3.61)

Here P = Id2N Dt +K, F = t(0, λf), V0 = t(u0, λu1), and K ∈ OpS(ϑ, g) has symbol equal

to

k ∼=

0 −ϑ IdN

0 β IdN

 mod S(1, g). (3.62)
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We find V0 ∈ H0,0 = L2 at (x0, ξ0) and F ∈ H0,0
∗ at (t, x0, ξ0) for 0 ≤ t ≤ t0. Thus the result

follows from the following proposition.

Proposition 3.25. Let P = Dt IdN +K where K ∈ OpS(ϑ, g) has symbol which is diagonal-

izable in S(1, g) with eigenvalues 0 and β mod S(1, g), and β ∈ C∞ is homogeneous, satisfying

(3.21). Assume that V ∈ D′(Rn,CN), ξ ̸= 0 in WF(V ) and V satisfies (3.61). If V0 ∈ L2 at

(x0, ξ0), F ∈ H0,0
∗ at (t, x0, ξ0) for 0 ≤ t ≤ t0, and ξ′0 = 0, then V ∈ H0,0

∗ at (t0, x0, ξ0).

Proof. Using that ξ ̸= 0 in WF(V ) and ξ′0 = 0, we get that V ∈ H1,0 at (t, x0; τ, ξ0) when τ ̸= 0

and 0 ≤ t ≤ t0. By cut-off we may assume u ∈ E ′, then by [Den82b, Lemma 2.3] we only

have to prove that V ∈ L2 at (t0, x0; 0, ξ0). By the assumptions and Definition 3.22, we may

find Ψ(t, x, ξ) ∈ S(1, g) such that Ψ ∼= 1 in a conical neighborhood of {(t, x0, ξ0) : 0 ≤ t ≤ t0},

ΨF ∈ L2 when 0 ≤ t ≤ t0, and ΨV |t=0 ∈ L2. Let Ψ0 = Ψ|t=0 and consider the Cauchy problem

PU = ΨF for 0 ≤ t ≤ t0

U |t=0 = Ψ0V0.
(3.63)

By [Den88, Lemma 5.4], this has a unique solution U ∈ C∞(R,D′(Rn−1,CN)) ∩ L2. Put

W = V − U , then from they proof of Lemma 3.23; check [Den92], we know that (t, x0; τ, ξ0) /∈

WF(PW ) = WF((1 − Ψ)F ), ∀τ , 0 ≤ t ≤ t0, and (x0, ξ0) /∈ WF(W |t=0) = WF((1 − Ψ0)V0).

By using the parametrix in [Den89, Proposition 3.4], and the microlocal uniqueness obtained

in [Den89, Section 5], we get that (t0, x0; 0, ξ0) /∈ WF(W ).

Let

r∗u(ν) = sup{r ∈ R : u ∈ Hr at ν}, ν ∈ T ∗X \ 0, (3.64)

be the regularity function. Note that as S1 and S2 are tangent at Σ2, so their Hamilton fields are

parallel on Σ2, and since Σ2 is involutive, the Hamilton fields are tangent to Σ2. Therefore Σ and

Σ2 are foliated by the bicharacteristics of Σ. Also, Dencker proved that ∂Σ1\(Σ2×0) is foliated

by limit bicharactersitcs, which are liftings of bicharactersitics in Σ2, and that ∂N 1
P ∪ ∂N 2

P is

foliated by limit Hamilton orbits, which are liftings of limits of Hamilton orbits, and are unique

line bundles over limit bicharacteristics.

Theorem 3.26. Let P ∈ Ψm
phg be an N × N system of uniaxial type at ν0 ∈ Σ2, and let

A ∈ Ψ0
phg be a 1×N system such that the dimension of NA ∩ NP is equal to 1 at ν0. Assume

that u ∈ D′(X,CN) satisfies min(r∗Pu +m− 1, r∗Au) > r at ν0. Then, Polr(u) is a union of C∞

line bundles in NA ∩ NP over bicharacteristics of Σ in MA = π1(NA ∩ NP \ 0) near ν0, where
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3 Propagation of polarization sets

π1 : T
∗X \ 0× CN → T ∗X is the projection along the fibers.

Proof. We may assume s = 0, N = 2, and P is of the form in proposition 3.19. By using

Theorem D.2 for all terms in the expansion of A, we obtain that A ∈ C∞(R,Ψ0
phg). Since

σ(A) ̸= 0 at ν0 ∈ Σ2 (because if σ(A) = 0 we do not get that the dimension of NA∩NP is equal

to 1), we can conjugate by suitable elliptic systems in C∞(R,Ψ0
phg) to get that Au ∼= u1 ∈ Hϵ in

a conical neighborhood U of ν0, for some ϵ > 0. Then, we find π1(Pol0(u)) = WF0(u2) in U . By

shrinking U and decreasing ϵ, we may assume Pu ∈ Hϵ in U , (note that P ∈ Ψ0,1) which gives

Qu = tP coPu ∈ Hϵ,−1 there. Let P = (Pij)i,j=1,2, and Q = (qij)i,j=1,2. Since q21 = [P11, P21] ∈

C∞(R,OpS(ϑ, g)), we find q22u2 ∈ Hϵ,−1 in U . Similarly, we find P22u2 ∈ Hϵ,−1 ∈ U . Since

the result holds on Σ1, we only have to prove that u2 ∈ H0 at (t, x0; 0, ξ0) ∈ U ∩ Σ2 for t < t0,

implies u2 ∈ H0 at (t0, x0; 0, ξ0) = ν0.

Thus assume that u2 ∈ H0 at (t, x0; 0, ξ0) ∈ U ∩Σ2 when t < t0. Since S(ϑ, g) ∈ S1
µ,0, and we

may assume that δ ≤ µ, Lemma 3.23 gives that u2, P22u2, and q22u2 satisfies (3.47). Then ξ ̸= 0

in WF(u2), if we assume also that δ ≤ ϵ in (3.47) we find that P22u2, and q22u2 are in H0,−1
∗

in π0(U ∩ Σ2), and u2 ∈ H0
∗ at (t, x0, ξ0) ∈ π0(U ∩ Σ2) for t < t0 by (3.55). We also get that

Dtu2 ∈ H0,−1
∗ at (t, x0, ξ0) ∈ π0(U ∩ Σ2) when t < t0, since P22

∼= Dt mod C∞(R,OpS(ϑ, g)).

This gives

(u2, Dtu2)|{t=r} ∈ H0
∗ ×H0,−1

∗ at (x0, ξ0), (3.65)

for almost all r < t0, close to t0. Proposition 3.24 (with N = 1 and Q = q22) gives u2 ∈ H0
∗ at

(t0, x0, ξ0), and Lemma 3.23 gives u2 ∈ H0 at (t0, x0; 0, ξ0).

Note that in [Den92], Dencker showed additionally under what assumptions we get Polr(u)

is union of limits of Hamilton orbits in NA ∩NP near ν0 ∈ Σ2.

3.3 Propagation of polarization sets for systems of trans-

verse type

We want to state Dencker’s result regarding the propagation of polarization sets for systems

of transverse type; see [Den95]. Let P ∈ Ψm
phg be an N×N system of classical pseudodifferential

operators on a smooth manifold X, p = σ(P ) be the principal symbol, and Σ = (det p)−1(0) be
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3.3 Propagation of polarization sets for systems of transverse type

the characteristics of P . Let

Σ2 = {(x, ξ) ∈ Σ : d(det p) = 0 at (x, ξ)}, (3.66)

and Σ1 = Σ \ Σ2. For systems of transverse type we have Σ is a union of two non radial

hypersurfaces intersecting transversally at Σ2. More precisely, the systems of transverse type

is defined as the following

Definition 3.27. The system P is of transverse type at ν0 ∈ Σ2 if

Σ2 is a non-radial involutive manifold of codimension 2, (3.67)

det p = e · q, where e ̸= 0 and q is real valued with Hessian having rank 2

and positivity 1,
(3.68)

dimker p = 2 on Σ2, (3.69)

microlocally near ν0.

Similar to the case of systems of uniaxial type, if P ∈ Ψm
phg is of transverse type and Pu ∈ Hr

near ν ∈ Σ1, then P is of real principal type at ν. Let N j
P be as in (3.16). In [Den95], Dencker

modified slightly the definition of limit polarizations.

Definition 3.28. For j = 1, 2, the limit polarizations is defined by

∂N j
P = {(ν, z) ∈ Σ2 × CN : z = lim

k→∞
zk}, (3.70)

where zk ∈ ker p(νk) and Sj \ Σ2 ∋ νk → ν.

∂N j
P is conical in ξ and linear in the fibers. Dencker showed that ∂N j

P is a C∞ line bundle

over Σ2, j = 1, 2, and that

∂N 1
P ∩ ∂N 2

P = {0} over Σ2. (3.71)

Here, S1 and S2 are transverse at Σ2, so their Hamilton fields are non-parallel on Σ2. Since

Σ2 is involutive of codimension 2, the Hamilton fields of Sj are tangent to Σ2 and generate the

two-dimensional foliation of Σ2. Moreover, ∂N j
P is foliated by limit Hamilton orbits which are

limits of Hamilton orbits in N j
P , and are unique line bundles over bicharacteristics in Sj at Σ2

for j = 1, 2.

Theorem 3.29. Let P ∈ Ψm
phg be an N × N system of transverse type at ν0 ∈ Σ2, and let

A ∈ Ψ0
phg be a 1 × N system such that the dimension of NA ∩ NP is equal to 1 at ν0, and

MA = π1(NA ∩ NP \ 0) is a hypersurface near ν0. Assume that u ∈ D′(X,CN) such that

Pu ∈ Hr−m+1 and Au ∈ Hr at ν0. Then Polr(u) is a union of (limit) Hamilton orbits in

NA ∩NP . Here π1 : T ∗X × CN → T ∗X is the projection along the fibers.
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3 Propagation of polarization sets

Note that in this case MA = Sj for some j, and NA ∩ NP is a union of (limit) Hamilton

orbits.

3.4 Propagation of polarization sets for systems of gener-

alized transverse type

In this section, we generalize Dencker’s result stated in the previous section by considering

the system to have its characteristic set is union of r0 hypersurfaces intersecting transversally

at an involutive manifold of codimension d0 ≥ 2, with r0 ≥ 2. Let P ∈ Ψm
phg(X) be an N ×N

system of classical pseudodifferential operators on a smooth manifold X. Let P ∈ Ψm
phg(X) be

a pseudodifferential operator on a smooth manifold X. Let p = σ(P ) be the principal symbol

and Σ = p−1(0) the characteristic set. Assume microlocally near (x0, ξ0) ∈ Σ,

Σ = ∪r0
j=1 Sj, r0 ≥ 2, where Sj are non-radial hypersurfaces intersecting transversally at

Σ2 = ∩r0
j=1Sj.

(3.72)

Assume microlocally near (x0, ξ0),

Σ2 is an involutive manifold of codimension d0 ≥ 2. (3.73)

Assume that

the dimension of the fiber of NP is equal to r0 at Σ2, (3.74)

and

di(det p) = 0 for i < r0 and dr0(det p) ̸= 0 at Σ2. (3.75)

Let

N j
P = NP |Sj\Σ2 , (3.76)

TΣ2Σ := ∪r0
j=1TΣ2Sj, and let ∂Σ1 = TΣ2Σ/TΣ2. We let ∂N j

P as in Definition 3.17, for j = 1, ..., r0.

We will assume that the fiber of

∂N1
P ∩ ... ∩ ∂N r0

P = {0} over ∂Σ1 \ (Σ2 × 0). (3.77)

Definition 3.30. The system P is of generalized transverse type at ν0 ∈ Σ2, if (3.72)-(3.75)

and (3.77) hold microlocally near ν0.
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3.4 Propagation of polarization sets for systems of generalized transverse type

Proposition 3.31. Let P ∈ Ψ1
phg be an N × N system of generalized transverse type at ν0 ∈

Σ2. Then by choosing suitable symplectic coordinates, we may assume that X = R × Rn−1,

ν0 = (0; (0, ..., 1)), and

Sj = {(t, x; τ, ξ) ∈ T ∗(R× Rn−1) : τ + βj(t, x, ξ) = 0}, j = 1, ..., r0, (3.78)

microlocally near ν0. Here βj are real and homogeneous of degree 1 in ξ; with β1 ≡ 0, satisfies

in a conical neighborhood of ν0

c|ξ′| ≤ |βj| ≤ C|ξ′|, j = 2, ..., r0, 0 < c < C, (3.79)

where (τ, ξ′, ξ′′) ∈ R × Rd0−1 × Rn−d0, which gives Σ2 = {τ = 0, ξ′ = 0}. By conjugating P

with an elliptic, scalar Fourier integral operators, and multiplying with elliptic N ×N systems

of order 0, we may assume that

P ∼=

F 0

0 E

 mod C∞, (3.80)

microlocally near ν0, where E ∈ Ψ1
phg is an elliptic (N − r0)× (N − r0) system and

F ∼= Idr0 Dt +K(t, x,Dx) mod C∞. (3.81)

Here K(t, x,Dx) ∈ C∞(R,Ψ1
phg) is a r0 × r0 system, such that k = σ(K) has 0, β2,...,βr0 as

eigenvalues.

Proof. We will prove it in the same way Dencker proved the normal form for systems of uniaxial

type. Since the result is local, we may assume X = Rn. Because Σ2 is involutive, we may choose

symplectic, homogeneous coordinates (x, ξ) ∈ T ∗Rn near ν0 ∈ Σ2, so that ν0 = (0; (0, ..., 1))

and

Σ2 = {(x, ξ) ∈ T ∗Rn : ξ′ = 0}, (3.82)

where ξ = (ξ′, ξ′′) ∈ Rd0 × Rn−d0 . We may also assume

S1 = {(x, ξ) ∈ T ∗Rn : ξ1 = 0}, (3.83)

near ν0. Now, we rename x1 = t, (x2, .., xd0) = x′, and (xd0+1, ..., xn) = x′′. Since Sj is

intersecting transversally with S1 at Σ2, we obtain

Sj = {(t, x; τ, ξ) ∈ T ∗(R× Rn−1) : τ + βj(t, x, ξ) = 0}, (3.84)

with βj real and homogeneous of degree 1 in ξ, β1 ≡ 0, and

c|ξ′| ≤ |βj − βk| ≤ C|ξ′|, j ̸= k, (3.85)
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3 Propagation of polarization sets

in a conical neighborhood of ν0. By taking k = 1, we obtain

c|ξ′| ≤ |βj| ≤ C|ξ′|, j = 2, ..., r0. (3.86)

Using that dimNP = r0 at Σ2, we can find an N ×N elliptic matrix b homogeneous of degree

0 in the ξ variables which maps Im p to {z ∈ CN ; zj = 0, j ≤ r0} over Σ2 near ν0, and we can

choose an N ×N matrix a homogeneous of degree 0 in the ξ variables such that a−1 maps ker p

onto {z ∈ CN ; zj = 0, j > r0} over Σ2 near ν0. Then we have

bpa =

s11 s12

s21 e

 (3.87)

such that e is an (N − r0)× (N − r0) matrix which is elliptic at ν0, and s11, s12, s21, vanish on

Σ2 near ν0.

Now, we choose N × N systems of pseudodifferential operators A and B with principal

symbols a, and b respectively. Then

BPA =

S11 S12

S21 E

 (3.88)

where its principal symbol is given by (3.87). As E is a system of order 1 which is elliptic at

Σ2, choose J to be its microlocal parametrix of order −1. Multiply BPA from the left with

B1 =

Idr0 −S12J

0 IdN−r0

 . (3.89)

Multiply also B1BPA from the right by

A1 =

 Idr0 0

−JS21 IdN−r0

 . (3.90)

By that we get

P ∼=

F 0

0 E

 mod C∞, (3.91)

microlocally near ν0, where E ∈ Ψ1
phg is an elliptic (N − r0) × (N − r0) system. If f is the

principal symbol for F , then conditions (3.75) and (3.78) imply

det f = cτ

r0∏
i=2

(τ + βi), 0 ̸= c ∈ S−1, (3.92)

thus ∂r0τ (det f) = det(∂τf) ̸= 0 at Σ2. By Theorem D.1, and homogeneity, we may find

homogeneous system C0 ∈ S0 such that

f = C0(τ Idr0 +k(t, x, ξ)), (3.93)
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3.4 Propagation of polarization sets for systems of generalized transverse type

where detC0 ̸= 0 at Σ2. By multiplication with an elliptic system, we may assume C0 ≡ Idr0 .

Thus, det f = τ
∏r0

i=2(τ + βj), which implies that k(t, x, ξ) has the eigenvalues 0, β2,...,βr0 . If

f0 ∈ S0 is the term homogeneous of degree 0 in the expansion of F , then Theorem D.2, and

homogeneity give

f0 = B−1f +B0, (3.94)

where B0 ∈ C∞(R, S0) is independent of τ , and B−1 ∈ S−1. By multiplying f with an operator

with symbol Idr0 −B−1, we may assume B−1 ≡ 0. By induction over lower order terms we

obtain (3.81).

We want to introduce symbol classes adapted to the functions βj defined in (3.79) for j =

2, ..., r0. Let

ϑ(ξ) = ⟨ξ′⟩, (3.95)

where ⟨ξ′⟩ = (1 + |ξ′|2)1/2, thus ϑ ≈ 1 + |βj|. Consider the metric

g(dx, dξ) = |dx|2 + |dξ′|2⟨ξ′⟩−2 + |dξ′′|2⟨ξ⟩−2, (3.96)

and h2 = sup g/gσ = ⟨ξ′⟩−2. We get that g is σ temperate, and βj ∈ S(ϑ, g). See Appendix B.

Moreover, using Taylor’s formula we can write

βj = ajξ
′, (3.97)

with aj ∈ S0 is homogeneous of degree 0 in ξ.

Proposition 3.32. Let

P = Idr0 Dt +K(t, x,Dx) (3.98)

be an r0 × r0 system with K ∈ C∞(R,Ψ1
phg), such that the eigenvalues of k = σ(K) are 0,

β2,...,βr0. Then P is of generalized transverse type if and only if k ∈ C∞(R, S(ϑ, g)).

Proof. First, let k = (kij)1≤i,j≤r0 . Let α = (α1, ..., α1r0) ∈ C∞(R, S1), with αi = (ki1, ..., kir0) for

i = 1, ..., r0 homogeneous of degree 1 in ξ. By homogeneity,

k ∈ C∞(R, S(ϑ, g)) ⇔ α = O(βj), (3.99)

for every j = 2, ..., r0.

Assume that α = O(βj) and (ν, ρ) ∈ ∂Σ1, ρ ̸= 0. Choose Σ \ Σ2 ∈ νl → ν such that
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3 Propagation of polarization sets

(ν − νl)|ν − νl|−1 → ρ/|ρ|, l → ∞. Let us define

γijs (ν, ρ) := lim
νl→ν

kij
βs

(νl) for s ∈ {2, ..., r0} and 1 ≤ i, j ≤ r0. (3.100)

Since α = O(βj) does not depend on τ , so the above definition; (3.100), is independent of the

choice of νl. We get

∂N 1
P (ν, ρ) = ker((γijs (ν, ρ))1≤i,j≤r0), ∀s ∈ {2, ..., r0}, (3.101)

where (γijs (ν, ρ))1≤i,j≤r0 denote the matrix with entries γijs (ν, ρ) for 1 ≤ i, j ≤ r0.

∂N s
P (ν, ρ) = ker(− Idr0 +(γijs (ν, ρ))1≤i,j≤r0) for s ∈ {2, ..., r0}. (3.102)

It is easy to see that the condition (3.77) is satisfied.

On the other hand, assume that α ̸= O(βj) at ν ∈ Σ2. Then, there exists a sequence

νl = (tl, xl; 0, ξl) → ν, such that

|α(νl)| > l|βj(νl)|, ∀l ∈ N. (3.103)

It is no restriction to assume that {(ν − νl)|ν − νl|−1} has a limit 0 ̸= ρ ∈ ∂Σ1|ν as l → ∞, and

that

εi,j = lim
l→∞

kij(νl)/|α(νl)| exists. (3.104)

Since βj(νl)/|α(νl)| → 0, we get that

∂N s
P (ν, ρ) ⊇ ker((εi,j)1≤i,j≤r0) for s = 1, ..., r0. (3.105)

Now we want to show that ker((εi,j)1≤i,j≤r0) ̸= {0}. Since, we have det k = 0, we get

det
(
(εi,j)1≤i,j≤r0

)
= 0. Hence, we get that the rank of (εi,j)1≤i,j≤r0 is less than or equal to

r0 − 1, which gives in turn that dimker((εi,j)1≤i,j≤r0) is greater than or equal to 1.

Proposition 3.33. Assume that P is an r0×r0 system of pseudodifferential operators of order

1 on Rn, on the form (3.98), with K ∈ C∞(R,Op(S(ϑ, g))) near ν0 ∈ Σ2. Let u ∈ S ′(Rn,Cr0)

and assume Pu ∈ Hr,s at ν0. Then, for every δ > 0 we can find cδ > 0 and vδ ∈ Hr,s+1 at ν0,

such that uδ = u− vδ satisfies

|ûδ(τ, ξ)| ≤ Cδ,N⟨(τ, ξ)⟩−N , ∀N, (3.106)

when |τ | > cδ(⟨ξ⟩δ + ⟨ξ′⟩).

Proof. Same proof as in Proposition 2.15 in [Den88]. We can assume that δ ≤ 1. Let χ ∈ C∞
0 (R)
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3.4 Propagation of polarization sets for systems of generalized transverse type

satisfy χ(r) = 1 when |r| ≤ 1. Then we have

ϕε,δ(τ, ξ) = χ(ε|τ |(⟨ξ⟩δ + ⟨ξ′⟩)−1) ∈ S0
δ,0, ∀εδ > 0, (3.107)

since ⟨ξ⟩ ∼= ⟨(τ, ξ)⟩ in supp dϕε,δ. Put vδ = (1− ϕε,δ)(D)u, then uδ = ϕε,δ(D)u satisfies (3.106),

∀εδ > 0.

In the support of 1− ϕε,δ, we have |det p| > cϑr0
δ for small ε, where

ϑδ(τ, ξ) = ⟨(τ, ξ)⟩δ + ⟨(τ, ξ′)⟩, (3.108)

is a weight for the metric gδ = |dt|2+ |dx|2+(|dτ |2+ |dξ|2)/⟨(τ, ξ)⟩2δ. Hence, for small ε we get

P ∈ OpS(ϑδ, gδ) when |τ | ≤ C|ξ|. Therefore, we can construct E ∈ OpS(ϑ−1
δ , gδ) ⊆ Ψ−δ

δ,0 such

that EP ∼= (1− ϕε,δ(D)) Id mod C∞, microlocally near ν0. As E preserves wavefront sets, and

we have ⟨(τ, ξ′)⟩σ(E) ∈ S0
0,0, we get that vδ ∼= EPu ∈ Hr,s+1 at ν0.

We change notation, and put x1 = t, x′ = (x2, ..., xd0), which gives x = (x1, x
′, x′′) ∈

R×Rd0−1×Rn−d0 . Introduce the symbol classes Sr,s = S(⟨ξ⟩rh−s, g) where h−2 = 1+|ξ1|2+|ξ′|2

and ⟨ξ⟩ are weights for the metric g defined by

gx,ξ(dx, dξ) = |dx|2 + |dξ|2h2. (3.109)

Let Ψr,s = OpSr,s be the corresponding pseudodifferential operators, which maps Hr,s into L2.

Returning to the old notation where using t instead of x1, and assume that P ∈ C∞(R,Op(S(ϑ, g)))

be as in Proposition 3.32, we get P ∈ Ψ0,1.

We are going to consider the following N ×N system

Q = q IdN +

r0−1∑
i=0

Qi. (3.110)

Here q is a scalar operator with symbol

q(t, x; τ, ξ) = τ

r0∏
j=2

(τ + βj), (3.111)

where βj ∈ S(ϑ, g) is homogeneous and satisfies (3.79). We will assume

Qi =
i∑

k=0

Ai
i−kD

k
t , (3.112)

with Ai
k′ ∈ OpS(ϑk′ , g). We are going to study the following Cauchy Problem:

Qu = f

Dk
t u|t=0 = uk, for k = 0, ..., r0 − 1.

(3.113)

We are going to assume that the ξ ̸= 0 in WF(u). Hence, the restrictions are well defined.
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Proposition 3.34. Assume that u ∈ D′(Rn,CN) satisfies (3.113), and ξ ̸= 0 in WF(u). If

uk ∈ Hr,s−k at (x0, ξ0) for k = 0, ..., r0 − 1, f ∈ Hr,s−r0+1
∗ at (t, x0, ξ0) for 0 ≤ t ≤ t0, and

ξ′0 = 0, then u ∈ Hr,s
∗ at (t0, x0, ξ0).

Proof. By conjugating with an elliptic, scalar operator with symbol in S(⟨ξ⟩rϑs, g), we may

assume that r = s = 0. We will reduce to a first order symmetric system. Let vk = λk−1Dk−1
t u

for k = 1, ..., r0, where λ ∈ OpS(ϑ−1, g) has symbol ϑ−1. Hence, vk = λDtvk−1 for k = 2, ..., r0.

Then V = t(v1, ..., vr0) ∈ D′(Rn,Cr0N), ξ ̸= 0 in WF(V ), and V satisfies

PV = F

V |t=0 = V0.
(3.114)

Here P = Idr0N Dt+K, F = (0, ..., 0, λr0−1f), V0 = (u0, λu1, ..., λ
r0−1ur0−1), and K ∈ OpS(ϑ, g)

has principal symbol k = (kij)1≤i,j≤r0 such that

kii+1 = −ϑ IdN for 1 ≤ i ≤ r0 − 1, (3.115)

kr0j =
∑

βi1 ...βir0−j+1
ϑj−r0 for 2 ≤ j ≤ r0, (3.116)

kij = 0 elsewhere (3.117)

where the sum in (3.116) is such that 2 ≤ i1 ≤ j and ik−1+1 ≤ ik ≤ j+k−1 for 2 ≤ k ≤ r0−j+1.

We find V0 ∈ H0,0 = L2 at (x0, ξ0) and F ∈ H0,0
∗ at (t, x0, ξ0) for 0 ≤ t ≤ t0. Thus the result

follows from the next proposition, which we will state after the following Lemma.

Lemma 3.35. When the above assumptions are satisfied we get∫ ε

0

∥V ∥(t)dt ≤ Cε1/2
(∫ ε

0

∥DtV +KV ∥(t)dt+ ∥V ∥(0)
)

(3.118)

for V ∈ C∞
0 (Rn+1,Cr0N), if ε > 0 is sufficiently small. Here ∥.∥(t) denotes the L2 norm in the

x variables, depending on t.

Proof. We are going to prove it in a similar way as the proof of Lemma 5.2 in [Den88]. As k is

diagonalizable in S(1, g), we get that k =
∑r0

j=1 βjπj, with β1 = 0, where πj(t, x, ξ) ∈ S(1, g) is

the projection on the eigenvectors corresponding to the eigenvalues βj along the others when

ξ′ ̸= 0. k is symmetrizable with symmetrizerM =
∑
π∗
jπj, that isM > 0 amdMk is symmetric.

Note that k is symmetrizable means there exists symmetric N ×N system M(t, x, ξ) ∈ S(1, g)

such that 0 < c ≤ M and Mk − (Mk)∗ ∈ S(1, g). If we put ∥V ∥(t) to be the L2 norm in the

x-variables, depending on t, and we put

∥V ∥2M(t) = ⟨MV, V ⟩ =
∫
⟨MV (t, x), V (t, x)⟩dx (3.119)
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then

c ≤ ∥V ∥2M(t)

∥V ∥2(t)
≤ C (3.120)

If DtV +KV = F , we obtain

∂t∥V ∥2M(t) = ⟨(∂tM − i(MK −K∗M))V, V ⟩(t) + ⟨MF, V ⟩(t) + ⟨MV,F ⟩(t)

≤ C(∥V ∥2M(t) + ∥F∥2M(t)).
(3.121)

By Grönwall’s inequality we get, for bounded t,

∥V ∥2M(t) ≤ C

(
∥V ∥2M(0) +

∫ t

0

∥F∥2M(s)ds

)
, (3.122)

so (3.120) and integration gives the result.

Proposition 3.36. Let P = Dt IdN +K where K ∈ OpS(ϑ, g) has symbol which is diago-

nalizable in S(1, g) with eigenvalues 0, β2, ..., βr0 mod S(1, g), and βj ∈ C∞ is homogeneous,

satisfying (3.79) for j = 2, ..., r0. Assume that V ∈ D′(Rn,CN), ξ ̸= 0 in WF(V ) and V sat-

isfies (3.114). If V0 ∈ L2 at (x0, ξ0), F ∈ H0,0
∗ at (t, x0, ξ0) for 0 ≤ t ≤ t0, and ξ′0 = 0, then

V ∈ H0,0
∗ at (t0, x0, ξ0).

The condition on k means that there exists a basis of eigenvectors {vj} ∈ S(1, g), with

eigenvalues 0, β2,...,βr0 mod S(1, g).

The above proposition is similar to Proposition 3.25 in case systems of uniaxial type.

To prove Proposition 3.25, Dencker used the parametrix constructed in [Den89] for P =

Dt IdN +K, where K ∈ OpS(ϑ, g) has principal symbol k satisfying the conditions in Propo-

sition 3.25, and ϑ, and g are as in (3.32), and (3.33) respectively, and he used the microlocal

uniqueness; see [Den89]. In our case; case of generalized transverse type, we are using different

weight and metric, but we can still construct a parametrix for the N0 × N0 matrix, where

K ∈ OpS(ϑ, g) has principal symbol k satisfying the conditions in Proposition 3.36, and we

can prove microlocal uniqueness as in [Den89]. We will show this before giving the proof of

Proposition 3.36. The steps are similar to that in [Den89], except some details are changed.

Consider P = Dt IdN0 +K(t, x,Dx) as in Proposition 3.36; that is, K ∈ OpS(ϑ, g), has

principal symbol k(t, x, ξ) satisfying

k is diagonalizable in S(1, g) with real eigenvalues {βj}j=1,...,r0 homogenous of degree 1

in ξ, satisfying (3.79) and β1 = 0.

(3.123)

Hence, there exists a base of left (right) eigenvectors in S(1, g). The dimension of the eigenspace
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corresponding to βj is constant outside Σ2. Let πj(t, x, ξ) ∈ S(1, g) be the projection on the

eigenvectors corresponding to the eigenvalue βj along the others when ξ′ ̸= 0, and extended by

continuity. Then we have

k =

r0∑
j=1

βjπj, (3.124)

and k is symmetrizable with symmetrizer M =
∑
π∗
jπj, that is M > 0, and MK is symmetric.

We want to solve the microlocal Cauchy problemDtE +KE ∼= 0

E|t=0
∼= IdN0

(3.125)

microlocally near (0, (0, ξ0), (0, ξ0)), ξ′0 = 0, with E : E ′(Rn−1) → D′(Rn). Hence, we should

solve the eiconal equations∂tϕj + βj(t, x, dxϕj) = 0

ϕj(0, x, η) = ⟨x, η⟩
for j = 1, ..., r0. (3.126)

By Hamilton-Jacobi, this has a unique local solution, homogeneous of degree 1 in η.

Lemma 3.37. Let ϕj solve (3.126) with βj satisfying (3.79). Then we get that φj(t, x, η) =

ϕj(t, x, η)− ⟨x, η⟩ satisfies

φj ≡ 0 when η′ = 0 ∀j. (3.127)

Proof. Using (3.97), the eiconal equation gives

∂tφj + aj(t, x, η + dxφj)(η
′ + dx′φj) = 0, (3.128)

and φj(0, x, η) ≡ 0. When η′ = 0 we get ∂tφj + aj(t, x, η + dxφj)(dx′φj) = 0, so uniqueness

gives φj ≡ 0 when η′ = 0.

Let Ej : E ′(Rn−1) → D′(Rn), j = 1, ..., r0 be oscillatory integrals defined by

Eju(t, x) = (2π)1−n

∫ ∫
ei(ϕj(t,x,η)−⟨y,η⟩)aj(t, x, η)u(y)dydη, (3.129)

with aj ∈ S(1, g). Assume that aj is supported in canonical neighborhood of {η′ = 0}.

By Lemma D.3, we get

PEju(t, x) = (2π)1−n

∫ ∫
ei(ϕj(t,x,η)−⟨y,η⟩)bj(t, x, η)u(y)dydη, (3.130)

where

bj(t, x, η) = (∂tϕj IdN0 +k(t, x, dxϕj))aj + Ljaj +Rjaj, (3.131)
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3.4 Propagation of polarization sets for systems of generalized transverse type

Rj is continuous S(ϑihl, g) → S(ϑihl+1, g), ∀i, j, l, with h2 = ⟨ξ′⟩−2, and

Ljaj = Dtaj +
∑
i

(∂ξik)(t, x, dxϕj)Dxi
aj +Mjaj, (3.132)

with Mj ∈ S(1, g).

Lemma 3.38. Assuming (3.123), we can find aj ∈ S(1, g) such that bj ∈ S(ϑ−N , g), ∀N , in

(3.131), j = 1, ..., r0 and ∑
j

aj|t=0 ≡ IdN0 . (3.133)

Proof. Let aj ∼ a0j + a−1
j + ..., where a−k

j ∈ S(ϑ−k, g). The dominant term in (3.131) is

(∂tϕj IdN0 +k(t, x, dxϕj))a
0
j =

∑
i

ϕ∗
j((βi − βj)πi)a

0
j ,

where ϕ∗
jf = f(t, x, dxϕj), so we get a0j ∈ Imϕ∗

jπj = ∩i ̸=j kerϕ
∗
jπi. If we take a0j = πj(0, x, η)

at t = 0, we obtain
∑
a0j |t=0 = IdN0 . The term in S(ϑ−r, g), r ≥ 0 in the expansion (3.131) is

given by ∑
i

ϕ∗
j((βi − βj)πi)a

−r−1
j + Lja

−r
j +Rja

1−r
j , (3.134)

since h ≤ ϑ−1 (a1j ≡ 0). Now, ϕ∗
j(βi − βj) ∈ S(ϑ, g) is invertible modulo S(ϑ−∞, g) according

to (3.79) when j ̸= i, since dx′ϕj = O(|η′|) by (3.127). Hence, it suffices to solve successively,

with suitable initial data,

(ϕ∗
jπj)(Lja

−r
j + R̃ja

1−r
j ) = 0, r ≥ 0, (3.135)

where a1j ≡ 0, and (IdN0 −ϕ∗
jπj)a

−r
j has been determined in the previous step. Here R̃j is

continuous S(ϑi, g) → S(ϑi−1, g), ∀i.

Now, let {vij}i ∈ S(1, g) be a base for Imϕ∗
jπj, and consider

∑
i αiv

i
j, αi ∈ S(ϑ−r, g). (Such a

base exists since it follows from the proof of Lemma D.3 that ϕ∗
j preserves the metric g). Using

πjπl = δjlπl, we get

(∂πj)πl + πj∂πl = δjl∂πl ∀i, j, l,

which gives

(ϕ∗
jπj)ϕ

∗
j(∂πl)v

i
j = δjlϕ

∗
j(∂πl)v

i
j − ϕ∗

j(∂πj)ϕ
∗
j(πl)v

i
j = 0 ∀i, j, l.

Since ∂k =
∑

i((∂βi)πi + βi∂πi), we get

(ϕ∗
jπj)Lj

∑
i

αiv
i
j =

∑
i

γiv
i
j,
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where

γi = Dtαi +
∑
l

ϕ∗
j(∂ξlβj)Dxl

αi +
∑
l

µl
iαl ∈ S(1, g), (3.136)

with µl
i ∈ S(1, g). If we introduce local g orthogonal coordinates, then

∑
l ϕ

∗
j(∂ξlβj)Dxl

trans-

forms into a uniformly bounded smooth vector field. Therefore, by adding a suitable linear

combination of vij to each column of a−r
j we may solve (3.135) for all 1 ≤ j ≤ r0, with initial

data making

πl
∑
j

a−r
j =

πl r = 0

0 r > 0

∀l, at t = 0. (3.137)

If we do this recursively for r > 0, we obtain the lemma.

Lemma 3.39. If a(t, x, η) ∈
⋂

N S(ϑ
−N , g) has support where |η′| ≤ c|η′′|, and φ(t, x, η) is

homogeneous of degree 1 satisfying (3.127), then

ã(t, x, y′, η′′) =

∫
ei(φ(t,x,η)+⟨x′−y′,η′⟩)a(t, x, η)dη′ ∈ S0

1,0,0. (3.138)

Here Sv
1,0,0 is defined by

|Dk
tD

α
xD

β′

y′D
γ′′

η′′ b(t, x, y
′, η′′)|≤ Cαβγk⟨η′′⟩v−|γ′′|. (3.139)

Proof. If N ≥ d0 + |α|, we obtain∫
|η′|≤c|η′′|

η′α(1 + |η′|)−Ndη′ ≤ Cα, (3.140)

so we get |ã| ≤ C. When differentiating (3.138) the derivatives falling on a give the right factors

(here we use that |η′| ≤ c|η′′|). The derivatives falling on the exponent give either η′ factors, or

factors

|∂kt ∂αx∂
γ′′

η′′φ(t, x, η)| ≤ Ckαγ′′⟨η⟩−|γ′′|ϑ (3.141)

since we have by (3.127) and homogeneity that |φ(t, x, η)| ≤ Cϑ. The η′ factors can be seen in

(3.140), and the ϑ factors are harmless since a ∈ S(ϑ−N , g), ∀N .

The lemma givesPEju = (2π)d0−n
∫ ∫

ei⟨x
′′−y′′,η′′⟩rj(t, x, y

′, η′′)u(y)dydη′′∑
j Eju|t=0 ≡ u,

(3.142)

where rj ∈ S0
1,0,0, j = 1, ..., r0. We add to these terms E0 : E ′(Rn−1) → D′(Rn) defined by

E0u(t, x) = (2π)d0−n

∫ ∫
ei⟨x

′′−y′′,η′′⟩a0(t, x, y
′, η′′)u(y)dydη′′, (3.143)
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with a0 ∈ S0
1,0,0. By Lemma D.4, we have

PE0u(t, x) = (2π)d0−n

∫ ∫
ei⟨x

′′−y′′,η′′⟩b0(t, x, y
′, η′′)u(y)dydη′′, (3.144)

where b0 ∈ S0
1,0,0 is given by

b0 = Dta0 + ei⟨Dy ,Dξ⟩k̃(t, x, ξ)a0(t, y, z
′, η′′)|y=x

ξ=(0,η′′)
(3.145)

if k̃ is the full symbol of K. By using Proposition 3.41, we may solveb0 +
∑
rj ∼= 0, 0 < t < c,

a0|t=0
∼= 0,

(3.146)

modulo S−∞. Therefore, we obtain the solution to the Cauchy problem (3.125). Naturally, this

can be done with t replaced by t− s, for small s, which gives the following

Proposition 3.40. Let K(t, x,Dx) ∈ OpS(ϑ, g) be an N0 × N0 system with principal symbol

k(t, x, ξ) satisfying (3.123). Then then Cauchy problem for |s| ≤ εDtE
(s) +K(t, x,Dx)E

(s) ∼= 0, t > s,

E(s)|t=s
∼= IdN0 ,

(3.147)

microlocally near (0, (0, ξ0), (0, ξ0)), ξ′0 = 0, has a solution E(s) : E ′(Rn−1) → D′(Rn) in the

form

E(s) =

r0∑
j=0

E
(s)
j .

Here

E
(s)
j u(t, x) = (2π)1−n

∫ ∫
eiϕj(t,x,η)−⟨y,η⟩aj(t, x, η)u(y)dydη, j ≥ 1,

ϕj solves (3.126), aj ∈ S(1, g), and

E
(s)
0 u(t, x) = (2π)d0−n

∫ ∫
ei⟨x

′′−y′′,η′′⟩a0(t, x, y
′, η′′)u(y)dydη′′,

where a0 ∈ S0
1,0,0, d0 = codimΣ2.

We are going to study the system
Dtf + ei⟨Dy ,Dξ⟩k(t, x, ξ)f(t, y, z′, η′′)|y=x

ξ=(0,η′′)

∼= r(t, x, z′, η′′), t > 0,

f(0, x, z′, η′′) ∼= f0(x, z
′, η′′),

(3.148)

modulo S−∞, where f0, r ∈ Sv
1,0,0 have values in CN0 , and k ∈ S(ϑ, g) is N0 ×N0 system as in

Proposition 3.36. By Lemma D.4, we have r ∈ Sv
1,0,0 if f ∈ Sv

1,0,0.

Proposition 3.41. Assume that k(t, x, ξ) ∈ S(ϑ, g) is a symmetrizable N0×N0 system. Then,
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for every f0, r ∈ Sv
1,0,0, the equation (3.148) has a solution f ∈ Sv

1,0,0 in a canonical neighborhood

of (0, 0, (0, η′′0)) ∈ R× R2d0−2 × T ∗Rn−d0.

Proof. We will solve (3.148) by iteration modulo Sv−1
1,0,0. By Lemma D.4, we have

ei⟨Dy ,Dξ⟩k(t, x, ξ)f(t, y, z′, η′′)|y=x
ξ=(0,η′′)

∼= ei⟨D
′
y ,Dξ′ ⟩k(t, x, ξ′, η′′)f(t, y′, x′′, z′, η′′)y′=x′

ξ′=0

= k(t, x,Dx′ , η′′)f(t, x, z′, η′′),
(3.149)

modulo terms in Sv−1
1,0,0. Also, we have k supported where |ξ − (0, η′′)| < ε⟨η′′⟩ and |t| < c.

By cutting off, we may assume k, f supported where ⟨η′′⟩ ≈ ⟨η′′0⟩, and f0, r having compact

support. Let λ = ⟨η′′0⟩−1, and let

w = (x′′, z′, λη′′). (3.150)

Then (3.148) becomes, by (3.149)Dtf(t, x
′, w) + k(t, x′, w,Dx′)f(t, x′, , w) ∼= r(t, x′, w), t > 0,

f(0, x′, w) ∼= f0(x
′, w),

(3.151)

mod S(λ1−v, |dx′|2 + |dw|2), where f0, r ∈ S(λ−v, |dx′|2 + |dw|2), and

k ∈ S(⟨ξ′⟩, |dx′|2 + |dξ′|2/⟨ξ′⟩2 + |dw|2).

We may assume that v = 0. Let y = x′

η = ξ′,

(3.152)

then it suffices to solve the systemDtf(t, y, w) + k(t, y, w,Dy)f(t, y, w) ∼= r(t, y, w), t > 0,

f(0, y, w) ∼= f0(y, w),

(3.153)

modulo S(λ, |dw|2 + |dy|2), where k(t, y, w, η) ∈ S(⟨η⟩, |dy|2 + |dη|2/⟨η⟩2 + |dw|2), and f0,

r ∈ S(1, |dw|2 + |dy|2). By assumption, there exists a symmetric N0 × N0 system 0 < c ≤

M(t, y, w, η) ∈ S(1, |dy|2 + |dη|2/⟨η⟩2 + |dw|2), such that Mk is symmetric modulo S(1, |dy|2 +

|dη|2/⟨η⟩2+ |dw|2). To complete the proof we need to solve (3.153) with f ∈ S(1, |dw|2+ |dy|2).

Going back, we obtain a solution in Sv
1,0,0 to (3.148) modulo Sv−1

1,0,0.

Choose a partition of unity {χj(y, w)} ∈ S(1, |dw|2+ |dy|2), such that there is a fixed bound

of the diameter of the supports of χj, and on the number of overlapping supports. Replacing

f0, r with χjf0, χjr, and translating in y, it suffices to solve (3.153) with f ∈ S, when f0,
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r ∈ C∞
0 with fixed support. Since

(k(t, y, w, η)− k(t, 0, w, η)) ∈ S(⟨y⟩⟨η⟩, |dy|2 + |dη|2/⟨η⟩2 + |dw|2),

we can replace k(t, y, w,Dy) by k(t, w,Dy) = k(t, 0, w,Dy) in the system (3.153). By taking

M(t, w, η) =M(t, 0, w, η) we obtain that Mk is symmetric, mod S(1, |dy|2+ |dη|2/⟨η⟩2+ |dw|2).

Now, taking the Fourier transform with respect to y in (3.153), we want to solveDtf̃(t, η, w) + k(t, w, η)f̃(t, η, w) = r̃(t, η, w), t > 0,

f̃(0, η, w) = f̃0(η, w).

(3.154)

The unique temperate solution to (3.154) is given by

f̃(t, η, w) = F (t, η, w)(f̃0(η, w) + i

∫ t

0

F−1(s, η, w)r̃(s, η, w)ds), (3.155)

if F (t, η, w) is temperate solution toDtF (t, η, w) + k(t, w, η)F (t, η, w) = 0, t > 0,

F (0, η, w) = IdN0 .

(3.156)

Since Fourier transformation and integration are continuous in S, and S is closed under mul-

tiplication we get that f ∈ S.

Now, we shall construct a microlocal parametrix for theN0×N0 system P = Dt IdN0 +K(t, x,Dx),

where K ∈ OpS(ϑ, g) has principal symbol k satisfying (3.123), and study the propagation of

singularities. This will be done by using Duhamel’s principle and the parametrix for the Cauchy

problem constructed by Proposition 3.40.

It suffices to consider w = (0, 0, η′′0) ∈ Σ2. Let ϱs be the restriction to {t = s} and ϕ ∈ S0
1,0

have support in a conical neighborhood of w, such that w /∈ WF(ϕ−1) and N∗{t = s}∩WFϕ =

∅, ∀s, where N∗ is the conormal bundle. Then the composition ϱs ◦ ϕ is well defined, and we

put

Ef =

∫ t

−ε

E(s) ◦ ϱs ◦ ϕfds, f ∈ D′(Rn), (3.157)

t ∈] − ε, ε[, where E(s) is the solution to (3.147) for sufficiently small ε > 0. Then E is a

microlocal parametrix near w, since

PEf = E(t) ◦ ϱt ◦ ϕf +

∫ t

−ε

(PE(s)) ◦ ϱs ◦ ϕfds ∼= ϕf mod C∞.

We want to study the singularities of this parametrix. Recall that Σ = ∪r0
j=1Sj, where Sj is non-

radial hypersurfaces. Let Cj ⊂ Sj × Sj be the forward (in t) Hamilton flow on Sj, j = 1, ..., r0,

and ∆∗ the diagonal in T ∗Rn × T ∗Rn.
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Proposition 3.42. Let P = Dt + K(t, x,Dx) be an N0 × N0 system with K ∈ OpS(ϑ, g)

having principal symbol k satisfying (3.123). If E is the parametrix for P defined by (3.157),

then WF′E ⊂ (∪r0
j=1Cj) ∪∆∗, microlocally near (w,w) ∈ Σ2 × Σ2.

Proof. We have WF(ϱsϕf) = π(WF(ϕf))|t=s, where π : (t, x; τ, ξ) → (t, x, ξ) is the projection.

Hence, it is enough to show

WF(E(s)f0)|t>s ⊂
r0⋃
j=1

Cj ◦ ι∗−1
s (WF f0), f0 ∈ D′(Rn−1), (3.158)

where ι∗s : T ∗
t=sRn → T ∗Rn−1 is the dual to the inclusion of Rn−1 as the surface {t = s} in Rn.

Now, (3.158) holds for E(s)
j f0, j > 0, since ϕj solves (3.126). Also, we have

WF(E
(s)
0 f0)|t>s ⊂ C0 ◦ ι∗−1

s (WF f0), f0 ∈ D′(Rn−1),

where C0 ∈ Σ2 × Σ2 is the set of (w1, w2) such that w1 and w2 are in the same leaf of Σ2 and

t(w1) > t(w2). Thus it suffices to prove that E(s)
0 ∈ C∞ microlocally near (t, x, (0, η′′0), z, (0, η′′0))

when x′ ̸= z′. By translation we may assume s = 0.

Now, applying P to E(0)
0 we obtain by (3.143)-(3.146) and Lemma D.4

Dta0 + ei⟨Dy′ ,Dξ′ ⟩k̃(t, x, ξ′, η′′)a0(t, y
′, x′′, z′, η′′)| ξ′=0

y′=x′

∼= R0a0, t > 0,

a0(0, x, z
′, η′′) ∼= 0,

(3.159)

mod S−∞, microlocally when |x′ − z′| ≥ ε > 0, ∀ε > 0. Here R0 : Sv
1,0,0 → Sv−1

1,0,0, ∀v, and

k̃ is the full symbol of K. (This follows since (3.158) holds for E(0)
j , j > 0.) Also, (3.159) is

determined modulo S−∞ by the restriction of a0 to {|y′ − z′| > ε/2}, and k̃ to {|ξ′| ≤ C⟨η′′⟩}.

We shall prove a0 ∈ S−∞ in {x′ ̸= z′}, by showing that a0 ∈ Sv
1,0,0 ⇒ S

v−1/2
1,0,0 ∀v, there.

Assume a0 ∈ Sv
1,0,0 near (t0, x0, z

′
0, η

′′
0), |x′0 − z′0| ≥ ϱ > 0. By translation and localization,

we can assume that z′0 = 0, a0 ∈ Sv
1,0,0 supported where ⟨η′′⟩ ∼= ⟨η′′0⟩, and k̃ supported where

|ξ′| ≤ C⟨η′′⟩ ∼= C⟨η′′0⟩. Let λ = ⟨η′′0⟩−1, and we consider the change of variables (3.150) and

(3.152). Then a0(t, y, w) ∈ S(λ−v, e), k̃(t, y, w, η) ∈ S(⟨η⟩, |dy|2 + |dη|2/⟨η⟩2 + |dw|2), where e

is equal to the euclidean metric and we can assume v = 0. Clearly, |w| > ϱλ−1. (3.159) holds

mod S(λN , e), ∀N , when |y| = |x′| < ϱ/2. Choose Φ(s) ∈ C∞
0 (R), such that Φ(s) = 1 when

|s| ≤ 1/2, Φ(s) = 0 when |s| > 1, and let

χ(y, w) = λΦ(4|y|2/ϱ2 + Cλ2|w|2) ∈ S(λ, |dy|2 + |dw|2).
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3.4 Propagation of polarization sets for systems of generalized transverse type

Then b0 = λ−1/2χa0 satisfiesDtb0 + k̃0(t, w,Dy)b0 = r1, 0 < t < ε,

b0|t=0 = r0,

(3.160)

where k̃0(t, w, η) = k̃(t, 0, w, η) and rj ∈ C∞
0 . In fact, χa0 ∈ S(λN , e), ∀N , at t = 0. Also, the

calculus gives

λ−1/2[k̃0(t, w,Dy), χ] ∈ OpS(1, g̃λ),

and

λ−1/2χ(k̃(t, y, w.Dy)− k̃0(t, w,Dy)) ∈ OpS(⟨η⟩, g̃λ),

where g̃λ = λ|dy|2 + |dw|2 + |dη|2/⟨η⟩2. Then we get that b0 is in S, 0 ≤ t < ε. Thus

χa0 ∈ S(λ1/2, e), and since this is uniformly in λ when |x′ − z′| ≥ ϱ > 0, we obtain the

proposition.

Proof of Proposition 3.36. The argument is all the same as in the proof of Proposition 3.25,

except that to get U ∈ C∞(R,D′(Rn−1,CN)) ∩ L2, we need to prove (5.6) in [Den88] for our

case, which we proved in Lemma 3.35, and we need to prove the parametrix and the microlocal

uniquness proven in [Den89] for our used weight and metric, which we also proved.

Now, we will prove Theorem 1.1 for the case of systems of generalized transverse type. Note

that for systems of uniaxial type (tangential case), we have Sj are tangent at Σ2, so their

Hamilton fields are parallel on Σ2, and since Σ2 is involutive, the Hamilton fields are tangent to

Σ2. Therefore Σ and Σ2 are foliated by the bicharacteristics of Σ. However, in case of systems

of transverse type, Sj are transverse so their Hamilton fields are non parallel at Σ2, that is

why we assumed that MA is a hypersurface near ν0 in the main theorem, so we could consider

MA = Sj for some j.

Proof. By multiplication and conjugation with elliptic, scalar pseudodifferential operators we

may assume that m = 1 and r = 0, and using the normal form we can assume that N = r0, and

P is of the form in Proposition 3.32. By using Theorem D.2 for all terms in the expansion of

A, we obtain that A ∈ C∞(R,Ψ0
phg). As the dimension of the fiber of NA ∩NP is 1 at ν0 ∈ Σ2,

and the dimension of the fiber of NP is r0 at Σ2, we get rankσ(A) = r0 − 1 at Σ2. Hence, we

can conjugate by suitable elliptic systems in C∞(R,Ψ0
phg) to get that Au ∼= (u1, ...ur0−1, 0) ∈ Hϵ

in a conical neighborhood U of ν0, for some ϵ > 0. Then, we find π1(Pol
0(u)) = WF0(ur0) in

U . By shrinking U and decreasing ϵ, we may assume Pu ∈ Hϵ in U . Remember that we have
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3 Propagation of polarization sets

P ∈ Ψ0,1, hence we get Qu = tP coPu ∈ Hϵ,−r0+1 there. Let Q = (qij)
r0
i,j=1. Since qr0i are in

C∞(R,OpS(ϑr0−1, g)) for i = 1, ...r0 − 1, we find that qr0r0ur0+1 ∈ Hϵ,−r0+1 in U . Similarly,

we find that Pr0r0ur0 ∈ Hϵ,−1, which in turns gives Dk−1
t Pr0r0ur0 ∈ Hϵ,−k for k = 1, ..., r0 − 1.

We want to prove that ur0 ∈ H0 at (t, x0; 0, ξ0) ∈ U ∩ Σ2 for t < t0, implies ur0 ∈ H0 at

(t0, x0; 0, ξ0) = ν0.

Thus assume that ur0 ∈ H0 at (t, x0; 0, ξ0) ∈ U ∩ Σ2 when t < t0. We may assume that

δ ≤ 1, then Lemma 3.23 gives that ur0 , Pr0r0ur0 , D
k−1
t Pr0r0ur0 for k = 2, ..., r0 − 1 and qr0r0ur0

satisfies (3.106). Then ξ ̸= 0 in WF(ur0), and assuming that δ ≤ ϵ in (3.106) we find that

Pr0r0ur0 ∈ H0,−1
∗ , Dk−1

t Pr0r0ur0 ∈ H0,−k
∗ for k = 1, ..., r0−1 and qr0r0ur0 ∈ H0,−r0+1

∗ in π0(U∩Σ2),

and ur0 ∈ H0
∗ at (t, x0, ξ0) ∈ π0(U ∩Σ2) for t < t0. Since Pr0r0

∼= Dt mod C∞(R,OpS(ϑ, g)), we

get Pr0r0ur0
∼= Dtur0 ∈ H0,−1

∗ which implies, using Dk−1
t Pr0r0ur0 ∈ H0,−k

∗ , that Dk
t ur0 ∈ H0,−k

∗

for k = 1, ..., r0 − 1. This gives

(Dk
t ur0)|t=r ∈ H0,−k

∗ at (x0, ξ0), for k = 0, ..., r0 − 1, (3.161)

for almost all r < t0, close to t0. Proposition 3.34 (with N = 1 and Q = qr0r0) gives ur0 ∈ H0
∗

at (t0, x0, ξ0), and Lemma 3.23 gives ur0 ∈ H0 at (t0, x0; 0, ξ0).

3.5 Propagation of polarization sets for systems of MHD

type

In this section, we define systems of MHD type which are also systems having their char-

acteristic sets are union of r0 hypersufaces intersecting transversally at an involutive manifold

of codimension d0 ≥ 2, with r0 ≥ 2. However, they satisfy some assumptions different than

that in case of systems of generalized transverse type. We named them systems of MHD type

because we first noticed these types of systems when we considered studying the propagation

of polarization sets of the linearized ideal MHD equations. Let P ∈ Ψm
phg(X) be an N × N

system of pseudodifferential operators of order m on a smooth manifold X. Let p = σ(P ) be

the principal symbol of P , det p the determinant of p and Σ = (det p)−1(0) the characteristic
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3.5 Propagation of polarization sets for systems of MHD type

set of P . Assume microlocally near ν0 = (x0, ξ0) ∈ Σ, that

Σ = ∪r0
j=1 Sj, r0 ≥ 2, where Sj are non-radial hypersurfaces intersecting transversally at

Σ2 = ∩r0
j=1Sj.

(3.162)

We are interested in finding the propagation of polarization set at Σ2, as in our application;

see chapter 4, we know the result on Σ \ Σ2. We assume that

Σ2 is an involutive manifold of codimension d0 ≥ 2, (3.163)

dj(det p) = 0 for j ≤ r0 and dr0+1(det p) ̸= 0 at Σ2. (3.164)

Moreover, let Np = ker p ⊆ (T ∗X \ 0)× CN and assume that

the dimension of the fiber of NP is equal to r0 + 1 at Σ2, (3.165)

d(det p) = 0 and d2(det p) ̸= 0 at Si0 \ Σ2, for only one i0 ∈ {1, ...r0}, (3.166)

and

d(det p) ̸= 0 at Sj \ Σ2 for each j ∈ {1, ..., r0}, such that j ̸= i0. (3.167)

Moreover, assume that tP co the adjugate matrix of P can be written as

tP co = RL1 + L2, (3.168)

with R being a scalar pseudodifferential operator of order m, with σ(R) vanishing on Si0 to

the first order. L1, and L2 are N ×N matrices of order m(N − 2), and m(N − 3) respectively.

Assume also that

σ(L1)p = f IdN , (3.169)

with Σ = {f = 0}. We are using same notation as the previous section.

Definition 3.43. The system P is of MHD type at ν0 ∈ Σ2, if (3.162)-(3.169) and (3.77) hold

microlocally near ν0.

We want to write systems of MHD in a normal form.

Proposition 3.44. Let P ∈ Ψ1
phg be an N × N system of MHD type at ν0 ∈ Σ2. Then by

choosing suitable symplectic coordinates, we may assume that X = R×Rn−1, ν0 = (0; (0, ..., 1)),

and

Sj = {(t, x; τ, ξ) ∈ T ∗(R× Rn−1) : τ + βj(t, x, ξ) = 0}, j = 1, ..., r0, (3.170)

microlocally near ν0. Here βj are real and homogeneous of degree 1 in ξ; with β1 ≡ 0, satisfies
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3 Propagation of polarization sets

in a conical neighborhood of ν0

c|ξ′| ≤ |βj| ≤ C|ξ′| j = 2, ..., r0, 0 < c < C, (3.171)

where (τ, ξ′, ξ′′) ∈ R×Rd0−1 ×Rn−d0, which gives Σ2 = {τ = 0, ξ′ = 0}. By conjugating P with

elliptic, scalar Fourier integral operators, and multiplying with elliptic N ×N systems of order

0, we may assume that

P ∼=

F 0

0 E

 mod C∞, (3.172)

microlocally near ν0, where E ∈ Ψ1
phg is an elliptic (N − r0 − 1)× (N − r0 − 1) system, and

F ∼= Idr0+1Dt +K(t, x,Dx) mod C∞. (3.173)

Here K(t, x,Dx) ∈ C∞(R,Ψ1
phg) is an (r0+1)×(r0+1) system, and the eigenvalues of k(t, x, ξ);

the principal symbol of K(t, x,Dx), are 0 (double), β2,...βr0.

Proof. The proof is similar to the proof of Proposition 3.31, with some changes. Since the

result is local, we may assume X = Rn. Because Σ2 is involutive, we may choose symplectic,

homogeneous coordinates (x, ξ) ∈ T ∗Rn near ν0 ∈ Σ2, so that ν0 = (0; (0, ..., 1)) and

Σ2 = {(x, ξ) ∈ T ∗Rn : ξ′ = 0}, (3.174)

where ξ = (ξ′, ξ′′) ∈ Rd0 × Rn−d0 . We may also assume

S1 = {(x, ξ) ∈ T ∗Rn : ξ1 = 0}, (3.175)

near ν0. Now, we rename x1 = t, (x2, .., xd0) = x′, and (xd0+1, ..., xn) = x′′. Since Sj is

intersecting transversally with S1 at Σ2, we obtain

Sj = {(t, x; τ, ξ) ∈ T ∗(R× Rn−1) : τ + βj(t, x, ξ) = 0}, (3.176)

with βj real and homogeneous of degree 1 in ξ, β1 ≡ 0, and

c|ξ′| ≤ |βj − βk| ≤ C|ξ′|, j ̸= k, (3.177)

in a conical neighborhood of ν0. By taking k = 1, we obtain

c|ξ′| ≤ |βj| ≤ C|ξ′|, j = 2, ..., r0. (3.178)

Moreover, we can assume i0 = 1 in (3.166).

Using that dimNP = r0 + 1 at Σ2, we can find an N ×N elliptic matrix b homogeneous of

degree 0 in the ξ variables which maps Im p onto {z ∈ CN ; zj = 0, j ≤ r0 +1} over Σ2 near ν0,

and we can choose an N × N matrix a homogeneous of degree 0 in the ξ variables such that
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3.5 Propagation of polarization sets for systems of MHD type

a−1 maps ker p onto {z ∈ CN ; zj = 0, j > r0 + 1} over Σ2 near ν0. Then we have

bpa =

s11 s12

s21 e

 , (3.179)

such that e is an (N − r0 − 1) × (N − r0 − 1) matrix which is elliptic at Σ2, and s11, s12, s21,

vanish on Σ2 near ν0.

Now, we choose N × N systems of pseudodifferential operators A and B with principal

symbols a and b. Then

BPA =

S11 S12

S21 E

 , (3.180)

where its principal symbol is given by (3.179). As E is a system of order 1 which is elliptic at

ν0, choose J to be its microlocal parametrix of order −1. Multiply BPA from the left with

B1 =

Idr0+1 −S12J

0 IdN−r0−1

 . (3.181)

Multiply also B1BPA from the right by

A1 =

 Idr0+1 0

−JS21 IdN−r0−1

 . (3.182)

By that we get

P ∼=

F 0

0 E

 mod C∞, (3.183)

microlocally near ν0, where E ∈ Ψ1
phg is an elliptic (N − r0 − 1)× (N − r0 − 1) system. If f is

the principal symbol for F , then conditions (3.166), (3.167), and (3.176) imply

det f = cτ 2
r0∏
i=2

(τ + βi), 0 ̸= c ∈ S−1, (3.184)

thus ∂r0+1
τ (det f) = det(∂τf) ̸= 0 at Σ2. By Theorem D.1, and homogeneity, we may find

homogeneous system C0 ∈ S0 such that

f = C0(τ Idr0+1 +k(t, x, ξ)), (3.185)

where detC0 ̸= 0 at Σ2. By multiplication with an elliptic system, we may assume C0 ≡ Idr0+1.

Thus, det f = τ 2
∏r0

i=2(τ + βj), which implies that k(t, x, ξ) has the eigenvalues 0 (double), β2,

...βr0 . If f0 ∈ S0 is the term homogeneous of degree 0 in the expansion of F , then Theorem

D.2, and homogeneity give

f0 = B−1f +B0, (3.186)
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where B0 ∈ C∞(R, S0) is independent of τ , and B−1 ∈ S−1. By multiplying f with an operator

with symbol Idr0+1 −B−1, we may assume B−1 ≡ 0. By induction over lower order terms we

obtain (3.173).

We use the same weight and metric introduced in the previous section; see (3.95), and (3.96).

Thus, we have βj ∈ S(ϑ, g).

Proposition 3.45. Let

P = Idr0+1Dt +K(t, x,Dx) (3.187)

be an (r0 + 1)× (r0 + 1) system with K ∈ C∞(R,Ψ1
phg), such that the eigenvalues of k = σ(K)

are 0 (double), β2,...,βr0. Then P satisfies (3.77) if and only if k ∈ C∞(R, S(ϑ, g)).

Proof. Same proof as in Proposition 3.32, just we replace r0 by r0 + 1 when needed.

Proposition 3.46. Assume that P is an (r0+1)×(r0+1) system of pseudodifferential operators

of order 1 on Rn, on the form (3.173), with K is in C∞(R,Op(S(ϑ, g))) near ν0 ∈ Σ2, and

k(t, x, ξ) has the eigenvalues 0 (double), β1,..., βr0. Let u ∈ S ′(Rn,Cr0+1) and assume Pu ∈ Hr,s

at ν0. Then, for every δ > 0 we can find cδ > 0 and vδ ∈ Hr,s+1 at ν0, such that uδ = u − vδ

satisfies

|ûδ(τ, ξ)| ≤ Cδ,N⟨(τ, ξ)⟩−N , ∀N, (3.188)

when |τ | > cδ(⟨ξ⟩δ + ⟨ξ′⟩).

Proof. Same proof as for Proposition 3.33, with replacing r0 by r0 + 1 when needed.

We will be using the same symbol classes used in the previous section. That is, changing

notation, we put x1 = t, x′ = (x2, ..., xd0), which gives x = (x1, x
′, x′′) ∈ R × Rd0−1 × Rn−d0 .

Sr,s = S(⟨ξ⟩rh−s, g) where h−2 = 1+ |ξ1|2 + |ξ′|2 and ⟨ξ⟩ are weight for the metric g defined by

gx,ξ(dx, dξ) = |dx|2 + |dξ|2h2. (3.189)

Let Ψr,s = OpSr,s be the corresponding pseudodifferential operators, which maps Hr,s into L2.

Returning to the old notation where using t instead of x1, and assume that P be of the form

in proposition 3.45, we get P ∈ Ψ0,1.

Now, we are ready to prove Theorem 1.1 for systems of MHD type:

Proof of Theorem 1.1. By multiplication and conjugation with elliptic, scalar pseudodifferential

operators we may assume that m = 1 and r = 0, and using the normal form we can assume that

N = r0 +1, and P is of the form (3.187). By using Theorem D.2 for all terms in the expansion

54
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of A, we obtain that A ∈ C∞(R,Ψ0
phg). As the dimension of the fiber of NA∩NP is 1 at ν0 ∈ Σ2,

and the dimension of the fiber of NP is r0 + 1 at Σ2, we get rankσ(A) = r0 at Σ2. Hence, we

can conjugate by suitable elliptic systems in C∞(R,Ψ0
phg) to get that Au ∼= t(u1, ...ur0 , 0) ∈ Hϵ

in a conical neighborhood U of ν0, for some ϵ > 0. Then, we find π1(Pol
0(u)) = WF0(ur0+1)

in U . By shrinking U and decreasing ϵ, we may assume Pu ∈ Hϵ in U . Remember that we

have P ∈ Ψ0,1. Let L = L1 + L2 and Q = LP . We have Qu = LPu ∈ Hϵ,−r0+1 there. Let

Q = (qij)
r0+1
i,j=1. By (3.168) and (3.169) we have qij are in C∞(R,OpS(ϑr0−1, g)) for i ̸= j, we find

that qr0+1r0+1ur0+1 ∈ Hϵ,−r0+1 in U . Similarly, we find that Pr0+1r0+1ur0+1 ∈ Hϵ,−1, which in

turns gives Dk−1
t Pr0+1r0+1ur0+1 ∈ Hϵ,−k for k = 1, ..., r0 − 1. We want to prove that ur0+1 ∈ H0

at (t, x0; 0, ξ0) ∈ U ∩ Σ2 for t < t0, implies ur0+1 ∈ H0 at (t0, x0; 0, ξ0) = ν0.

Thus assume that ur0+1 ∈ H0 at (t, x0; 0, ξ0) ∈ U ∩ Σ2 when t < t0. We may assume that

δ ≤ 1, then Lemma 3.23 gives that ur0+1, Pr0+1r0+1ur0+1, Dk−1
t Pr0+1r0+1ur0+1 for k = 2, ..., r0−1

and qr0+1r0+1ur0+1 satisfies (3.188). Then ξ ̸= 0 in WF(ur0+1), and assuming that δ ≤ ϵ in

(3.106) we find that Pr0+1r0+1ur0+1 ∈ H0,−1
∗ , Dk−1

t Pr0+1r0+1ur0+1 ∈ H0,−k
∗ for k = 1, ..., r0 − 1

and qr0+1r0+1ur0+1 ∈ H0,−r0+1
∗ in π0(U ∩ Σ2), and ur0+1 ∈ H0

∗ at (t, x0, ξ0) ∈ π0(U ∩ Σ2) for

t < t0. Since Pr0+1r0+1
∼= Dt mod C∞(R,OpS(ϑ, g)), we get Pr0+1r0+1ur0+1

∼= Dtur0+1 ∈ H0,−1
∗

which implies using Dk−1
t Pr0+1r0+1ur0+1 ∈ H0,−k

∗ that Dk
t ur0+1 ∈ H0,−k

∗ for k = 1, ..., r0 − 1.

This gives

(Dk
t ur0+1)|t=r ∈ H0,−k

∗ at (x0, ξ0), for k = 0, ..., r0 − 1 (3.190)

for almost all r < t0, close to t0. Proposition 3.34 (with N = 1 and Q = qr0+1r0+1) gives

ur0+1 ∈ H0
∗ at (t0, x0, ξ0), and Lemma 3.23 gives ur0+1 ∈ H0 at (t0, x0; 0, ξ0).
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Magnetohydrodynamics, or MHD couples Maxwell’s equations with hydrodynamics to describe

the behavior of electrically conducting fluids under the influence of electromagnetic fields. In

this chapter, we want to consider the simplest form of MHD, which is the Ideal MHD to study

the propagation of polarization set of the solution of these equations. Ideal MHD, assumes that

the fluid has so little resistivity that it can be treated as a perfect conductor. See [Sch09] to

know more about MHD equations.

We will show, under some assumptions, that the linearized ideal MHD equation is of real

principal type. As we mentioned before, systems of real principal type were defined by Dencker;

see [Den82a], who studied the propagation of their solutions, and showed that the propagation

of polarization sets is governed by a certain connection on sections of the kernel subbundle,

ker p2 where p2 is the principal symbol of the system. In [HR04], Hansen and Röhrig merged

the theory of real principal type systems with the calculus of Fourier integral operators and

constructed a Fourier integral solution for system of real principal type, and derived a transport

equation for the principal symbol of this solution (note that disregarding half densities this

transport equation is the connection introduced by Dencker).

The plan of this chapter is as follows: first, we introduce the ideal MHD equations and its

linearization. In section 4.1, we write the linearized ideal MHD equations in the form of a wave

equation Pβ = 0 where β is the displacement vector and P is a second order 3× 3 system; see

[Sch09, Lecture 20], and we show that under some assumptions, the characteristic variety of P is

disjoint union of the Shear Alfvén wave, the slow magnetosonic wave and the fast magnetosonic

wave; see [Sch09, Lecture 24], and [MZ05, Appendix A]. Moreover, we show that, under the

considered assumptions, P is of real principal type and we calculate the transport equation on

CharP . In section 4.2, we return to the linearized ideal MHD equations, and we study the

propagation of polarization sets in general. It turns out that we can consider different cases,

some in which we have our system is of real principal type, some in which our system is of
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uniaxial type, and we have a case where our system is of MHD type.

The set of equations describing the ideal MHD are

∂tρ+ u · ∇ρ+ ρ div u = 0,

ρ(∂tu+ u · ∇u) +∇p+H × curlH = 0,

∂tH −∇× (u×H) = 0,

∂tp+ u · ∇p+ γp div u = 0,

(4.1)

where ρ, p ∈ R denotes the density and the pressure respectively. u ∈ R3 is the fluid velocity,

H ∈ R3 is the magnetic field, and γ is the adiabatic index, see [Sch09, Lecture 20].

Assuming a stationary equilibrium the linearized equations of (4.1) about (ρ,H, p) is:

∂tρ̇ = −ρ div u̇− u̇ · ∇ρ, (4.2a)

ρ∂tu̇ = −∇ṗ−H × curl Ḣ − Ḣ × curlH, (4.2b)

∂tḢ = ∇× (u̇×H), (4.2c)

∂tṗ = −γp div u̇− u̇ · ∇p, (4.2d)

where (ρ,H, p) are the values in the equilibrium state (that is the solutions of the Ideal MHD

equations when ∂/∂t = 0, and as we assumed stationary equilibrium we have u = 0). Note

that we used that

∇p+H × curlH = 0, (4.3)

which we get from the stationary equilibrium assumption.

4.1 The ideal MHD wave equation and the transport equa-

tion

We can write the linearized ideal MHD equations (4.2) in the form of a wave equation; see

[Sch09, Lecture 20]. Consider the displacement β to be defined by

u̇ =
∂β

∂t
. (4.4)
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4.1 The ideal MHD wave equation and the transport equation

Substituting (4.4) in (4.2a), (4.2c), and (4.2d) respectively, and integrating with respect to t

we get

ρ̇ = −ρ div β − β · ∇ρ, (4.5a)

Ḣ = ∇× (β ×H). (4.5b)

ṗ = −γp div β − β · ∇p, (4.5c)

Replace now (4.5b), (4.5c), and (4.4) in (4.2b) to get

ρ
∂2β

∂t2
=γ∇(p div β) +∇(β · ∇p) + (∇× (∇× (β ×H)))×H + (∇×H)× (∇× (β ×H)).

(4.6)

Equation (4.6) is the ideal MHD wave equation. Consider from now on P where

Pβ = −ρ∂
2β

∂t2
+ γ∇(p div β) +∇(β · ∇p) + (∇× (∇× (β ×H)))×H

+ (∇×H)× (∇× (β ×H))

= 0.

(4.7)

Now, we want to calculate the Characteristic variety of P under some assumption; for this part

we refer to [Sch09, Lectures 23 and 24], and [MZ05, Appendix A].

Lemma 4.1. Assume c2 = γp/ρ > 0, 0 < |H|2 ̸= ρc2, ξ · H ̸= 0, and ξ × H ̸= 0 . The

characteristic variety of P is disjoint union of the Shear Alfvén wave, the slow magnetosonic

wave, and the fast magnetosonic wave characteristic varieties {q1 = 0}, {q2 = 0}, and {q3 = 0}

respectively, where 
q1 = ρτ 2 − (H.ξ)2,

q2 = ρ(τ 2 − c2s(x, ξ))

q3 = ρ(τ 2 − c2f (x, ξ)),

(4.8)

with

c2f (x, ξ) :=
1

2

(
(c2 + h2)ξ2 +

√
(c2 − h2)2ξ4 + 4b2c2ξ2

)
,

c2s(x, ξ) :=
1

2

(
(c2 + h2)ξ2 −

√
(c2 − h2)2ξ4 + 4b2c2ξ2

)
,

where c2 = γp/ρ > 0 is the square of the sound speed, h2 = |H|2/ρ is the square of the Alfvén

speed, b2 = |ξ ×H|2/ρ.
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Proof. We have

p2β = ρτ 2β − γpξ(ξ · β)− (ξ × (ξ × (β ×H)))×H, (4.9)

with p2 is the principal symbol of P . Considering v = H/
√
ρ, equation (4.9) can be written as

ρ(τ 2 − (ξ · v)2)β = ρ((c2 + h2)(ξ · β)− (v · β)(ξ · v))ξ − ρv(ξ · β)(ξ · v). (4.10)

Without loss of generality, let v = |H|/√ρ êz, ξ = ξ⊥êx + ξ∥êz with ξ2 = ξ2⊥ + ξ2∥ , and

β = βxêx + βyêy + βz êz with êx, êy, and êz are unit vectors that points in the direction of the

x-axis, y-axis, and z-axis respectively. Substituting this in equation (4.10), we find

x-component: ρτ 2βx = ρc2ξ∥ξ⊥βz + ρ(h2ξ2 + c2ξ2⊥)βx, (4.11a)

y-component: ρτ 2βy = ρh2ξ2∥βy, (4.11b)

z-component: ρτ 2βz = ρ(c2ξ∥ξ⊥)βx + ρc2ξ2∥βz. (4.11c)

Notice that the y-component decouples from the x- and z-components. This immediately gives

ρτ 2 = ρh2ξ2∥ , (4.12)

This is the shear Alfvén wave. The characteristic equation for the coupled x-and z-component

is

ρ2τ 4 − ρ2τ 2ξ2(c2 + h2) + ρ2c2h2ξ2∥ξ
2 = 0. (4.13)

Hence, we get

ρτ 2 =
ρ

2

(
(c2 + h2)ξ2 ±

√
(c2 − h2)ξ4 + 4c2h2ξ2⊥ξ

2

)
. (4.14)

Still we want to prove that {q1 = 0}, {q2 = 0}, and {q3 = 0} are disjoint. Dividing (4.13) by

ρ2, it can be written as

(τ 2 − h2ξ2∥)(τ
2 − c2ξ2)− τ 2h2ξ2⊥. (4.15)

Consider R(X) = (X2 − h2ξ2∥)(X
2 − c2ξ2) − X2h2ξ2⊥, {R ≤ 0} = [c2s, c

2
f ] and R(X) ≤ 0 for

X ∈ [min(h2ξ2∥ , c
2ξ2),max(h2ξ2∥ , c

2ξ2)]. Thus,

c2f ≥ max(h2ξ2∥ , c
2ξ2) ≥ h2ξ2∥ , (4.16a)

c2s ≤ min(h2ξ2∥ , c
2ξ2) ≤ h2ξ2∥ . (4.16b)

As h2ξ2∥ ̸= 0, we have R(h2ξ2∥) = −h2ξ2∥c2ξ2 ≤ 0. Hence, c2s < h2ξ2∥ < c2f .

Suppose that the conditions of Lemma 4.1 are satisfied. Now, we are interested in calculating

the transport equation as in [HR04], which we stated in the subsection 3.1.2. The full symbol
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4.1 The ideal MHD wave equation and the transport equation

of P is p2 + p1 + p0, with p2 is the principal symbol of P homogeneous of degree 2, and p1 and

p0 are homogeneous terms of degree 1 and 0 respectively. One can check that the principal

symbol of P is

p2 = (ρτ 2 − (H.ξ)2) Id3−(γp+ |H|2)ξ ⊗ ξ + (H.ξ)(ξ ⊗H +H ⊗ ξ), (4.17)

and

p1 =iγ(∇p)⊗ ξ + iξ ⊗ (∇p) + i(∇(H · ξ) ·H + (H · ξ) divH) Id3+
i

2
(ξ ⊗∇|H|2) + i(∇|H|2 ⊗ ξ)

− 2i(H · ∇)(H ⊗ ξ)− i(∇(H · ξ))⊗H − i(H · ξ)(∇⊗H)− i(∇ ·H)(ξ ⊗H).

Using (4.3), we get

p1 = iγ(∇p)⊗ ξ + iξ ⊗ (∇p)− i(∇p)⊗ ξ + i(∇(H · ξ) ·H + (H · ξ) divH) Id3+
i

2
(ξ ⊗∇|H|2)

+
i

2
(∇|H|2 ⊗ ξ)− i(H · ∇)(H ⊗ ξ)− i(∇(H · ξ))⊗H − i(H · ξ)(∇⊗H)− i(∇ ·H)(ξ ⊗H).

(4.18)

One can check (4.17), (4.18, and the calculations given below by using "mathematica" for

example.

Let Γ1, Γ2, and Γ3 be disjoint conic neighborhoods of {q1 = 0}, {q2 = 0}, and {q3 = 0}

respectively. Set q = q1 in Γ1, q = q2 in Γ2, and q = q3 in Γ3.

Proposition 4.2. P is of real principal type with respect to the Hamilton field Hq of CharP =

{q = 0}.

Proof. We have q1, q2, and q3 are scalar real principal type. Let

w2 := |H|2ξ ⊗ ξ + |ξ|2H ⊗H − (H · ξ)(H ⊗ ξ + ξ ⊗H) (4.19)

In Γ1 we take

p̃2 = Id3+
q1
q2q3

(γp+ |H|2)ξ ⊗ ξ − q1
q2q3

((H · ξ)(ξ ⊗H +H ⊗ ξ)) +
(H · ξ)2w2

q2q3
(4.20)

to get p̃2p2 = q1 Id3. In Γ2 we take

p̃2 =
q2
q1

Id3+
1

q3
(γp+ |H|2)ξ ⊗ ξ − 1

q3
((H · ξ)(ξ ⊗H +H ⊗ ξ)) +

(H · ξ)2w2

q1q3
(4.21)

to get p̃2p2 = q2 Id3. In Γ3 we take

p̃2 =
q3
q1

Id3+
1

q2
(γp+ |H|2)ξ ⊗ ξ − 1

q2
((H · ξ)(ξ ⊗H +H ⊗ ξ)) +

(H · ξ)2w2

q1q2
(4.22)

to get p̃2p2 = q3 Id3.
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Remark 4.3. • The principal symbol of P calculated before can be written as

p2 = q1π1 + q2π2 + q3π3, (4.23)

where

π1 = Id3+
w2

(H · ξ)2 − |H|2|ξ|2
, (4.24)

π2 =
1

ρc2s(x, ξ)− ρc2f (x, ξ)

(
(γp+ |H|2)ξ ⊗ ξ − (H · ξ)(ξ ⊗H +H ⊗ ξ) +

(H · ξ)2w2

ρc2s(x, ξ)− (H · ξ)2

)
,

(4.25)

and

π3 =
1

ρc2f (x, ξ)− ρc2s(x, ξ)

(
(γp+ |H|2)ξ ⊗ ξ − (H · ξ)(ξ ⊗H +H ⊗ ξ) +

(H · ξ)2w2

ρc2f (x, ξ)− (H · ξ)2

)
,

(4.26)

with π1, π2 and π3 are orthogonal projectors and π1 + π2 + π3 = Id3

• In Γ1,

p̃2 = π1 +
q1
q2
π2 +

q1
q3
π3, (4.27)

and set π = π1 .

In Γ2,

p̃2 = π2 +
q2
q1
π1 +

q2
q3
π3, (4.28)

and set π = π2.

In Γ3,

p̃2 = π3 +
q3
q1
π1 +

q3
q2
π2, (4.29)

and set π = π3.

On CharP , p̃2 = π, p2π = 0 = πp2, and p2a = 0 if and only if a = πa.

In what follows, let X = R × R3, Λ ⊂ T ∗X \ 0 be a closed Lagrangian submanifold of the

characteristic set of P , and let Ω1/2
Λ denote the half-density bundle of Λ. Sµ+1(Λ, (Ω

1/2
Λ )3) is the

space of symbols of the space of Lagrangian distributions Iµ(X,Λ; (Ω1/2
X )3); see [Hö07].

From Subsection 3.1.2, we know that there is a first order differential operator TP,Hq on Λ,

uniquely determined by P and Hq which maps a a 3-vector of half densities with p2a = 0 to

3-vector of half densities where

TP,Hqa = LHqa+
1

2
{p̃2, p2}a+ ip̃2p

sa. (4.30)
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4.1 The ideal MHD wave equation and the transport equation

Lemma 4.4. p̃2psπ = 0 on CharP .

Proof. Differentiating p2 we get
3∑

j=1

∂2p2
∂xj∂ξj

=− 2(∇(H · ξ) ·H + (H · ξ) divH) Id3−(γ∇p+∇(|H|2))⊗ ξ − ξ ⊗ (γ∇p+∇|H|2)

+ (divH +H · ∇)(ξ ⊗H +H ⊗ ξ) + (∇(H · ξ))⊗H + (H · ξ)(∇⊗H + (∇⊗H)⊺)

+H ⊗ (∇(H · ξ))

Therefore, the subprincipal ps = p1 − 1
2i

∑
j

∂2p2
∂xj∂ξj

is given as follows:

2ips =γ(ξ ⊗∇p−∇p⊗ ξ) + divH(ξ ⊗H −H ⊗ ξ) + (H · ξ)(−(∇⊗H)⊺ + (∇⊗H))

+ (H · ∇)(H ⊗ ξ − ξ ⊗H) + ((∇(H · ξ))⊗H −H ⊗∇(H · ξ)) + 2(∇p⊗ ξ − ξ ⊗∇p).

We have

2ip̃2p
sπ = 2iπpsπ onCharP. (4.31)

Using that 2ips is a 3 × 3 skew-symmetric matrix with zero entries on the diagonal, and π is

a symmetric matrix we get that 2iπpsπ is a 3× 3 skew-symmetric matrix. Therefore to prove

that it vanishes, it suffices to show that its rank is < 2. Since π is projection we have rank π

=trace π. Calculating the trace of π we get that rank π=1 and hence we proved the lemma.

Lemma 4.5. Let Λ ⊂ CharP be a conic Lagrangian submanifold. Let a ∈ Sµ+1(Λ, (Ω
1/2
Λ )3).

Then, {p̃2, p2}πa = −2(Hπ)a on CharP .

Proof. We will prove the result for π = π1 and the same argument applies for π2 and π3. We

have in a conic neighborhood of {q1 = 0}, p2 = q1π1 + q2π2 + q3π3, and p̃2 = π1 +
q1
q2
π2 +

q1
q3
π3.

Using that π2 = π, and {q1, q1} = 0 we get

{p̃2, p2}π1a ={π1, q1}π1a+ q2{π1, π2}π1a+ q3{π1, π3}π1a+ π2{q1, π2}π1a+
q3
q2
π2{q1, π3}π1a

+
q2
q3
π3{q1, π2}π1a+ π3{q1, π3}π1a.

Using that Hπj = Hπ2
j = (Hπj)πj+πj(Hπj) for j = 2, 3, we get πj{q1, πj}π1a = {q1, πj}π1a for

j = 2, 3, and using 0 = H(π2π3) = π2(Hπ3) + (Hπ2)π3 and 0 = H(π3π2) = π3(Hπ2) + (Hπ3)π2

we get π2{q1, π3}π1a = π3{q1, π2}π1a = 0.

Using π2 = Id3−π1 − π3, {π1, Id3} = {q1, Id3} = 0 and {π1, π1} = 0 we get

{p̃2, p2}π1a = −2(Hπ1)π1a+ (q3 − q2){π1, π3}π1a.

Now, we want to prove that {π1, π3}π1a = 0. We have ∂ξiπ1 = ∂ξiπ
2
1 = π1∂ξiπ1 + ∂ξiπ1π1, and
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similarly ∂xi
π1 = ∂xi

π2
1 = π1∂xi

π1 + ∂xi
π1π1. Also, 0 = ∂ξi(π1π3) = π1∂ξiπ3 + ∂ξiπ1π3. Hence,

π1∂ξiπ3 = −∂ξiπ1π3. Similarly, we have π1∂xi
π3 = −∂xi

π1π3. Combining these together we get

{π1, π3}π1a = π1{π1, π3}π1a.

We have

π1{π1, π3}π1a =
3∑

i=1

π1(∂ξiπ1∂xi
π3 − ∂xi

π1∂ξiπ3)π1a.

Moreover,

π1∂ξiπ1∂xi
π3π1a = π1∂ξiπ1(π3∂xπ3 + ∂xi

π3π3)π1a = π1(∂ξiπ1π3)∂xπ3π1a = −π1∂ξiπ3(∂xi
π3π1)a

= π1(∂ξiπ3π3)∂xi
π1a = π1(∂ξiπ3 − π3∂ξiπ3)∂xi

π1a = π1∂ξiπ3∂xi
π1a.

Using that π1a = a on CharP , we get π1∂ξiπ1∂xi
π3π1a = π1∂ξiπ3∂xi

π1π1a. Therefore,

π1{π1, π3}π1a =
3∑

i=1

π1(∂ξiπ3∂xi
π1 − ∂xi

π1∂ξiπ3)π1a.

We have ∂ξiπ3∂xi
π1−∂xi

π1∂ξiπ3 is a 3×3 skew-symmetric matrix with the entries in the diagonal

equal to zero. So same as before we get π1{π1, π3}π1a = 0 as the rank of π1 equal to 1. Hence,

the lemma is proved.

Proposition 4.6. Let Λ ⊂ CharP be a conic Lagrangian submanifold. Let a ∈ Sµ+1(Λ, (Ω
1/2
Λ )3)

with p2a = 0. Then

TP,Ha = LHa− (Hπ)a on Λ. (4.32)
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4.2 Propagation of polarization sets for the linearized ideal MHD equations

4.2 Propagation of polarization sets for the linearized ideal

MHD equations

Note that (4.2) is hyperbolic symmetric with symmetrizer

S =



γp 0 0 0 0 0 0 −ρ

0 ρ 0 0 0 0 0 0

0 0 ρ 0 0 0 0 0

0 0 0 ρ 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

−ρ 0 0 0 0 0 0 1+ρ2

γp



. (4.33)

The principal symbol of (4.2) is

τ ρ̇+ ρ(ξ · u̇) = 0,

τ u̇+ ρ−1ṗξ + ρ−1H × (ξ × Ḣ) = 0,

τḢ + (ξ · u̇)H − (H · ξ)u̇ = 0,

τ ṗ+ γp(ξ · u̇) = 0.

(4.34)

We use here the notation ξ = (ξ1, ξ2, ξ3) for the spatial frequencies and ξ = |ξ|ξ̂, u̇∥ = ξ̂ · u̇,

u̇⊥ = u̇− u̇∥ξ̂ = −ξ̂ × (ξ̂ × u̇).

We write (4.34) in the general form τU̇ + A(U, ξ)U̇ = 0 with parameters U = (ρ,H, p), and

U̇ = (ρ̇, u̇, Ḣ, ṗ).

We have the following result

Lemma 4.7. Assume that c2 = γp/ρ > 0. The eigenvalues of A(U, ξ) are

λ0 = λ4 = 0,

λ±1 = ±cs(ξ̂)|ξ|,

λ±2 = ±(ξ ·H)/
√
ρ,

λ±3 = ±cf (ξ̂)|ξ|,

(4.35)

with ξ̂ = ξ/|ξ| and

c2f (ξ̂) :=
1

2

(
(c2 + h2) +

√
(c2 − h2)2 + 4b2c2

)
, (4.36)
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c2s(ξ̂) :=
1

2

(
(c2 + h2)−

√
(c2 − h2)2 + 4b2c2

)
, (4.37)

where h2 = |H|2/ρ, b2 = |ξ̂ ×H|2/ρ.

Moreover, if we assume that 0 < |H|2 ̸= ρc2, then we have

(i) When ξ ·H ̸= 0 and ξ ×H ̸= 0:

λ0 = λ4 is double eigenvalue of A(U, ξ), and the eigenvalues λ±1, λ±2 and λ±3 are simple eigen-

values of A(U, ξ).

(ii) When ξ ·H = 0, ξ ̸= 0:

λ±3 are simple eigenvalues, while λ0 = λ±1 = λ±2 = λ4 is a multiple eigenvalue.

(iii) When ξ ×H = 0, ξ ̸= 0:

when |H|2 < ρc2 (resp. |H|2 > ρc2), λ±3 (resp. λ±1) are simple; λ+2 ̸= λ−2 are double, equal to

λ±1 (resp. λ±3) depending on ξ ·H, λ0 is double equal to λ4.

The proof of this lemma is very similar to the explanation given in [MZ05, Appendix A]

except here we have the additional eigenvalue λ4 = 0. Also, here we will not state all the

eigenspaces as in [MZ05].

Proof. Let U̇ = (ρ̇, u̇, Ḣ, ṗ). The eigenvalue equation A(U, ξ)U̇ = λU̇ reads

λρ̇ = ρu̇∥,

ρλu̇∥ = ṗ+H⊥ · Ḣ⊥,

λρu̇⊥ = −H∥Ḣ⊥,

λḢ⊥ = u̇∥H⊥ −H∥u̇⊥,

λḢ∥ = 0,

λṗ = γpu̇∥.

(4.38)

On {ρ̇ = 0, u̇ = 0, Ḣ⊥ = 0, ṗ = 0} = E0(ξ), A is equal to λ = 0. From now on we work on

E⊥
0 = {Ḣ∥ = 0} which is invariant by A(p, ξ).

Consider v = H/
√
ρ, v̇ = Ḣ/

√
ρ, α̇ = ṗ/ρ, α = p/ρ, and σ̇ = ρ̇/ρ. The characteristic system
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reads: 

λσ̇ = u̇∥,

λu̇∥ = α̇ + v⊥ · v̇⊥,

λu̇⊥ = −v∥v̇⊥,

λv̇⊥ = u̇∥v⊥ − v∥u̇⊥,

λα̇ = γαu̇∥.

(4.39)

Take a basis of ξ⊥ such that v⊥ = (b, 0) and let a = v∥. In such a basis, the matrix of the

system is

λ− Ã :=



λ −1 0 0 0 0 0

0 λ 0 0 −b 0 −1

0 0 λ 0 a 0 0

0 0 0 λ 0 a 0

0 −b a 0 λ 0 0

0 0 0 a 0 λ 0

0 −γα 0 0 0 0 λ


. (4.40)

The characteristic roots satisfy

λ(λ2 − a2)((λ2 − a2)(λ2 − c2)− λ2b2) = 0 (4.41)

Thus either

λ = 0 or (4.42)

λ2 = a2 or (4.43)

λ2 = c2f (ξ̂) =
1

2
(c2 + h2 +

√
(c2 − h2)2 + 4b2c2) or (4.44)

λ2 = c2s(ξ̂) =
1

2
(c2 + h2 −

√
(c2 − h2)2 + 4b2c2), (4.45)

with h2 = a2 + b2 = |H|2/ρ.

As in Lemma 4.1, if we consider R(X) = (X − a2)(X − c2)− b2X, {R ≤ 0} = [c2s(ξ̂), c
2
f (ξ̂)],

and R(X) ≤ 0 for X ∈ [min(a2, c2),max(a2, c2)]. Thus,

c2f (ξ̂) ≥ max(a2, c2) ≥ a2, (4.46)

c2s(ξ̂) ≤ min(a2, c2) ≤ a2. (4.47)

At the case v⊥ ̸= 0 that is w = ξ̂ × v ̸= 0: we have the basis such that (4.40) holds is
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smooth in ξ. In this basis, w = (0, b), b = |v⊥| > 0. Since R(c2) = −b2c2 < 0 there holds

c2s(ξ̂) < c2 < c2f (ξ̂). Suppose that a ̸= 0. Then R(a2) = −a2c2 < 0 and c2s(ξ̂) < a2 < c2f (ξ̂).

Moreover, c2s(ξ̂)c2f (ξ̂) = a2c2 and c2s(ξ̂) > 0. However, when a = 0, we get c2s(ξ̂) = 0, but

c2f (ξ̂) > c2 > 0.

When a ̸= 0, and b = 0, the eigenvalues of Ã are ±c (simple), 0 (simple), and ±h (double).

Assume that c2 ̸= h2. Note that when b = 0, then |a| = h and

when c2 > h2 : cf (ξ̂) = c, cs(ξ̂) = h,

when c2 < h2 : cf (ξ̂) = h, cs(ξ̂) = c.

Let Q be a pseudodifferential operator of order 1, such that QU̇ = 0 be the system of the

linearized ideal MHD equations, and q = σ(Q) be its principal symbol. We have det q =

τ 2(τ 2 − c2s(ξ̂)|ξ|2)(τ 2 − c2f (ξ̂)|ξ|2)(τ 2 − (ξ ·H)2/ρ).

Proposition 4.8. When we have Σ is disjoint union of the hypersurfaces S1 = {q1 = τ = 0},

S2 = {q2 = τ − cs(ξ̂)|ξ| = 0}, S3 = {q3 = τ + cs(ξ̂)|ξ| = 0}, S4 = {q4 = τ − (ξ ·H)/
√
ρ = 0},

S5 = {q5 = τ+(ξ ·H)/
√
ρ = 0}, S6 = {q6 = τ−cf (ξ̂)|ξ| = 0}, and S7 = {q7 = τ+cf (ξ̂)|ξ| = 0};

that is when we are outside the intersection of any of these hypersurfaces then Q is of real

principal type. Note that we have this case when ξ ·H ̸= 0, and ξ ×H ̸= 0.

Proof. Let Γ1,....Γ7 be the disjoint conic neighborhoods of S1,...,S7 respectively.

Let tqco be the adjugate matrix (transpose of the cofactor matrix) of q. We can check by

using "Mathematica" for example that tqco can be written as

tqco = τM, (4.48)

with M being an 8× 8 matrix.

In Γ1, we choose

q̃ =

(
1/

7∏
i=2

qj

)
M, (4.49)

so we get

q̃q = τ Id8 . (4.50)
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In Γj, for j = 2, ..., 7 we choose

q̃ =

(
1/

(
q21

7∏
i=2
i ̸=j

qi

))
tqco, (4.51)

so we get

q̃q = qj Id8 . (4.52)

As qj for j = 1, ...7 are of real principal type we get the result.

Remember that from lemma 4.7, we know that c2f (ξ̂) ̸= c2s(ξ̂) and that c2f (ξ̂) ̸= 0.

Proposition 4.9. If τ ̸= 0, and τ 2 ̸= c2f (ξ̂)|ξ|2, or if τ ̸= 0, and τ 2 ̸= c2s(ξ̂)|ξ|2, then our system

is of uniaxial type at Σ2.

Proof. First case: If τ ̸= 0, and τ 2 ̸= c2f (ξ̂)|ξ|2, we have Σ is union of two hypersurfaces

S1 = {τ−cs(ξ̂)|ξ| = 0}⊔{τ+cs(ξ̂)|ξ| = 0}, and S2 = {τ−(ξ ·H)/
√
ρ = 0}⊔{τ+(ξ ·H)/

√
ρ = 0}

intersecting at Σ2 = {τ = |ξ||H|/√ρ, ξ×H = 0, |H|2 < ρc2, ξ ̸= 0}⊔{τ = −|ξ||H|/√ρ, ξ×H =

0, |H|2 < ρc2, ξ ̸= 0}.

Second case: If τ 2 ̸= c2s(ξ̂)|ξ|2, and τ ̸= 0, we have Σ is union of two hypersurfaces S1 =

{τ − cf (ξ̂)|ξ| = 0} ⊔ {τ + cf (ξ̂)|ξ| = 0} and S2 = {τ − (ξ ·H)/
√
ρ = 0} ⊔ {τ + (ξ ·H)/

√
ρ = 0}

intersecting at Σ2 = {τ = |ξ||H|/√ρ, ξ×H = 0, |H|2 > ρc2, ξ ̸= 0}⊔{τ = −|ξ||H|/√ρ, ξ×H =

0, |H|2 > ρc2, ξ ̸= 0}.

In the first and in the second case we have: S1 and S2 are tangent of order 1 at Σ2, the

codimension of Σ2 is three, the (complex) dimension of NQ is equal to 2 at Σ2, d2(det q) ̸= 0

at Σ2, and di(det q) = 0 at Σ2 for i < 2. Hence, the conditions (3.12)-(3.15) are satisfied. It

remains only to prove (3.18). In [Den92], Dencker mentioned that by proposition 3.2 in [Den92],

we only have to verify

∂ρq : ker q 7→ Im q at Σ2 (4.53)

when ρ ∈ TΣ2Σ, since the order of tangency of S1 and S2 is 1. TΣ2Σ is characterized as those ρ ∈

TΣ2X such that ∂2ρ(det q) = 0. Thus TΣ2Σ is spanned by D1 = ξ2∂ξ1 − ξ1∂ξ2 , D2 = ξ3∂ξ1 − ξ1∂ξ3 ,

D3 = ξ2∂ξ3 − ξ3∂ξ2 , D4 = H2∂ξ1 −H1∂ξ2 , D5 = H1∂ξ3 −H3∂ξ1 , D6 = H2∂ξ3 −H3∂ξ2 , D7 = ∂t,

D8 = ξ1τ∂τ + |ξ|2∂ξ1 , D9 = ξ2τ∂τ + |ξ|2∂ξ2 , D10 = ξ3τ∂τ + |ξ|2∂ξ3 , D11 = τH1∂τ + (ξ · H)∂ξ1 ,

D12 = τH2∂τ + (ξ ·H)∂ξ2 , D13 = τH3∂τ + (ξ ·H)∂ξ3 . We can check that if t(ν1, ..., ν8) ∈ ker q
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at Σ2, then we find

Djq
t(ν1, ..., ν8) =

t(0, ..., 0), j = 1, ..., 13, (4.54)

so, (3.18) is satisfied. For D7 we clearly have D7q
tν = 0. We will show how one can get (4.54)

for the other Dj’s, in particular we show the proof of D1, and we one can apply similar way to

the others. Let ν ∈ ker q at Σ2 so we have

± |H||ξ|√
ρ
ν1 + ρξ1ν2 + ρξ2ν3 + ρξ3ν4 = 0

± |H||ξ|√
ρ
ν2 − ρ−1(H3ξ3 +H2ξ2)ν5 + ρ−1ξ1H2ν6 + ρ−1ξ1H3ν7 + ρ−1ξ1ν8 = 0

± |H||ξ|√
ρ
ν3 + ρ−1ξ2H1ν5 − ρ−1(H3ξ3 +H1ξ1)ν6 + ρ−1ξ2H3ν7 + ρ−1ξ2ν8 = 0

± |H||ξ|√
ρ
ν4 + ρ−1ξ3H1ν5 + ρ−1ξ3H2ν6 − ρ−1(H2ξ2 +H1ξ1)ν7 + ρ−1ξ3ν8 = 0

−(H2ξ2 +H3ξ3)ν2 + ξ2H1ν3 + ξ3H1ν4 ± |H||ξ|√
ρ
ν5 = 0

ξ1H2ν2 − (H1ξ1 +H3ξ3)ν3 + ξ3H2ν4 ± |H||ξ|√
ρ
ν6 = 0

ξ1H3ν2 + ξ2H3ν3 − (H1ξ1 +H2ξ2)ν4 ± |H||ξ|√
ρ
ν7 = 0

γpξ1ν2 + γpξ2ν3 + γpξ3ν4 ± |H||ξ|√
ρ
ν8 = 0.

(4.55)
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We have

D1qν = D1



τν1 + ρξ1ν2 + ρξ2ν3 + ρξ3ν4

τν2 − ρ−1(H3ξ3 +H2ξ2)ν5 + ρ−1ξ1H2ν6 + ρ−1ξ1H3ν7 + ρ−1ξ1ν8

τν3 + ρ−1ξ2H1ν5 − ρ−1(H3ξ3 +H1ξ1)ν6 + ρ−1ξ2H3ν7 + ρ−1ξ2ν8

τν4 + ρ−1ξ3H1ν5 + ρ−1ξ3H2ν6 − ρ−1(H2ξ2 +H1ξ1)ν7 + ρ−1ξ3ν8

−(H2ξ2 +H3ξ3)ν2 + ξ2H1ν3 + ξ3H1ν4 + τν5

ξ1H2ν2 − (H1ξ1 +H3ξ3)ν3 + ξ3H2ν4 + τν6

ξ1H3ν2 + ξ2H3ν3 − (H1ξ1 +H2ξ2)ν4 + τν7

γpξ1ν2 + γpξ2ν3 + γpξ3ν4 + τν8



= D1



τν1 ∓ |H||ξ|√
ρ
ν1

τν2 ∓ |H||ξ|√
ρ
ν2

τν3 ∓ |H||ξ|√
ρ
ν3

τν4 ∓ |H||ξ|√
ρ
ν4

τν5 ∓ |H||ξ|√
ρ
ν5

τν6 ∓ |H||ξ|√
ρ
ν6

τν7 ∓ |H||ξ|√
ρ
ν7

τν8 ∓ |H||ξ|√
ρ
ν8



= t(0, ..., 0),

(4.56)

for ν ∈ ker q at Σ2.

Proposition 4.10. If τ 2 ̸= c2f (ξ̂)|ξ|2 then our system is of MHD type at Σ2.

Proof. When τ 2 ̸= c2f (ξ̂)|ξ|2, then Σ is union of the five hypersurfaces S1 = {τ = 0}, S2 = {τ −

cs(ξ̂)|ξ| = 0}, S3 = {τ+cs(ξ̂)|ξ| = 0}, S4 = {τ−(ξ ·H)/
√
ρ = 0}, and S5 = {τ+(ξ ·H)/

√
ρ = 0},

intersecting at Σ2 = ∩5
j=1Sj = {τ = 0, ξ ·H = 0, ξ ̸= 0}. We want to prove that our system is

of MHD type at Σ2. We have Sj intersect transversally at Σ2, the codimension of Σ2 is equal

to two, d6(det q) ̸= 0, and di(det q) = 0 for i < 6 at Σ2, and dim of the fiber of NQ is equal to 6

at Σ2. (3.166)is satisfied for i0 = 1. Hence, still we want to check (3.77). Again, we will prove

this by proving the following

∂ρq : ker q 7→ Im q at Σ2, (4.57)

when ρ ∈ TΣ2Σ. TΣ2Σ is spanned by D1 = ξ1∂ξ1 + ξ2∂ξ2 + ξ3∂ξ3 , D2 = τ∂τ , D3 = ∂t, D4 = τ∂ξ1 ,

D5 = τ∂ξ2 , D6 = τ∂ξ3 , D7 = τ∂x1 , D8 = τ∂x2 , D9 = τ∂x3 , D10 = (ξ ·H)∂x1 , D11 = (ξ ·H)∂x2 ,

D12 = (ξ · H)∂x3 , D13 = (ξ · H)∂ξ1 , and D14 = (ξ · H)∂ξ3 (note that we have not mentioned

(ξ ·H)∂ξ2 as it can be written in terms of D13, D14, and D5). We have for (ν1, ..., ν8) ∈ ker q at
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Σ2

Diq
t(ν1, ..., ν8) =

t(0, ..., 0) at Σ2 for i = 1, ..., 14. (4.58)

From (4.48) we know that (3.168), and (3.169) are satisfied with R = Dt, σ(L1) = M , and

f = τ(τ 2 − c2s(ξ̂)|ξ|2)(τ 2 − c2f (ξ̂)|ξ|2)(τ 2 − (ξ ·H)2/ρ).

Remark 4.11. When τ 2 ̸= c2f (ξ̂)|ξ|2, on Σ \ Σ2 we have either τ ̸= 0 and for this case we have

Proposition 4.9, or τ = 0 but ξ ·H ̸= 0 so our system is of real principal type in this case.

If τ 2 ̸= c2s(ξ̂)|ξ|2, but τ = 0 then we know that τ 2 ̸= c2f (ξ̂)|ξ|2 and again our system is of real

principal type in this case.

Note: As an application for systems of generalized transverse type, one can consider the

linearized isentropic MHD equations, which is 7× 7 matrix; check [MZ05, Appendic A] where

the first order term of the linearized isentropic MHD equations and its eigenvalues are given,

and then we can easily check the type of the system as we did in this section for linearized ideal

MHD equations.

72



A Symplectic geometry

In this appendix, we will study about symplectic geometry. It will be divided into four sections.

The first section is about symplectic linear algebra. In the second section, we give the definition

of symplectic manifolds, and we state Darboux theorem. In the third section, we give the

definition of conic symplectic manifolds. And, in the last one, we discuss characteristic foliation,

where Frobenius theorem is also stated. To study more about symplectic geometry, one can

check [Hö07].

A.1 Symplectic linear algebra

Let V be a real vector space of dimension 2n, σ a bilinear form on V .

Definition A.1. (V, σ) is said to be a symplectic vector space if σ is non-degenerate and skew-

symmetric. That is, we have

• σ(u, v) = 0 for all v ∈ V implies that u = 0,

• σ(u, v) + σ(v, u) = 0 for all u, v ∈ V .

Note that the second condition is equivalent to σ(u, u) = 0 for all u ∈ V because

0 = σ(u, v) + σ(v, u) = σ(u+ v, u+ v)− σ(u, u)− σ(v, v), (A.1)

so by choosing v = u we get 4σ(u, u) = 2σ(u, u) which gives σ(u, u) = 0.

Example A.2. V = Rn ×Rn with coordinates (x, ξ), where the two factors are understood to

be dual to each other under the Euclidean inner product, and

σ((x, ξ), (y, η)) = x · η − y · ξ. (A.2)
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Using the language of differential forms, we have

σ = dx ∧ dξ =
∑n

i=1
dxi ∧ dξi. (A.3)

Let W ⊆ V be a linear subspace, we define the set

W σ = {v ∈ V | ∀w ∈ W : σ(v, w) = 0}. (A.4)

Note that dimW + dimW σ = 2n, and (W σ)σ = W .

Definition A.3. Let W ⊆ V be a linear subspace. Then W is said to be

• isotropic if W ⊆ W σ, which implies dimW ≤ n,

• Lagrangian if W = W σ, which implies dimW = n,

• involutive (or co-isotropic) if W ⊇ W σ, which implies dimW ≥ n.

Proposition A.4. All symplectic vector spaces of the same dimension 2n are symplectomor-

phic. That is, there exists a linear map T : (V, σ) → (V ′, σ′) such that

σ(u, v) = σ′(Tu, Tv), u, v ∈ V. (A.5)

Definition A.5. A linear basis e1,..., en, f1,..., fn of V is said to be symplectic if σ(ej, ek) =

σ(fj, fk) = 0, and σ(ej, fk) = δjk for 1 ≤ j, k ≤ n.

Example A.6. Let ε1,...εn denote the standard basis of Rn. Then e1 = (ε1, 0),...,en = (εn, 0),

f1 = (0, ε1),..., fn = (0, εn) is a symplectic basis of (R2n, dx ∧ dξ).

It is easy to find a symplectic basis to a given symplectic vector space (V, σ): We choose two

complementary Lagrangian subspaces W , W ′ of (V, σ); that is V = W +W ′ or, equivalently

W ∩W ′ = {0}. W ′ can be seen as the dual to W under the identification

W ′ ∼=−→ L(W,R),

w′ 7→ (w 7→ σ(w,w′)).

Then, we find the symplectic basis e1, ..., en, f1, ..., fn by choosing e1, ..., en to be a linear basis

of W and f1, ..., fn to be a linear basis of W ′.

On the other hand, if we have e1, ..., en, f1, ..., fn is a symplectic basis of (V, σ) then W =

span{e1, ..., en} and W ′ = span{f1, ..., fn} are complementary Lagrangian subspaces of (V, σ).

Lemma A.7. Let W ⊂ (V, σ) be isotropic, with dimW = m ≤ n. Then any linear basis

e1, ..., em of W can be completed to a symplectic basis e1,...en, f1,...,fn of (V, σ).
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A.2 Symplectic manifolds

Let σ be a differential 2-form on a manifold M , that is, for each p ∈ M , the map σp :

TpM × TpM → R is skew symmetric bilinear on tangent space to M at p, and σp varies

smoothly in p. If dσ = 0, then we say that σ is closed, where here d denotes the exterior

derivative.

Definition A.8. The 2-form σ is called symplectic if σ is closed and σp is symplectic for all

p ∈M .

Note that if σ is symplectic, then dimTpM = dimM have to be even.

Definition A.9. A symplectic manifold is a pair (M,σ) where M is a manifold and σ is a

symplectic form.

If (M,σ) is a symplectic manifold, then (TpM,σp) is a symplectic vector space for all p ∈M .

Example A.10. The simplest example of a symplectic manifold is R2n equipped with the form∑n
i=1 dxi ∧ dξi.

Theorem A.11. (Darboux) All symplectic manifolds of the same dimension are locally sym-

plectomorphic. More precisely, around each point of a symplectic manifold of dimension 2n

there are local coordinates x1, ..., xn, ξ1, ..., ξn such that σ =
∑n

i=1 dxi ∧ dξi.

Definition A.12. Let (M,σ) be a symplectic manifold, and f : M → R smooth. Then we

define Hf a vector field on M , by df = σ(Hf , .).

In conical coordinates,

Hf =
∑
i

∂f

∂ξi

∂

∂xi
− ∂f

∂xi

∂

∂ξi
. (A.6)

Definition A.13. Let (M,σ) be a symplectic manifold, and f, g ∈ C∞(M ;R). The Poisson

bracket of the two functions f and g is defined as

{f, g} = Hfg = σ(Hg, Hf ). (A.7)

In canonical coordinates,

{f, g} =
∑
i

∂f

∂ξi

∂g

∂xi
− ∂f

∂xi

∂g

∂ξi
. (A.8)

Lemma A.14. We have [Hf , Hg] = H{f,g}.

Proposition A.15. (C∞(M ;R); { , }) forms a Lie algebra, for (M,σ) is a symplectic manifold.
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In particular, the Jacobi identity

{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0

holds.

Definition A.16. Let (M,σ) be a symplectic manifold. Then a C∞ submanifold N ⊂ M

is isotropic, coisotropic, symplectic, Lagrangian, if TpN ⊂ (TpM,σp) has the corresponding

property for all p ∈ N.

Example A.17. Let Y ⊆ X be a smooth submanifold. Then the conormal bundle N∗Y =

{(y, z) ∈ T ∗
yX| ξTyY = 0} is Lagrangian.

A.3 Conic symplectic manifold

Definition A.18. A symplectic manifold (M,σ) is said to be conic if it admits a C∞ free proper

R+-action {χt}t>0 such that χ∗
tσ = tσ for any t > 0.

Example A.19. T ∗X \ 0 with its natural R+-action in the fibers.

A version of Darboux’s theorem holds: (M,σ) is locally conically symplectomorphic to

T ∗Rn \ 0 ∼= Rn × (Rn \ 0) with coordinates (x, ξ) and R+ action χt(x, ξ) = (x, tξ).

Definition A.20. The radial vector field R is the generator of the R+ action, that is,

Rf =
d

dt
χ∗
tf |t=1. (A.9)

The canonical 1-form α ∈ Ω1(M) is then defined as α = σ(., R).

Example A.21. For M = Rn× (Rn \ 0), we have the radial vector field is R = ξ∂/∂ξ, and the

canonical 1-form is α = ξdx.

Proposition A.22. We have σ = −dα.

Proposition A.23. Let N ⊂ (M,σ) be an n-dimensional closed submanifold. Then N is conic

Lagrangian if and only if α vanishes on N .

A.4 The characteristic foliation

Let X be a manifold, dimX = n, and F ⊆ TX be a subbundle of rank k. F is also called

a distribution in differential topology. A k-dimensional submanifold Y ⊆ X is said to be an

integral manifold of F if TyY = Fy for all y ∈ Y as subspaces of TyX.

For k = 1, we have F = spanH locally for some non-degenerate vector field H on X, and
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integral manifolds of F are the integral curves of H.

For 2 ≤ k < n, integral manifolds need not always exists even locally.

Definition A.24. The distribution F is said to be integrable (or involutive) if, locally, [H,K](x) ∈

Fx whenever H, K are vector fields on X such that H(x), K(x) ∈ Fx for any x ∈ X.

Theorem A.25. (Frobenius) The distribution F is integrable if and only if there is an integral

manifold of F through every point of X. In this case, X is regularly foliated by maximal integral

manifolds of F .

Let (M,σ) be a symplectic manifold of dimension 2n, and let V be a submanifold of M .

Lemma A.26. Let V be a submanifold (M,σ) of codimension r. Then V is involutive, that

is, (TvV )σ ⊆ (TvV ) for all v ∈ V , if and only if

{fi, fj} = 0 on V for 1 ≤ i < j ≤ r, (A.10)

where V = {f1 = ... = fr = 0} locally with df1, ..., dfr is linearly independent on V .

If V is of dimension n+ p where 0 ≤ p ≤ n. Then (TV )σ is a distribution of rank n− p.

Proposition A.27. If V is involutive, then (TV )σ ⊆ TV is integrable.

Example A.28. Let (X, σ) be a symplectic manifold, let p ∈ S(m)(T ∗X \ 0) be a real-valued

such that dp ̸= 0 everywhere in T ∗X\0, and let p be the principal symbol of a pseudodifferential

operator P . Then CharP = p−1(0) ⊂ T ∗X \ 0 is a hypersurface, so it is involutive, since every

hypersurface of a symplectic manifold is involutive. Moreover, (T CharP )σ is spanned by Hp,

and the integral curves of this integrable distribution are the integral curves of Hp.
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B Hörmander Weyl calculus and

estimates of pseudodifferential

operators

This appendix will be divided into three sections. In the first section, we give the definition of

the general symbol classes of the Weyl calulus. In the second section, we discuss the Weyl cal-

culus. And in the last section, we give some estimates of the Weyl pseudodifferential operators.

For the proofs of the results mentioned in this appendix check [Hö07].

B.1 The symbol class S(ϑ, g)

Let V be a finite dimensional vector space, and g a metric on V . In [Hö07], it was mentioned

that it is not a restriction to assume that the metric is Riemannian that is for every x ∈ V we

have a positive definite quadratic form gx(y) in y ∈ V .

Definition B.1. g is said to be slowly varying if there are positive constants c and C such that

gx(y) ≤ c⇒ gx+y(t) ≤ Cgx(t). (B.1)

Decreasing c we can replace (B.1) by a symmetric form:

gx(y) ≤ c⇒ gx(t)/C ≤ gx+y(t) ≤ Cgx(t). (B.2)

An example is the metric

|dx|2 + |dξ|2/(1 + |ξ|2), (B.3)

or more generally

|dx|2(1 + |ξ|2)δ + |dξ|2(1 + |ξ|2)−ρ, (B.4)

if ρ ≤ 1.
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B Hörmander Weyl calculus and estimates of pseudodifferential operators

If G is a fixed quadratic form, and u ∈ Ck in a neighborhood of x ∈ V we define the norm

|u|Gk (x) = sup
tj∈V

|u(k)(x; t1, ..., tk)|/
k∏
1

G(tj)
1/2, (B.5)

where u(k) denotes the kth differential of u. For fixed k an equivalent norm is the maximum

of the derivatives of order k with respect to a G orthonormal coordinate system. When g is

Riemannian metric We will write |u|gk(x) instead of |u|Gk (x) when G = gx.

Now, we give the definition of the general symbol classes of the Weyl calculus.

Definition B.2. If g is slowly varying, then a positive real-valued function ϑ in V is said to

be g continuous if there are positive constants c and C such that

gx(y) < c⇒ ϑ(x)/C ≤ ϑ(x+ y) ≤ Cϑ(x). (B.6)

We define S(ϑ, g) to be the set of all u ∈ C∞(V ) such that, for every integer k ≥ 0

sup |u|gk(x)/ϑ(x) <∞. (B.7)

S(ϑ, g) is a Fréchet space with the topology defined in (B.7).

Now, we remind the reader of the definition of the symbol class Sµ
ρ,δ, and then we show in

which case we have Sµ
ρ,δ is same as S(ϑ, g).

Definition B.3. Let X ⊂ Rn be open, let µ, ρ, δ be real numbers with 0 < ρ ≤ 1, and

0 ≤ δ < 1. Then Sµ
ρ,δ(X × RN) denotes the set of all a ∈ C∞(X × RN) such that for every

compact set K ⊂ X, and all α, β we have

|Dβ
xD

α
θ a(x, θ)| ≤ Cα,β,K(1 + |θ|)µ−ρ|α|+δ|β|, x ∈ K, θ ∈ RN , (B.8)

is valid for some constant Cα,β,K .

If g is the metric (B.4), and we let ϑ = (1 + |ξ|2)µ/2 for any real number µ. Then, S(ϑ, g)

becomes the symbol Sµ
ρ,δ.

Lemma B.4. If u ∈ S(ϑ, g) and v ∈ S(ϑ′, g) then uv ∈ S(ϑϑ′, g). If 1/|u| < C/ϑ for some C,

then 1/u ∈ S(1/ϑ, g).

Note that we have C∞
0 (V ) ⊂ S(ϑ, g), for gx and ϑ(x) are bounded from above and from

below when x is in a compact set.

Theorem B.5. We have S(ϑ, g) ⊂ S(ϑ′, g) if and only if ϑ/ϑ′ is bounded.

Let A be a real-valued quadratic form in the dual space V ′ of V . Then A(D) is a differential

operator in V characterized by

A(D) exp⟨ix, ξ⟩ = A(ξ) exp⟨ix, ξ⟩, x ∈ V,
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for every fixed ξ ∈ V ′. When u is in S or in S ′ we can define exp(iA(D))u as the inverse Fourier

transform of exp(iA(ξ))û(ξ) where û is the Fourier transform of u. Let g be a positive definite

quadratic form in V , and let

K = {x; g(x) < 1}

be the corresponding unit ball. Let

gA(x) = sup
g(Aξ)<1

⟨x, ξ⟩2 (B.9)

be the dual form of ξ → g(Aξ).

Proposition B.6. Let g be a positive definite quadratic form in V , and A a real quadratic

form in V ′. Denote by K the unit ball with respect to g, and define gA by (B.9). Then for

u ∈ C∞
0 (K) we have

|exp(iA(D))u−
∑
j<k

(iA(D))ju/j!| ≤ C sup
j≤s

sup
y∈K

|A(D)ku|gj (y)/k!, (B.10)

and

|exp(iA(D))u(x)| ≤ Ck,R(1 + inf
y∈RK

gA(x− y))−k/2 sup
j≤s+k

sup |u|gj (B.11)

for all k ≥ 0 and R > 1 if 2s > dimV .

Definition B.7. The Riemannain metric g (and the positive function ϑ) in V is said to be

A temperate (resp. A, g temperate ) with respect to x ∈ V if g is slowly varying (and ϑ is g

continuous) and there exist constants C and N such that for all y, t ∈ V

gy(t) ≤ Cgx(t)(1 + gAy (x− y))N , (B.12)

ϑ(y) ≤ Cϑ(x)(1 + gAy (x− y))N . (B.13)

Now, we want to extend the definition of exp(iA(D)) from C∞
0 to S(ϑ, g). For this we

introduce first the following definition.

Definition B.8. A continuous linear form on S(ϑ, g) will be called weakly continuous if the

restriction to a bounded subset is continuous in the C∞ topology.

Theorem B.9. The map C∞
0 ∋ u 7→ exp(iA(D))u(x) ∈ C has a unique extension to a weakly

continuous linear form on S(ϑ, g) for every x such that g is A temperate, gx ≤ gAx , and ϑ is

A, g temperate with respect to x. We have

|exp(iA(D))u(x)| ≤ ϑ(x)∥u∥, (B.14)

where the seminorm ∥u∥ in S(ϑ, g) only depends on the constants in (B.2), (B.6), (B.12), and
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B Hörmander Weyl calculus and estimates of pseudodifferential operators

(B.13).

Theorem B.10. Assume that the hypothesis of Theorem B.9 are fulfilled uniformly for all x

in a linear subspace V0 of V . Then the map

S(ϑ, g) ∋ u 7→ exp(iA(D))u|V0

is weakly continuous with values in the space S(ϑ, g)|V0 of symbols in V0 corresponding to the

restrictions of ϑ and of g.

The preceding results can be improved when

h(x)2 = sup
t
gx(t)/g

A
x (t) (B.15)

is not only less than or equal to 1, but is small. Let

RN = exp(i(A(D))u−
∑
j<N

(i(A(D))ju/j!. (B.16)

In [Hö07], it was shown that RN has the bound

|R(k)
N (x; t1, ..., tk)| ≤ h(x)Nϑ(x)

k∏
1

gx(tj)
1
2∥u∥, (B.17)

where ∥u∥ is a fixed seminorm in S(ϑ, g).

Theorem B.11. Assume the hyothesis of Theorem B.9 are fulfilled uniformly for all x in a

linear subspace V0 of V . Then we have

S(ϑ, g) ∋ u 7→ RN ∈ S(ϑhN , g)|V0

is weakly continuous. The seminorm in (B.17) depends only on N , k, and the constants in

(B.2), (B.6), (B.12), and (B.13).

B.2 Hörmander Weyl calculus

Let V be an n dimensional vector space over R and V ′ its dual. Given a ∈ S (W ), where

W = V ⊕ V ′. First, we remind the reader about the operator a(x,D) for a ∈ S (W ):

a(x,D)u(x) = (2π)−n

∫ ∫
a(x, ξ)ei⟨x−y,ξ⟩u(y) dy dξ, u ∈ S . (B.18)
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Here dy is a Lebesgue (Haar) measure in V and dξ is the dual one in V ′. The weak version of

(B.18) is

⟨a(x,D)u, v⟩ = (2π)−n

∫ ∫ ∫
a(x, ξ)ei⟨x−y,ξ⟩u(y)v(x)dy dx dξ

= (2π)−n

∫ ∫ ∫
a(x, ξ)ei⟨t,ξ⟩u(x− t)v(x) dx dt dξ,

(B.19)

makes sense for any a ∈ S ′(W ) and defines a continuous operator from S (V ) to S ′(V ). The

adjoint operator of ā(x,D) is given by

ã(x,D)u(x) = (2π)−n

∫ ∫
a(y, ξ)ei⟨x−y,ξ⟩u(y) dy dξ, (B.20)

interpreted in the weak sense too.

If a ∈ Sm then a(x,D) maps S to S. Also, when a ∈ Sm, we have the class of operator

(B.18) is the same as the class of operators (B.20), so they can be extended to continuous

operators from S ′ to S ′.

The operator aw(x,D) is defined, via the Weyl calculus as

aw(x,D)u = (2π)−n

∫ ∫
a((x+ y)/2, ξ)ei⟨x−y,ξ⟩u(y) dy dξ. (B.21)

The Schwartz kernel is

K(x, y) = (2π)−n

∫
a((x+ y)/2, ξ)ei⟨x−y,ξ⟩ dξ, (B.22)

so

K(x+ t/2, x− t/2) = (2π)−n

∫
a(x, ξ)ei⟨t,ξ⟩ dξ (B.23)

is the inverse Fourier Transform of a with respect to ξ. Hence, we have

a(x, ξ) =

∫
K(x+ t/2, x− t/2)e−i⟨t,ξ⟩ dt. (B.24)

The adjoint of aw is equal to āw. Hence, we have aw is its own adjoint if a is real valued.

Now, we want to give a formula for the composition of aw1 (x,D) and aw2 (x,D) when a1 and a2

are in S (W ). Using (B.22) we get that the kernel of aw1 (x,D)aw2 (x,D) is equal to

(2π)−n

∫ ∫ ∫
a1((x+ z)/2, ζ)a2((z + y)/2, τ)ei⟨x−z,ζ⟩+i⟨z−y,τ⟩ dz dζ dτ, (B.25)

so it follows from (B.24) that aw1 aw2 = aw where

a(x, ξ) = (2π)−2n

∫ ∫ ∫ ∫
a1((x+ z + t/2)/2, ζ)a2((x+ z − t/2)/2, τ)eiE dz dζ dt dτ,

(B.26)
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B Hörmander Weyl calculus and estimates of pseudodifferential operators

with

E = ⟨x− z + t/2, ζ⟩+ ⟨z − x+ t/2, τ⟩ − ⟨t, ξ⟩

= ⟨x− z + t/2, ζ − ξ⟩+ ⟨z − x+ t/2, τ − ξ⟩.
(B.27)

Introducing ζ − ξ, τ − ξ, (z − x+ t/2)/2 and (z − x− t/2)/2 as new variables instead of ζ, τ ,

z, and t, we get

a(x, ξ) = π−2n

∫ ∫ ∫ ∫
a1(x+ z, ξ + ζ)a2(x+ t, ξ + τ)e2iσ(t,τ ;z,ζ) dz dζ dt dτ, (B.28)

where

σ(t, τ ; z, ζ) = ⟨τ, z⟩ − ⟨t, ζ⟩. (B.29)

Here σ is the symplectic form regarded as a quadratic form on W ⊕W , and notice that the

Jacobian after the change of variables is 22n.

For f ∈ S (R2), it follows from the Fourier inversion formula if f(x, y) = g(x)h(y) that∫ ∫
f(x, y)e2ixy dx dy = (4π)−1

∫ ∫
f̂(ξ, η)e−iξη/2 dξ dη. (B.30)

Using that, we can write a(x, ξ) given above in the following form

a(x, ξ) = exp(iσ(Dx, Dξ;Dy, Dη)/2)a1(x, ξ)a2(y, η)|(x,ξ)=(y,η). (B.31)

We want to study a when a1 and a2 belong to suitable symbol classes. Hence, we will encounter

quadratic forms in W ⊕W of the form

G(t1, t2) = g1(t1) + g2(t2),

where g1 and g2 are quadratic forms in W . If (x, ξ, y, η) ∈ W ⊕W and (x̂, ξ̂, ŷ, η̂) are the dual

variables, let

A = 2σ(x̂, ξ̂, ŷ, η̂) = 2⟨ξ̂, ŷ⟩ − 2⟨x̂, η̂⟩

If we write (x, ξ) = w and (ξ̂,−x̂) = w′ ∈ W then

⟨x, x̂⟩+ ⟨ξ, ξ̂⟩ = σ(w,w′).

Let

gσj (w) := sup|σ(w,w′)|2/gj(w′). (B.32)

Then, we get that

GA(w1, w2) = gσ1 (w2) + gσ2 (w1).

Definition B.12. The metric g in W = V ⊕ V ′ is called σ temperate if it is slowly varying
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and there exist constants C and N such that for all w,w′ ∈ W

gw1(t) ≤ Cgw(t)(1 + gσw1
(w1 − w))N (B.33)

is valid. A positive function ϑ in W is called σ, g temperate if ϑ is g continuous and there exist

constants C and N such that for all w,w′ ∈ W we have

ϑ(w1) ≤ Cϑ(w)(1 + gσw1
(w − w1))

N , w, w1 ∈ W. (B.34)

Remark that (B.33) is equivalent to

gσw(t) ≤ Cgσw1
(t)(1 + gσw1

(w1 − w))N . (B.35)

Using (B.35) we get 1/ϑ is σ, g temperate if ϑ is σ, g temperate.

Proposition B.13. If g is a σ temperate and ϑ1, ϑ2 are σ, g temperate in W = V ⊕ V ′ then

the metric G = g1 ⊕ g2 in W ⊕W , where g1 = g2 = g, and the weight function ϑ = ϑ1 ⊗ ϑ2 are

uniformly A temperate and A, G temperate with respect to the diagonal. If h(w)2 = sup gw/g
σ
w

then sup Gw,w/G
A
w,w = h(w)2 also.

Now, we consider the general case where g1 and g2 are different.

Proposition B.14. Let g1 and g2 be σ temperate in W . Then G = g1 ⊕ g2 is uniformly A

temperate with respect to the diagonal in W ⊕W if and only if

gσ1w ≤ Cgσ1w1
(t)(1 + gσ2w(w1 − w))N ; t, w, w1 ∈ W,

gσ2w ≤ Cgσ2w2
(t)(1 + gσ1w(w2 − w))N ; t, w, w2 ∈ W.

(B.36)

The metric g = (g1 + g2)/2 is then σ temperate in W . If we set

hj(w)
2 = sup gjw/g

σ
jw; H(w)2 = sup g1w/g

σ
2w = sup g2w/g

σ
1w,

then

max(h1(w)
2, h2(w)

2, H(w)2) ≤ 4 sup gw/g
σ
w ≤ h1(w)

2 + h2(w)
2 + 2H(w)2. (B.37)

If ϑj is σ, gj temperate then ϑ = ϑ1⊗ϑ2 is uniformly A,G temperate with respect to the diagonal

in W ⊕W if and only if

ϑ1(w1) ≤ Cϑ1(w)(1 + gσ2w(w − w1))
N ; w,w1 ∈ W ;

ϑ2(w2) ≤ Cϑ2(w)(1 + gσ1w(w − w2))
N ; w,w2 ∈ W.

(B.38)

These conditions are equivalent to ϑj being σ, g temperate.

The following theorem is tha main theorem of the Weyl calculus.

Theorem B.15. Let g be a σ temperate Riemannian metric in W = V ⊕ V ′ with g ≤ gσ, and

let ϑ1, ϑ2 be σ, g temperate weight functions in W . Then the composition formula (B.31) can
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be extended to a weakly continuous bilinear map (a1, a2) 7→ a = a1#a2 from S(ϑ1, g)× S(ϑ2, g)

to S(ϑ1ϑ2, g). If

h2(x, ξ) := sup gx,ξ/g
σ
x,ξ, (B.39)

then the map from a1 ∈ S(ϑ1, g) and a2 ∈ S(ϑ2, g) to the remainder term

a1#a2(x, ξ)−
∑
j<N

(iσ(Dx, Dξ;Dy, Dη)/2)
ja1(x, ξ)a2(x, ξ)/j! (B.40)

evaluated for (x, ξ) = (y, η) is continuous with values in S(hNϑ1ϑ2, g) for every integer N . It

is zero if a1 or a2 is a polynomial of degree less than N .

The terms with j even (resp. odd) are symmetric (resp. skew symmetric) in a1, a2. This

implies

a1#a2 − a2#a1 − {a1, a2}/i ∈ S(h3ϑ1ϑ2, g),

a1#a2 + a2#a1 − 2a1a2 ∈ S(h2ϑ1ϑ2, g).

We have the following more general result:

Theorem B.16. Let g1 and g2 be σ temperate metrices in W = V ⊕ V ′ satisfying

gσ1w(t) ≤ Cgσ1w1
(1 + g2w(w1 − w))N , t, w, w1 ∈ W

gσ2w(t) ≤ Cgσ2w2
(1 + g1w(w1 − w))N , t, w, w1 ∈ W,

(B.41)

and assume that

H(x, ξ)2 = sup g1x,ξ/g
σ
2x,ξ = sup g2x,ξ/g

σ
1x,ξ ≤ 1. (B.42)

Let g = (g1 + g2)/2, and let ϑj be gj continuous σ, g temperate weight functions for j = {1, 2}.

Then the composition formula (B.31) can be extended to a weakly continuous bilinear map

(a1, a2) 7→ a = a1#a2 from S(ϑ1, g1)× S(ϑ2, g2) to S(ϑ1ϑ2, g). The map to the N th remainder

term is continuous with values in S(HNϑ1ϑ2, g) for every integer N .

Note that the error terms in the calculus improve by powers of H which may be smaller than

h defined (B.39).

Proposition B.17. Assume that g is σ temperate, that G = ϑg, where the function ϑ ≥ 1, is

slowly varying, and that G ≤ Gσ. Then we get that G is σ temperate.

The following proposition simplifies the condition in Theorem B.16 for conformal metrics:

Proposition B.18. Assume that g1 and g2 are conformal (that is, we have g2 = ϑg1 for some

function ϑ) σ temperate metrics with hj(w)2 = sup gjw/g
σ
jw ≤ 1 for j = {1, 2}. Then (B.41) is
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valid and the function H in (B.42) is (h1h2)
1/2.

Now, we want to show the invariance of the Weyl calculus under affine symplectic transfor-

mations χ, that is, affine maps χ in W with χ∗σ = σ. Having this invariance we may assume

V = Rn.

Lemma B.19. Every affine symplectic map is a composition of maps of the following types:

(a) The translation x 7→ x+ x0 in V .

(b) The translation ξ 7→ ξ + ξ0 in V ′.

(c) The map χ(x, ξ) replacing xj, ξj by ξj, −xj, leaving the other coordinates unchanged.

(d) The map χ(x, ξ) = (Tx, tT−1ξ) where T is a linear bijection in Rn.

(e) The map χ(x, ξ) = (x, ξ − Ax) where A is a symmetric matrix.

Theorem B.20. for every affine symplectic transformation χ in W = V ⊕V ′ there is a unitary

transformation U in L2(V ), uniquely determined apart from a constant factor of modulus 1,

such that for all linear forms L in W we have

U−1L(x,D)U = (L ◦ χ)(x,D). (B.43)

U is also an automorphism of S and of S ′, and

U−1aw(x,D)U = (a ◦ χ)w(x,D) (B.44)

for every a ∈ S ′(W ).

Notice that we have L(x,D) = Lw(x,D) = L̃(x,D) when L is linear.

If a ∈ S (W ), we have its kernel K ∈ S is

K(x, y) = (2π)−n

∫
ei⟨x−y,ξ⟩a(x, ξ) dξ, (B.45)

then we can write a(x,D) = bw(x,D) where b ∈ S (W ) is given by (B.24), and b(x, ξ) =

e⟨Dx,Dξ⟩/2ia(x, ξ). Moreover, if c̃(x,D) is defined by (B.20) then we have a(x,D) = c̃(x,D) if

a(x, ξ) = ei⟨Dx,Dξ⟩c(x, ξ). Because of continuity these observations remain true if a, b, c ∈ S ′.

The following theorem shows under which conditions we have a(x,D) = bw(x,D) = c̃(x,D)

if a, b, c ∈ S(ϑ, g).

Theorem B.21. Let g be σ temperate, g ≤ gσ, and let ϑ be σ, g temperate. If gx,ξ(t, τ) =

gx,ξ(t,−τ) then exp⟨iκDx, Dξ⟩ is a weakly continuous isomorphism of S(ϑ, g) for every κ ∈ R,

eiκ⟨Dx,Dξ⟩a(x, ξ)−
∑
j<N

⟨iκDx, Dξ⟩ja(x, ξ)/j! ∈ S(hNϑ, g) (B.46)
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for every integer N if h is defined by (B.39). If a, b, c ∈ S(ϑ, g) then a(x,D) = bw(x,D) =

c̃(x,D) if and only if

b(x, ξ) = e−i⟨Dx,Dξ⟩/2a(x, ξ) = ei⟨Dx,Dξ⟩/2c(x, ξ),

a(x, ξ) = ei⟨Dx,Dξ⟩/2b(x, ξ) = ei⟨Dx,Dξ⟩c(x, ξ),

c(x, ξ) = e−i⟨Dx,Dξ⟩a(x, ξ) = e−i⟨Dx,Dξ⟩/2b(x, ξ).

(B.47)

If gx,ξ(0, τ) ≤ |τ |2, then the bilinear maps (a, u) 7→ a(x,D)u, (b, u) 7→ bw(x,D)u, and (c, u) 7→

c̃(x,D)u are continuous from S(ϑ, g)× S to S and from S(ϑ, g)× S ′ to S ′.

Under the assumptions given in the above theorem, we have if aj ∈ S(ϑj, g) for j = {1, 2}

and u ∈ S that

aw1 (x,D)aw2 (x,D)u = (a1#a2)
w(x,D)u. (B.48)

Also, if a(x,D) is a pseudodifferential operator with polyhomogeneous symbol

a(x, ξ) ∼ am(x, ξ) + am−1(x, ξ) + ..., (B.49)

where aj is homogeneous in ξ of degree j. Then by using Theorem B.21, we can write a(x,D) =

bw(x,D) where b(x, ξ) ∼
∑
bm−j(x, ξ). Then,

bm(x, ξ) = am(x, ξ), bm−1(x, ξ) = am−1(x, ξ) + i
∑

∂2am(x, ξ)/∂xj∂ξj/2, (B.50)

where bm−1 is the subprincipal symbol.

B.3 Estimates of pseudodifferential operators

Theorem B.22. If g is σ temperate, and ϑ is σ, g temperate then aw(x,D) is continuous map

from S to S and from S ′ to S ′, and it is weakly continuous as a function of a.

The following theorem shows the L2 continuity:

Theorem B.23. If g ≤ gσ, g is σ temperate, and ϑ is σ, g temperate, then the operator

aw(x,D) is L2 continuous for every a ∈ S(ϑ, g) if and only if ϑ is bounded. The L2 norm of

aw(x,D) is then a continuous seminorm in S(ϑ, g).

Theorem B.24. If g ≤ gσ, g is σ temperate, and ϑ is σ, g temperate, then the operators

aw(x,D) with a ∈ S(ϑ, g) are all compact in L2 if and only if ϑ→ 0 at ∞.

Above we have considered scalar pesudodifferential operators, but the calculus developed in

Section B.2 is not changed if the functions u take their values in a Banach space B1 and the

symbol a takes its values in L (B1, B2), so that aw(x,D)u takes its values in B2. However, for
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the L2 estimates we need Hilbert spaces. Hence, for theorems B.23 and B.24 we need B1 and

B2 to be Hilbert spaces, and in the second case we need it also to be finite dimensional.

Theorem B.25. If g is σ temperate,

h2(x, ξ) = sup gx,ξ/g
σ
x,ξ ≤ 1, (B.51)

and 0 ≤ a ∈ S(1/h, g), then

(aw(x,D)u, u) ≥ −C∥u∥2, u ∈ S, (B.52)

with scalar product and norm in L2(Rn).

We have the following stronger Fefferman-Phong inequality :

Theorem B.26. If g is σ temperate, and (B.51) is satisfied, then (B.52) is valid for every

a ∈ S(1/h2, g) with a ≥ 0.

Considering the metric (B.4) we get the following result:

Corollary B.27. If 0 ≤ a ∈ S
2(ρ−δ)
ρ,δ (Rn × Rn) and 0 ≤ δ < ρ ≤ 1 then aw(x,D) is bounded

from below, and so a(x.D) + a(x,D)∗.

Note that Theorem B.25 remains valid in the vector valued case.

Theorem B.28. Let g be a σ temperate metric and assume that (B.51) holds. If a ∈ S(1/h, g)

takes non-negative values in L (H,H) where H is a Hilbert space, then we have

(aw(x,D)u, u) ≥ −C∥u∥2, u ∈ S (Rn, H). (B.53)
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The spaces Hr,s introduced in Chapter 3, see (3.46) is a particular case of the spaces Bp,k

introduced by Hörmander; check [Hö05], where p = 2 and k(τ, ξ) = ⟨τ, ξ⟩r⟨τ, ϑ⟩s with ϑ given

by (3.32). Although in our work we just deal with the case p = 2, in this appendix we will give

the definition of these spaces with general p, and state some of their properties. Also, we will

give some properties for the localization of these spaces.

C.1 The spaces Bp,k

Definition C.1. A positive function k defined in Rn is said to be a temperate weight function

if there exist positive constants C and N such that

k(ξ + η) ≤ (1 + C|ξ|)Nk(η), ξ, η ∈ Rn. (C.1)

The set of all such functions k will be denoted by K .

For k ∈ K we write

Mk(ξ) = sup
η
k(ξ + η)/k(η). (C.2)

Hence, Mk is the smallest function such that

k(ξ + η) ≤Mk(ξ)k(η). (C.3)

Mk is submultiplicative, that is

Mk(ξ + η) ≤Mk(ξ)Mk(η), (C.4)

and since Mk(ξ) ≤ (1 + C|ξ|)N we get that Mk ∈ K .

Example C.2. Let P be a polynomial of degree m, and define the function P̃ as

P̃ (ξ)2 =
∑
|α|≥0

|∂αP (ξ)|2. (C.5)
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This function is in K , since using Taylor’s formula we have

P̃ (ξ + η) ≤ (1 + C|ξ|)mP̃ (η), (C.6)

where C is a constant depending only on m and the dimension n.

Theorem C.3. If k1 and k2 belong to K , it follows that k1 + k2, k1k2, sup(k1, k2), and

inf(k1, k2) are also in K . If k ∈ K then ks ∈ K for every real s. Moreover, if µ is a

positive measure we have either µ ∗ k ≡ ∞ or µ ∗ k ∈ K .

Theorem C.4. If k ∈ K we can for every δ > 0 find a function Kδ ∈ K and a constant Cδ

such that

1 ≤ kδ(ξ)/k(ξ) ≤ Cδ, ξ ∈ Rn, (C.7)

Mkδ(ξ) ≤ (1 + C|ξ|)N , ξ ∈ Rn, (C.8)

where C and N are independent of δ, and Mkδ tends to 1 uniformly on compact subsets of Rn

when δ tends to 0.

Now, we give the definition of the spaces Bp,k.

Definition C.5. If k ∈ K and 1 ≤ p ≤ ∞, we denote by Bp,k the set of all distributions

u ∈ S ′ such that û is a function and

∥u∥p,k = ((2π)−n

∫
|k(ξ)û(ξ)|p dξ)1/p <∞. (C.9)

When p = ∞, we interpret ∥u∥p,k as ess. sup |k(ξ)û(ξ)|.

Theorem C.6. Bp,k is a Banach space with the norm (C.9). We have

S ⊂ Bp,k ⊂ S ′. (C.10)

in the topological sense, that is, the topology in S is stronger than that induced there by Bp,k,

and the topology in Bp,k is stronger than the one induced by S ′. Also, we have C∞
0 is dense in

Bp,k.

Theorem C.7. If k1, k2 ∈ K and

k2(ξ) ≤ Ck1(ξ), ξ ∈ Rn, (C.11)

then we have Bp,k1 ⊂ Bp,k2. Conversely, if there exists non-empty open set X such that Bp,k1 ∩

E ′(X) ⊂ Bp,k2, then (C.11) is valid.

Corollary C.8. If k1, k2 ∈ K , then we have

Bp,k1 ∩Bp,k2 = Bp,k1+k2 , (C.12)
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and for u ∈ Bp,k1 ∩Bp,k2 we have

max
j=1,2

∥u∥p,kj ≤ ∥u∥p,k1+k2 ≤ ∥u∥p,k1 + ∥u∥p,k2 . (C.13)

Now, we state when the inclusion mapping in Theorem C.7 is compact.

Theorem C.9. If K is a compact set in Rn, the inclusion mapping of Bp,k1 ∩E ′(K) into Bp,k2

is compact if

k2(ξ)/k1(ξ) → 0, as ξ → ∞. (C.14)

Conversely, if the mapping is compact for one set K with interior points, then (C.14) is valid.

Now, we will show how differential operators with constant coefficients act in the spaces Bp,k.

Theorem C.10. If u ∈ Bp,k, then P (D)u ∈ Bp,k/P̃ , with P̃ is given by (C.5).

Theorem C.11. If u1 ∈ Bp,k1 ∩ E ′ and u2 ∈ B∞,k2, then u1 ∗ u2 ∈ Bp,k1k2, and we have that

∥u1 ∗ u2∥p,k1k2 ≤ ∥u1∥p,k1∥u2∥∞,k2 . (C.15)

Theorem C.12. If k ∈ K , and j is a non-negative integer such that

(1 + |ξ|)j/k(ξ) ∈ Lp′ , 1/p+ 1/p′ = 1, (C.16)

then Bp,k ⊂ Cj. Conversely, if Bp,k ∩ E ′(X) ⊂ Cj for some non-empty open set X, then (C.16)

is valid.

In the follwoing theorem, we determine the dual space of Bp,k when p <∞. Since S is dense

in Bp,k if p < ∞ (Theorem C.6), a continuous linear form on Bp,k is uniquely determined in

that case by its restriction to S.

Theorem C.13. If L is a continuous linear map on Bp,k, p <∞, we have for some v ∈ Bp′,1/k,

1/p′ + 1/p = 1,

L(u) = v̌(u), u ∈ S.

The norm of this linear form is ∥v∥p′,1/k. Thus, Bp′,1/k is the dual space of Bp,k and the canonical

bilinear form in Bp,k ×Bp′,1/k is the continuous extension of the bilinear form v̌(u); v ∈ Bp′,1/k,

u ∈ S. Here v̌ is the composition of v with x→ −x.

Theorem C.14. If u ∈ Bp,k and ϕ ∈ S , then we get that ϕu ∈ Bp,k and

∥ϕu∥p,k ≤ ∥ϕ∥1,Mk
∥u∥p,k. (C.17)

The following theorem shows how to approxiamte by elements with compact support.

Theorem C.15. Let ψ ∈ C∞
0 and assume that ψ(0) = 1. Set ψε(x) = ψ(εx). If u ∈ Bp,k and
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p <∞, then we have that ψεu→ u in Bp,k when ε→ 0.

We can also approximate by the usual regularization:

Theorem C.16. Let ϕ ∈ C∞
0 such that

∫
ϕ dx = 1. Set ϕε(x) = ε−nϕ(x/ε). If u ∈ Bp,k and

p <∞, then the regularization u ∗ ϕϵ converge to u in Bp,k when ε→ 0.

C.2 Localization of the spaces Bp,k

Definition C.17. A linear subspace F of D′(X) is called semi-local if ϕu ∈ F when u ∈ F

and ϕ ∈ C∞
0 (X). It is called local if, in addition, F contains every distribution u such that

ϕu ∈ F for every ϕ ∈ C∞
0 .

From Theorem C.14, we get that the set of restrictions to X of distributions in Bp,k is

semi-local.

Theorem C.18. If F is semi-local, the smallest local space containing F is the space

F loc = {u; u ∈ D′(X), ϕu ∈ F for every ϕ ∈ C∞
0 (X)}.

Theorem C.19. Let F be a local subspace of D′(X). If u ∈ D′(X) and to every point x0 ∈ X

there exists a function ϕ ∈ C∞
0 (X) such that ϕu ∈ F and ϕ(x0) ̸= 0, it follows that u ∈ F .

We denote by F c the set of distributions in F with compact support in X. If F is semi-local,

we have

F c = F loc ∩ E ′(X), F loc = (F c)loc. (C.18)

Most of the results for the spaces Bp,k stated in the previous section carry over immediately to

the local spaces Bloc
p,k(X) corresponding to the set of restrictions to X of distributions in Bp,k

(or, equivalently, corresponding to Bp,k ∩ E ′(X)).

Theorem C.20. We have Bloc
p,k1

(X) ⊂ Bloc
p,k2

(X) if and only if (C.11) is valid.

Theorem C.21. If u ∈ Bloc
p,k(X), then P (D)u ∈ Bloc

p,k/P̃
(X).

Theorem C.22. If u ∈ Bloc
p,k(X) and ϕ ∈ C∞(X) then ϕu ∈ Bloc

p,k(X).

Theorem C.23. If u1 ∈ Bp,k1(Rn) ∩ E ′(Rn) and u2 ∈ Bloc
∞,k2

(Rn), then u1 ∗ u2 ∈ Bloc
p,k1k2

(Rn).

From Theorem C.12, we obtain:

Theorem C.24. We have Bloc
p,k(X) ⊂ Cj(X) for j is a non-negative integer if and only if (C.16)

is valid.

Theorem C.6 leads to the following:
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Theorem C.25. Bloc
p,k(X) is a Fréchet space with the topology defined by the semi-norms u →

∥ϕu∥p,k, ϕ ∈ C∞
0 (X), and we have

C∞(X) ⊂ Bloc
p,k(X) ⊂ D′j(X) (C.19)

for some j in the topological sense. D′j(X) is the set of distributions of order ≤ j.

If kµ ∈ K and 1 ≤ pµ ≤ ∞, µ = 1, 2, .... Consider the space
⋂∞

1 Bloc
pµ,kµ

(X) with the topology

which is the least upper bound of the topologies in the spaces Bloc
pµ,kµ

(X), that is, defined by

the semi-norms

u→ ∥ϕu∥pµ,kµ , ϕ ∈ C∞
0 (X), µ = 1, 2, ...

This is a Fréchet space. Note that Theorem C.24 gives that

C∞(X) =
∞⋂
1

Bloc
pµ,kµ(X) if kµ(ξ) = (1 + |ξ|)µ. (C.20)

Now, we extend Theorem C.9.

Theorem C.26. Every bounded set in Bloc
p,k1

(X) is precompact in Bloc
p,k2

(X) if and only if (C.14)

holds.
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In the appendix, we will state some theorems and lemmas needed in proving results in chapter

3. In the first section, we will state a generalization of the Malgrange preparation theorem, and

in the second section, we state some calculus lemmas.

D.1 Generalization of the Malgrange preparation theorem

For the proofs of the lemmas introduced in the section check the appendix in [Den92].

Theorem D.1. Let F (t, x) be a C∞ function of (t, x) in a neighborhood of the origin in R×Rn

with values in L (Cn,Cn), satisfying

F (0, 0) = 0, det(∂tF (0, 0)) ̸= 0. (D.1)

Then we may factorize

F (t, x) = C(t, x)(t IdN +B(x)) (D.2)

near the origin, where C and B are C∞ functions with values in L (Cn,Cn). We also get

det(C(0, 0)) ̸= 0 and B(0) = 0. If F is real (matrix) valued, we may choose C and B real

(matrix) valued.

Theorem D.2. Let F (t, x) satisfy the hypothesis in Theorem D.1. If G(t, x) is C∞ function

in a neighborhood of the origin in R× Rn with values in L (Cn,Cn), then we can write

G(t, x) = Q(t, x)F (t, x) +R(x) (D.3)

near the origin, with C∞ functions Q and R.
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D.2 Some calculus lemmas

In the appendix in [Den89], Dencker proved some calculus lemmas while considering the

weight and the metric given by (3.32), and (3.33) respectively. We will follow his steps to

prove similar calculus lemmas while using the weight and metric given by (3.95), and (3.96)

respectively.

We are going to study the composition of conormal distributions having nonstandard sym-

bols. Let aφ(x,D) ∈ D′(Rn × Rn) be given by

aφ(x,D)u(x) = (2π)−n

∫
ei(⟨x−y,η⟩+φ(x,η))a(x, η)u(y)dydη, (D.4)

u ∈ C∞
0 (Rn), where a ∈ S(ϑk, g), φ(x, η) ∈ C∞(T ∗Rn \ 0) is homogeneous of degree 1 in the

η variables and satisfies (3.127). Here ϑ, and g are defined by (3.95), and (3.96) respectively.

The composition with p(x,D) given by

p(x,D)aφ(x,D)u(x) = (2π)−2n

∫ ∫
ei(⟨x−y,ξ⟩+⟨y−z,η⟩+φ(y,η))p(x, ξ)a(y, η)u(z)dzdηdydξ

= bφ(x,D)u(x),

(D.5)

if p, a ∈ S, where

b(x, η) = (2π)−n

∫
e−iEp(x, ξ)a(y, η)dydξ (D.6)

and E = ⟨y − x, ξ − η⟩ − φ(y, η) + φ(x, η) = ⟨y − x, θ − η⟩, if we put

θ = ξ −
∫ 1

0

∂xφ(x+ s(y − x), η)ds. (D.7)

Now, χ : (x, ξ; y, η) → (x, θ; y, η) is a diffeomorphism. Thus, if we let

f(x, θ; y, η) = p(x, ξ)a(y, η),

we obtain

b(x, η) = ei⟨Dy ,Dθ⟩f(x, θ; y, η)⟩|θ=η
y=x

(D.8)

since ∣∣∣d(y, ξ)
d(y, θ)

∣∣∣ ≡ 1.

This can be extended to general symbols by the following

Lemma D.3. Assume φ(x, η) ∈ C∞(T ∗Rn\0) is homogeneous of degree 1 in the η variables and

satisfies (3.127). If a ∈ S(ϑk, g), k ∈ Z, has support in a sufficiently small conical neighborhood

of {η′ = 0} and p ∈ S(ϑ, g), then the composition is given by (D.5) where b ∈ S(ϑk+1, g) satisfies
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(D.8), and has expansion

b(x, η) ∼=
N−1∑
j=0

(i⟨Dξ, Dy − (∂θ/∂y)Dξ⟩)jp(x, ξ)a(y, η)/j!|y=x
ξ=η+dxφ(x,η)

(D.9)

modulo S(ϑk+1hN , g), with θ given by (D.7), and h2 = ⟨ξ′⟩−2.

Proof. If φ ≡ 0 then (D.8)-(D.9) follows from the Weyl calculus, since g(t,−τ) = g(t, τ) (see

Theorems B.15 and B.21. We have p(x, ξ)a(y, η) ∈ S(M,G) where M(ξ, η) = ϑ(ξ)ϑk(η) is a

weight for G = gx,ξ(dx, dξ) + gy,η(dy, dη). Hence, if we prove that χ∗S(M,G) = S(M,G), we

get (D.9), since ∂ξχ = (0, Id; 0, 0) and ∂yχ = (0, ∂θ/∂y; Id, 0). We only have to consider the

case when

|θ − η| ≤ ε, (D.10)

since otherwise we may integrate by parts with respect to y in (D.6) to obtain b ∈ S−∞. (3.127)

gives |θ − ξ| ≤ ρ|η′|, when η is in a small conical neighborhood of {η′ = 0}, with ρ is some

constant. We have

⟨θ′⟩ ≤ 1 + |θ′ − ξ′|+ |ξ′| ≤ ⟨ξ′⟩+ ρc⟨θ′⟩, (D.11)

so, for ρ small we get ⟨θ′⟩ ≤ ⟨ξ′⟩. Also, we have

⟨ξ′⟩ ≤ 1 + |ξ′ − θ′|+ |θ′| ≤ 1 + ρ|η′|+ |θ′| ≤ ⟨θ′⟩+ cρ⟨θ′⟩, (D.12)

so, for ρ small we have ⟨ξ′⟩ ≤ c⟨θ′⟩. Hence, we get χ∗M ≈ M for η in a small conical

neighborhood of {η′ = 0}. As we have ∂θ/∂η′′ = O(|η′|), ∂θ/∂η′ = O(1), and ∂θ/∂x = O(|η′|),

we get χ∗G ≈ G in a small conical neighborhood of {η′ = 0}. Thus by Lemma 8.2 in [Hö79],

we obtain χ∗S(M,G) = S(M,G) if

Gχ(w)(χ
(k)(w; t1, ..., tk)) ≤ Ck

k∏
i=1

Gχ(w)(χ
′(w, ti)) (D.13)

for k > 1, where χk is the kth differential. This means that|∂αy ∂βη ∂γxθ′(x, y, η)| ≤ Cαβγ⟨η⟩−|β′′|⟨η′⟩1−|β′|

|∂αy ∂βη ∂γxθ′′(x, y, η)| ≤ Cαβγ⟨η⟩1−|β′′|⟨η′⟩−|β′|,

(D.14)

for |α| + |β| + |γ| > 1, with θ given by (D.7). Since θ is homogeneous of degree 1, the second

inequality follows easily by using ⟨η⟩−1 ≤ ⟨η′⟩−1. Similarly, we get the first when |β′| > 0, and

otherwise

|∂αy ∂
β′′

η′′ ∂
γ
xθ

′(x, y, η)| ≤ Cαβ′′γ|η′|⟨η⟩−|β′′|,
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according to (3.127), which proves (D.14) and the lemma.

Now, let Sv
1,0,0 be the symbol defined by (3.139), and d0 = codimΣ2. For a ∈ Sv

1,0,0 we define

a(x,D′′) ∈ D′(Rn × Rn) by

a(x,D′′)u(x) = (2π)d0−n

∫ ∫
ei⟨x

′′−y′′,η′′⟩a(x, y′, η′′)u(y)dydη′′, (D.15)

u ∈ C∞
0 (Rn). If p, a ∈ S, then the composition is given by

p(x,D)a(x,D′′)u(x) = (2π)d0−2n

∫ ∫
ei(⟨x−y,ξ⟩+⟨y′′−z′′,η′′⟩)p(x, ξ)a(y, z′, η′′)u(z)dzdη′′dydξ

= b(x,D′′)u(x)

(D.16)

where

b(x, z′, η′′) = (2π)−n

∫ ∫
ei⟨x−y,ξ−(0,η′′)⟩p(x, ξ)a(y, z′, η′′)dydξ

= ei⟨Dy ,Dξ⟩p(x, ξ)a(y, z′, η′′)|y=x
ξ=(0,η′′)

.
(D.17)

For more general symbols we obtain the following lemma.

Lemma D.4. If p ∈ S(ϑ, g) and a ∈ Sv
1,0,0, then the composition is given by (D.16) where

b ∈ Sv
1,0,0 satisfies (D.17) and

b(x, z′, η′′) = ei⟨Dy′ ,Dξ′ ⟩p(x, ξ′, η′′)a(y′, x′′, z′, η′′)|ξ′=0
y′=x′

+Ra, (D.18)

where R : Sv
1,0,0 → Sv−1

1,0,0 is continuous. Also, b and Ra are determined modulo S−∞ by the

restriction of a to {|y − x| < ε}, and p to {|ξ − (0, η′′)| < ε⟨η′′⟩}, ∀ε > 0.

Proof. Let

G(x,ξ,y,z′,η′′) = |dx|2 + |dξ′|/⟨ξ′⟩2 + |dξ′′|2/⟨ξ⟩2 + |dy|2 + |dz′|2 + |dη′′|2/⟨η′′⟩2,

and A(x, ξ, y, z′, η′′) = ⟨y, ξ⟩. Then the dual metric is given by

GA
(x,ξ,y,z′,η′′)(0, dξ, dy, 0) = |dξ|2 + |dy′|2⟨ξ⟩2 + |dy′′|2⟨ξ⟩2, (D.19)

and equal to +∞ otherwise. We have p(x, ξ)a(y, z′, η′′) ∈ S(M,G) where M(ξ, η′′) = ϑ(ξ)⟨η′′⟩v.

In the following we will suppress the z′ variables, which are not important.

G is slowly varying, G ≤ GA at ∆ = {ξ = (0, η′′), y = x} and G is A temperate with respect

to ∆, that is

G(x,ξ,y,η′′) ≤ CG(x,(0,η′′),x,η′′)(1 +GA
(x,ξ,y,η′′)(0, ξ − (0, η′′), y − x, 0))N .
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This follows since

1/⟨ξ′⟩+ ⟨η′′⟩/⟨ξ⟩ ≤ C(1 + |ξ′′ − η′′|),

and similarly M is A, G temperate with respect to ∆, since

M(ξ, η′′)/M((0, η′′), η′′) = ⟨ξ′⟩

and we can easily check that

M(ξ, η′′)/M((0, η′′), η′′) ≤ C(1 +GA
(x,ξ,y,η′′)(0, ξ − (0, η′′), y − x, 0)). (D.20)

By Theorem B.10, we obtain that b ∈ Sv
1,0,0 satisfies (D.17).

In order to prove (D.18), we observe that

ei⟨Dy ,Dξ⟩ = ei⟨Dy′ ,Dξ′ ⟩ ◦ ei⟨Dy′′ ,Dξ′′ ⟩.

If A′′(x, ξ, y, η′′) = ⟨y′′, ξ′′⟩ we obtain

GA′′
(0, dξ′′, 0, dy′′, 0) = GA(0, dξ′′, 0, dy′′, 0),

and equal to +∞ otherwise. We have G ≤ ⟨η′′⟩−2GA′′ at ∆′′ = {ξ′′ = η′′, y′′ = x′′}, and G is A′′

temperate with respect ∆′′, since

(1 + |ξ′|+ |η′′|)/⟨ξ⟩ ≤ C(1 + |ξ′′ − η′′|).

Similarly, M is A′′, G temperate with respect to ∆′′, so Theorem B.11 gives

c = ei⟨Dy′′ ,Dξ′′ ⟩p(x, ξ)a(y, η′′)|∆′′ ∈ S(M̃, G̃),

where G̃, M̃ are the restrictions of G, M to ∆′′. Here c ∼= p(x, ξ)a(y, η′′)|∆′′ , modulo S(M̃1, G̃)

where M̃1 = M̃⟨η′′⟩−1.

If A′(x, ξ, y, η′′) = ⟨y′, ξ′⟩, we get

G̃A′
(0, dξ′, dy′, 0) = GA(0, dξ′, dy′, 0)|∆′′ ,

and equal to +∞ otherwise. Then G̃ ≤ G̃A′ at ∆′ = {ξ′ = 0, y′ = x′} in ∆′′, and G̃ is clearly

A′ temperate with respect to ∆′, since it is the restriction of an A temperate metric. Similarly,

M̃ is A′, G̃ temperate with respect to ∆′, since it is restriction of an A, G temperate weight.

As before, we obtain that

b(x, η′′) = ei⟨Dy′ ,Dξ′ ⟩c(x, ξ′, y′, η′′)|∆′ ∈ Sv
1,0,0

satisfies (D.18), since

G̃|∆′ = G|∆ ≈ |dx′|2 + |dx′′|2 + |dz′|2 + |dη′′|2/⟨η′′⟩2.
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Outside the support of the integrand in (D.17), the symbol decays as any power of the GA

distance to the support (see [Hö07, section 18.4]). Therefore, the last statement follows from

the fact that

GA(y − x, ξ − (0, η′′)) ≥ |y − x|2 + |ξ − (0, η′′)|2,

at (x, (0, η′′), x, η′′).
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