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Abstract

Throughout the last decades, nuclear magnetic resonance (NMR) spectroscopy in liquids

contributed to the structural elucidation of molecules of many types and sizes. Continuous

improvements of the hardware and pulse sequences enabled the expansion of NMR

applications from small molecules over large biological macromolecules to inorganic

surfaces and battery research. However, the method is still hampered by the inherent

low sensitivity arising from the small energy difference of the nuclear Zeeman states at

magnetic fields employed in routine NMR experiments. One emerging approach to tackle

the sensitivity issue is dynamic nuclear polarization (DNP), where spin polarization from

highly polarized electron spins is transferred to nuclear spins.

In order to push liquid state DNP forward on its journey to a viable option in the toolbox of

routine NMR, two different avenues were pursued during the course of this thesis. Firstly,

the influence of the molecular structure of the polarizing agent (PA) as well as rotational

diffusion and fast structural rearrangements of the PA were investigated at low magnetic

field. The goal was to derive favorable experimental conditions for 13C DNP at high

magnetic field. The spin polarization transfer is favored, if the electron spin density of the

PA is highly localized and readily accessible for the target molecule. Additionally, structural

rearrangements of the PA that act on the picosecond to sub-picosecond timescale may

amplify the DNP effect by modulating the hyperfine coupling on the correct timescale for

DNP at high magnetic field.

Secondly, a new DNP instrument operating at 9.4 T with a frequency agile gyrotron as a

microwave source and a sample volume of up to 40µL was developed. Large 13C NMR
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Abstract

signal enhancements of up to ε ≈ 200 on model systems (e.g. CHCl3) and of up to ε ≈ 37

on a large variety of target molecules, including pharmaceutical drugs, were observed. The

triple-resonance probehead was optimized to have an NMR resolution that is comparable

with standard NMR experiments with linewidths in the range of 5− 30Hz and in favorable

cases reaching 2.3Hz. The collected results led to new mechanistic insights such as the

efficient hyperpolarization of iodine containing compounds (ε ≈ 10− 33), possibly rooted

in the halogen bond formation of the PA with iodine. The new DNP instrument also

enabled DNP measurements in polar solvents, including water, with a sample volume of

∼ 15µL and an enhancement of up to ε ≈ 6.

Finally, 2D DNP NMR was tested on 13C enriched and natural abundance target molecules

and showed that the large signal enhancements of 1D NMR DNP are retained. This

allowed for the transfer of the large hyperpolarization accumulated on favorable nuclear

sites (e.g. iodinated carbons) to nuclei that cannot directly be polarized by DNP (e.g.

fluorinated carbons or carbonyl groups) and therefore demonstrates the possibility to

distribute the hyperpolarization over the target molecule.
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Introduction 1
The discovery of nuclear magnetic resonance (NMR)[1,2] in 1946 marks the birth of a

method that contributed to advancements of many scientific research areas ranging from

biology[3,4] and medicine[5,6] to chemistry,[7] material sciences,[8,9] and far beyond. NMR

detects small energy differences of nuclear Zeeman spin states in an external magnetic

field.[10] Due to the required low frequency radiation, NMR is termed a non-invasive

method that is harmless for the investigated target.[10] After the discovery of NMR, the

method quickly matured and enabled the investigation of molecular structures in many

forms and sizes. The advancements towards high resolution NMR and its application on

biomolecular systems led to the award of two nobel prizes to Ernst (1991) and Wüthrich

(2002).

Alongside with NMR, also magnetic resonance imaging (MRI)[11] quickly developed into a

standard technique in hospitals all around the world, culminating in the award of another

nobel prize for Lauterbur and Mayfield in 2003.

As of today, NMR is a routine tool for the characterization of synthetic products and

almost every chemistry laboratory has access to an NMR spectrometer. Aside from

day-to-day NMR, cutting edge spectroscopy is performed on a large variety of biological

macromolecules such as proteins,[3] DNA and RNA[12] as well as disordered systems such

as amyloid fibrils.[13] The advantage of NMR over other structure elucidation methods

like X-ray and cryogenic electron microscopy is the capability to also investigate dynamics

and interactions with other molecules in the liquid phase.

Despite the success of NMR, it still suffers from the inherent problem of low sensitivity
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1 Introduction

that arises from the aforementioned small energy difference of the nuclear Zeeman spin

states.[10] As a result the spin polarization i.e. the difference of the population of the

two spin states is such that at a magnetic field of 9.4T only one out of 100 000 spins

contributes to the signal.[14] Strategies to improve the sensitivity of standard NMR aim

to increase the magnetic fields, optimize pulse sequences, and develop hardware.[15]

Another possibility to boost the sensitivity is the hyperpolarization of nuclei through interac-

tion with highly polarized spin systems such as electron spins[15,16] or para-hydrogen.[17,18]

One subset of hyperpolarization methods is dynamic nuclear polarization (DNP), where

spin polarization is transferred from electron spins that are, due to their increased magnetic

moment, more polarized than nuclear spins.[16] Electron spins are usually added in the

form of small stable organic radicals like nitroxide based radicals.[16,19]

With the introduction of high power microwave (mw) sources, such as gyrotrons, to

magnetic resonance (MR), DNP in solids with signal enhancements of ε ≥ 100 was

reported.[20–22] Due to the ability to perform DNP experiments at ∼ 100K, which com-

pensated dielectric heating of the sample by mw irradiation, and a favorable polarization

transfer mechanism in solids, solid-state NMR (ssNMR) DNP quickly developed into a

viable tool to increase the NMR signal intensity of biological systems such as proteins.[23–25]

This was enabled by constant progress of the hardware but also by extensive investigations

of the spin polarization mechanism and led to the discovery of new polarizing agents

(PA), i.e. the electron spin carrying molecules. Early DNP measurements were performed

with nitroxide radicals,[20] which were superseded by bi-nitroxide radicals.[26–28] Further

optimization led to the discovery of even more efficient PAs such as mixed bi-radicals

consisting of a nitroxide and either a trityl or a BDPA (α,γ-bisdiphenylene-β-phenylallyl)

radical.[29,30]

Similar to the solid-state, DNP in liquids is also an active research area.[15,31–34] Signif-

icant signal enhancement above 10 000 were achieved by hyperpolarization in frozen

solution at low temperature (T ≈ 1.2K) and medium magnetic field (B0 ≈ 3.34T),

rapid dissolution (dDNP) of the hyperpolarized substance, and subsequent detection at

room-temperature.[31] After detection of the significantly enlarged signal, polarization is

depleted and, because hyperpolarization is performed ex situ, cannot be quickly replen-

ished. NMR acquisition is combined with ultra-fast NMR methods[35] and non-uniform

sampling[32] but is limited by the nuclear spin relaxation time T1n of the hyperpolarized
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nucleus.[31,36] The situation is similar in para-hydrogen induced hyperpolarization (PHIP),

where hyperpolarization is achieved by introduction of para-hydrogen into the target

molecule.[17,18] Both techniques are therefore particularly well suited for MRI[5,6,17,18] but

are also applied in NMR spectroscopy in special cases.[32,36,37]

Another technique in liquids is Overhauser DNP (ODNP). Predicted by Overhauser[38] and

experimentally verified by Slichter,[39] it represents the earliest reported DNP mechanism.

The advantage of ODNP over dDNP and PHIP is that it allows for signal averaging and

easy integration in routine NMR pulse sequences, provided the necessary hardware is

available.[34,40,41] In liquids, ODNP relies on cross-relaxation of an electron spin with a

nuclear spin.[42] Cross-relaxation is driven by the modulation of the hyperfine coupling

between the two interacting spins that in liquids is caused by molecular motions.[16,43]

The ODNP research of the last decades unravelled the spin polarization transfer mecha-

nism and its performance at high magnetic field.[42,44,45] Unfortunately, the DNP efficiency

decreases with increasing magnetic field.[46] This is particularly true, if the cross-relaxation

is mainly caused by modulation of the electron nuclear dipolar hyperfine interaction through

rotational and translational diffusion as it is the case for 1H.[43,47–50] Due to hardware

improvements,[51–54] a signal enhancement of ε ≈ −83 of H2O at a sample temperature

of 160 ◦C was obtained at 9.4T.[55] Experimental observations at this magnetic field

confirmed the theoretical predictions that large signal enhancements for 1H DNP at high

magnetic fields are a challenging task.[33,46,56]

Another target for ODNP are 13C nuclei, because direct 13C experiments deliver valuable

insights in, for example, biomolecules, but are, due to the inherently low sensitivity of 13C

(low natural abundance of 1.1% and small γ), currently challenging.[57] Initial 13C ODNP

experiments at low and medium field delivered surprisingly large signal enhancement of up

to a factor of ε ≈ 950 on model systems.[58–60] Subsequent investigation of the magnetic

field dependence demonstrated that large signal enhancements ε ≥ 300 are also accessible

at magnetic fields as high as 9.4T.[34] This was possible, because the spin polarization

transfer is dominated by scalar cross-relaxation that is modulated by molecular collisions.

This mechanism efficiently mediates spin polarization even at high magnetic fields and

large ODNP enhancements were reported on 13C at magnetic field up to 14T with an

enhancement of ε ≈ 70 on 13CHCl3.[34,40,61]

Aside from mechanistic challenges, the development of ODNP at high magnetic field also
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faced significant hardware limitations. Strong microwave absorption of the solvent at

high magnetic field produced extensive sample heating and limited the sample volume

to Vsample � 1µL.[55] As a counter-measure, mw irradiation and NMR detection were

separated and electron spins were excited at low magnetic field, while NMR detection was

performed at high magnetic field. This included a shuttle-spectrometer,[62] continuous

flow setups,[59] and rapid-melt instruments.[63] Continuous flow setups were also combined

with MRI detection,[64,65] supercritical CO2,[66] and with benchtop NMR for industrial

process monitoring.[67]

A combination of the favorable spin polarization transfer mechanism of 13C and hard-

ware optimizations led to the detection of sizable 13C signal enhancements of up to

ε(CBr4) ≈ 600 in organic solvents and to ε ≈ 50 in water on imidazole with a sample

volume of Vsample ≤ 100 nL.[33,34] Furthermore, liquid state DNP setups were reported at

9.4T[68] as well as 14T.[69]

These promising results of 13C DNP at high magnetic field have sparked new interest in

the development of dedicated liquid state DNP spectrometers at high magnetic field and

in the further investigation of the spin polarization transfer mechanism of 13C.[33,40,41,70]

In order to contribute to the advancement of liquid state DNP, this work follows two paths.

First, mechanistic investigations of the PA and target molecule complex are performed to

obtain information on structural and dynamical features of the PA that may boost DNP

at high magnetic field (B0 ≥ 9T).

Second, the design, implementation, and characterization of a new high mw power

(P ≤ 50W), high magnetic field (9.4 T), and large sample volume (Vsample ≈ 20− 40µL)

liquid state DNP spectrometer is presented. DNP experiments were performed on dif-

ferent organic compounds, which included pharmaceutical drugs. Furthermore, ODNP

experiments were performed in water and other polar solvents. Finally, the integration of

2D NMR pulse sequences with DNP was demonstrated.

Chapter 2 summarizes the theoretical framework necessary to follow the presented results,

while chapter 3 gives an overview on the materials and methods employed in this work.

Chapter 4 discusses the influence of the molecular structure on the DNP efficiency and

chapter 5 reveals dynamic processes that are important for liquid state DNP. Chapter 6

presents the experimental access to electron spin relaxation data at 9.4 T that are essential

to evaluate DNP experiments at this magnetic field. Chapter 7 includes the implemen-
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tation and characterization of a new DNP instrument operating at 9.4T. It discusses

the experimental results on a variety of target molecules in different solvents including

water and compares with the recent literature. Furthermore, the implementation of 2D

NMR pulse sequences in DNP is presented. Chapter 8 summarizes and draws conclusions

from the presented data and highlights the mechanistic implications obtained from the

results of the previous chapters 4-7. Finally, NMR signal enhancements and linewidths at

9.4 T are set into context of the current literature and an outlook for upcoming projects

is presented, which includes projects immediately accessible with the current setup and

also long term goals.
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Theoretical Background 2
In this chapter, the theoretical framework, necessary to understand the results presented

within this thesis, is established.

Albert Overhauser predicted the Overhauser effect in 1953.[38] He postulated the possibility

to transfer spin polarization from electron spins to nuclear spins. Experimental proof was

published shortly after by Carver and Slichter.[39] They demonstrated the polarization

transfer in metallic lithium, however spin polarization transfer is also possible in liquids.

Nowadays, many different DNP mechanisms were observed in the solid[22] as well as

in the liquid state.[46] However, while in liquids different mechanisms were theoretically

predicted,[71,72] only the Overhauser effect was demonstrated experimentally (excluding

PHIP and chemically induced DNP (CIDNP)). Additionally, the solid-effect, thermal

mixing, and the cross-effect are DNP mechanisms that are used in the solid state with

great success.[22,25]

As this work only deals with the Overhauser effect in liquids, this chapter is limited

to the Overhauser mechanism. This includes the discussion of all parameters of the

Overhauser equation, their underlying physical principles, and the description of the

molecular interactions and motions that are responsible for the polarization transfer.

Experimental methods to access the Overhauser parameters are explained in chapter 3.

Finally, the different contributions to electron spin lattice relaxation T1e are reviewed.

From this, the frequency dependence of T1e is calculated. Knowledge of T1e is essential to

rationalize the saturation behaviour of DNP experiments at high magnetic field. As only

a part of this thesis was dedicated to experimentally determine the electron spin-lattice
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2 Theoretical Background

we

|αβ>

|ββ>

|αα>

|βα>

mw Irradiation

we

wn

wn

w0 w2

E
ne

rg
y

|mSmI>

Figure 2.1: Four level diagram of an electron spin S = 1/2 coupled to a nuclear spin
I = 1/2 with the spin states α and β. The first mentioned spin state belongs to the
electron spin while the second belongs to the nuclear spin. Furthermore, we is the
electron spin transition probability, wn the nuclear transition probability, w2 the double
quantum, and w0 the zero quantum transition probability.[42,76]

relaxation time at 9.4T, the reader is for a more thorough description of electron spin

resonance (EPR) in general referred to the literature.[73–75]

2.1 The Overhauser Equation

As soon as an electron spin S is placed in a magnetic field, the energetic degeneracy

of its spin states mS is lifted. This is called Zeeman effect and is observed for electron

as well as for nuclear spins. For a spin S, (2S + 1) mS states exist that form the basis

vectors of a (2S + 1) dimensional Hilbert space. For the case of S = 1/2, the following

notation is used[10]

mS =
1

2
= |α〉 ≡

1

0

 , (2.1)

mS = −
1

2
= |β〉 ≡

0

1

 . (2.2)
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2.1 The Overhauser Equation

The mI states of a nuclear spin I are obtained in the same way. The basis vectors

are normalized and orthogonal to each other. This can be expressed using the bra-ket

notation[10]

〈α|α〉 = 〈β|β〉 = 1, (2.3)

〈α|β〉 = 〈β|α〉 = 0. (2.4)

The energy between the mS (or mI for nuclear) states is determined by the magnetic

moment of the spin and is proportional to the gyromagnetic ratio γ. For an electron

spin, γe is approximately 660 times larger than for 1H atoms, the stable nucleus with the

largest magnetic moment.

If two spins are in close proximity, they will interact with each other via dipolar or scalar

hyperfine (hf) interaction. Figure 2.1 describes these two spin interactions in a four level

energy diagram. To investigate the change of the population of the four states (due to

spin-spin interaction), the rate equations for each energy level are written as[44,76]

dNαβ
dt

= weNββ + w0Nβα + wnNαα − (we + w0 + wn)Nαβ + C1, (2.5)

dNαα
dt

= weNβα + w2Nββ + wnNαβ − (we + w2 + wn)Nαα + C2, (2.6)

dNββ
dt

= weNαβ + w2Nαα + wnNβα − (we + w2 + wn)Nββ + C3, (2.7)

dNβα
dt

= weNαα + w0Nαβ + wnNββ − (we + w0 + wn)Nβα + C4, (2.8)

with we being the electron spin transition probability, wn the nuclear spin transition

probability, and w0 the zero and w2 the double quantum transition probability, respectively.

The populations are denoted with N and C1−4 are arbitrary constants. The expectation

value of the nuclear 〈Iz〉 and electron spin magnetization 〈Sz〉 can be expressed in the

form of population differences[42,44,76]

k1〈Iz〉 = (Nαα + Nβα)− (Nαβ + Nββ) , (2.9)

k2〈Sz〉 = (Nβα + Nββ)− (Nαβ + Nαα) , (2.10)

9



2 Theoretical Background

where k1 = k2 holds. With this at hand, the change of nuclear magnetization is calculated

as[76]

k1

d〈Iz〉
dt

=
d (Nαα + Nβα)− (Nαβ + Nββ)

dt
,

= k1

[
−〈Iz〉 (2wn + w2 + w0) + 〈Sz〉 (w2 − w0) + C̃

]
.

(2.11)

The constant C̃ is determined from the thermal equilibrium condition, i.e. d〈Iz〉
dt = 0,

〈Sz〉 = S0 and 〈Iz〉 = I0:

d〈Iz〉
dt

= −I0 (2wn + w2 + w0) + S0 (w2 − w0) + C̃ = 0, (2.12)

C̃ = I0 (2wn + w2 + w0)− S0 (w2 − w0) . (2.13)

Combining eq. 2.13 and eq. 2.11 yields the so-called Solomon equation[44]

d〈Iz〉
dt

= − (〈Iz〉 − I0) (2wn + w2 + w0)− (S0 − 〈Sz〉) (w2 − w0) . (2.14)

The steady-state solution of the Solomon equation under constant microwave irradiation,

i.e. d〈Iz〉
dt = 0 and d〈Sz〉

dt = 0 leads to the following expression[44,76]

〈Iz〉 = I0 −
(S0 − 〈Sz〉)(w2 − w0)

2wn + w2 + w0

. (2.15)

Finally, so far excluded relaxation pathways (i.e not induced by the two spins but rather by

the lattice) are considered through the insertion of w 0. Furthermore, the ratio S0

I0
is equal

to γe
γn
. After some rearrangements, the famous Overhauser equation is obtained[42,44,76]

〈Iz〉
I0︸︷︷︸
ε

= 1−
(w2 − w0)

(2wn + w2 + w0)︸ ︷︷ ︸
ξ

(2wn + w2 + w0)

(2wn + w0 + w2 + w 0)︸ ︷︷ ︸
f

(S0 − 〈Sz〉)
S0︸ ︷︷ ︸
s

S0

I0︸︷︷︸
|γe|/γn

, (2.16)

ε = 1− f s ξ
|γe|
γn
. (2.17)

The Overhauser parameters are the NMR signal enhancement ε, the coupling factor

(ξ ∈ [−1.0; 0.5]), the leakage factor (f ∈ [0; 1]), and the saturation factor (s ∈ [0; 1]).

10
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r = 0

Polarizing Agent Target Molecule

Collisional Process (τcon)

Dipolar Interaction Fermi Contact

Rotational Diffusion (τC) Translational Diffusion (τD)

rr

Figure 2.2: Sketch of the different polarization transfer mechanisms in liquid state
DNP.

2.2 The Coupling Factor

To understand the physical mechanisms driving dynamic nuclear polarization in liquids, the

coupling factor ξ is the relevant parameter. Recalling eq. 2.16, the coupling factor describes

the ratio between the difference of zero- and double quantum transition probabilities and

the sum of all nuclear spin transition probabilities that are induced by the electron spin[42]

ξ =
w2 − w0

2wn + w2 + w0

. (2.18)

It is particularly important to understand, which molecular interactions induce cross-

relaxation (w0 and w2). In general, dipolar and scalar (isotropic) interactions are considered.

Dipolar interactions are distance- as well as orientation dependent.[77] Therefore, it is

rather straightforward to picture translational- and rotational diffusion of the two coupled

molecules to induce a fluctuating dipolar magnetic field, that in turn causes cross-

relaxation.[16,46] Scalar hyperfine coupling is modulated by molecular collisions, which is

described by the pulse model.[78,79]

The timescale of the interactions is quantified by their correlation time τ . In order to

efficiently mediate cross-relaxation, the motion has to modulate the hyperfine coupling

(dipolar or scalar) with a frequency that is comparable to the resonance frequency of

the electron spin. This is the case, if the condition ωτ ≈ 1 is fulfilled (with ω being the

angular resonance frequency). A sketch of these interactions is depicted in fig. 2.2.
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2 Theoretical Background

Furthermore, while dipolar relaxation can induce all transitions depicted in fig. 2.1, scalar

relaxation can only induce zero quantum transitions. This statement needs further

explanation and can be understood by first considering the general expression for the spin

Hamiltonians describing the dipolar and the scalar (isotropic) hf interaction[77]

HD =
µ0

4π
geµBgnµn

3
(
Ŝ ··· r

) (
r ··· Î

)
r 5

−
Ŝ ··· Î
r 3

 , (2.19)

Hcon =
2µ0

3
geµBgnµnρ(0)Î ··· Ŝ. (2.20)

Here, µe/n are the magnetic moments of the electron and nuclear spin, r the distance

between them, µB the Bohr magneton, µ0 the vacuum permeability, ge the g value of

the free electron, gn the nuclear g value, and ρ(0) the spin density at the position of the

nucleus. Ŝ and Î are the spin operators. Bold symbols indicate a vector. Furthermore,

the transition probabilities wj i are calculated as[44]

wi j =
1

t~2

∣∣∣∣∫ t

0
〈j |H′(t ′) |i〉 e−iωi j tdt ′

∣∣∣∣2, (2.21)

where ~ is the reduced Planck constant, t the time, mi j the eigenstates of i and j ,

H′(t ′) the time dependent Hamiltonian, perturbing the system and ωi j the transition

frequency between the states i and j . For a finite transition probability, the matrix element

〈j |H′(t ′) |i〉 (i and j are of the form mSmI) needs to differ from zero. Subsequently, the

matrix elements for each transition probability wi j are evaluated. For the scalar case, the

matrix elements of the form 〈j | Î ··· Ŝ |i〉 are calculated. The product Î ··· Ŝ is equal to[76]

Î ··· Ŝ = ÎxŜx + ÎyŜy + ÎzŜz =
1

2

(
Ŝ−Î+ + Ŝ+Î−

)
+ ÎzŜz, (2.22)

12



2.2 The Coupling Factor

where Îx,y,z and Ŝx,y,z are spin operators and Î+,− and Ŝ+,− are the raising and lowering

operators (or ladder/shift operators). The effect of the shift operators on the |mSmI〉
states is given by[76]

Ŝ+ |mSmI〉 = |mS + 1,mI〉 , (2.23)

Î+ |mSmI〉 = |mS,mI + 1〉 , (2.24)

Ŝ− |mSmI〉 = |mS − 1,mI〉 , (2.25)

Î− |mSmI〉 = |mS,mI − 1〉 . (2.26)

With this, the normalization relation (eq. 2.3), the orthogonality relation (eq. 2.4), and

eq. 2.22, the transition matrix element for the w0 transition induced by scalar coupling is

given by (|mSmI〉 holds here)[76]

〈αβ| Î ··· Ŝ |βα〉 = 〈αβ|
1

2

(
Ŝ−Î+ + Ŝ+Î−

)
+ ÎzŜz |βα〉 , (2.27)

=
1

2
〈αβ| I+S− |βα〉+

1

2
〈αβ| Î−Ŝ+ |βα〉+ 〈αβ| ÎzŜz |βα〉 , (2.28)

=
1

2
〈αβ|βα〉︸ ︷︷ ︸

=0

+
1

2
〈αβ|αβ〉︸ ︷︷ ︸
6=0

+ 〈αβ|βα〉︸ ︷︷ ︸
=0

. (2.29)

Notably, α refers to the + 1
2
spin state, β refers to the −1

2
spin state, and the first named

spin state in the ket notation is the mS state (|mSmI〉).
As shown, the second term of eq. 2.29 does not vanish and therefore the transition

probability is not zero. Evaluation of the other transitions reveals that only w0 has a non

vanishing transition matrix element for scalar relaxation. For the dipolar interaction, it

was shown in a comparable way that all possible transitions depicted in fig. 2.1 can be

induced.[76]

In order to gain a better understanding of the spin polarization transfer mechanism, the

different contributions to nuclear relaxation are disentangled. Conveniently, rotational,

translational, and collisional processes are described by spectral densities J. Rotational

diffusion is described with a Lorentzian spectral density[80]

Jrot(ω, τC) =
τC

1 + ω2τ2
C
, (2.30)
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2 Theoretical Background

where ω is the angular resonance frequency and τC the rotational correlation time.

Assuming ωe ± ωn ≈ ωe, the overall contribution of dipolar rotational diffusion to the

nuclear relaxation rate R1 is[43]

R1,rot = krot [7Jrot(ωe,τC) + 3Jrot(ωn, τC)] , (2.31)

with krot being[43]

krot = fM
2

15

(
µ0

4π

)2 γ2
eg

2
eµ

2
BS(S + 1)

r 6
. (2.32)

Here, fM is the molar fraction of the bound state between target molecule and the radical,

r the distance of closest approach between the two spins. Because an experimental

determination of fM and r is challenging, they may be accessed via molecular dynamic

simulations.[56]

For the description of the translational diffusion, the force-free hard-spheres (ffhs) model

by Freed is employed. It assumes the interacting spins to be in the center of undeformable

spherical molecules.[81,82] The spectral density of the ffhs model is given by[81,82]

JD(ωi , τD) =
1 + 5z/8 + z2/8

1 + z + z2/2 + z3/6 + 4z4/81 + z5/81 + z6/648
, (2.33)

where z =
√

2ωτD. The translational correlation time is

τD =
r 2
D

Dr,s +Ds
, (2.34)

with rD being the distance of closest approach between electron spin and nuclear spin

and D the diffusion coefficient of the polarizing agent (Dr,s) in the respective solvent and

the target molecule containing the nuclear spin of interest (Ds, in the specific solvent).

Similar to the rotational diffusion, the relaxation rate for translational diffusion is[43,80]

R1,D = kD [7JD(ωe,τD) + 3JD(ωn, τD)] , (2.35)

with[81,82]

kD =
32000π

405

(
µ0

4π

)2 NAcγ
2
ng

2
eµ

2
BS(S + 1)

rD(Ds +Dr,s)
. (2.36)
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Time t (ps) 
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o
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𝜏p,2
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Figure 2.3: Aiso as a function of t in the pulse model. The graph highlights two different
types of collision. Their correlation times τcon,1 and τcon,2 as well as τp,1 and τp,2 are
indicated in the graph for clarity. Figure adapted from ref. [70].

Here, NA is the Avogadro constant and c the concentration of the polarizing agent.

Finally, the scalar interaction is described by the pulse model from Müller-Warmuth.[78,79]

Within this model, the isotropic hf coupling Aiso between electron spin and nuclear spin is

considered negligible unless the two molecules collide. Each type of collision is character-

ized by a duration 2τcon,i and the time between two similar encounters τp,i (with i being

the type of encounter). The hf coupling as a function of the time t is depicted in fig. 2.3

for two different collisions.

The pulse model employs the following spectral density to describe the scalar interaction[78,79,83]

Jcon(ωe, τcon,i) =
n∑
i=1

〈Ai〉2

~2τp,i
[τcon,i · exp{(−τcon,iωe)}]2

. (2.37)

This spectral density differs slightly from the original Jcon(ωe, τcon,i) by Müller-Warmuth,[79]

because here, each encounter is associated with a corresponding isotropic hyperfine

coupling as well as the frequency of this particular encounter τ−1
p,i . In contrast, in the

initial form τ−1
p,i and 〈A〉 were not part of the sum and therefore not specific for each

kind of encounter, which was compensated by a scaling factor xi .[79] Finally, the nuclear

relaxation rate of the Fermi contact interaction is given by[16,79]

R1,con = kconJcon(ωe, τcon,i), (2.38)
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Figure 2.4: Spectral densities of the rotational diffusion (eq. 2.30, τC = 15 ps), transla-
tional diffusion (eq. 2.33, τD = 40 ps) and contact interaction (eq. 2.37, τcon = 2.0 ps).
For illustration, the spectral densities were scaled to J ≈ 1.0 at B0 ≈ 0T. For Jcon, a
single correlation time was used.

with

kcon =
2

3
S(S + 1). (2.39)

So far, the description of scalar coupling deals with short encounters i.e. 1/τcon � Aiso (Aiso

in MHz), which is called scalar relaxation of the first kind. Additionally, scalar relaxation

of the second kind may occur, if the conditions 1/T1e � A and 1/T1e � 1/τcon are met.

However, for the interacting nucleus the result is the same: it experiences a fluctuating

magnetic field, which may induce relaxation.[45]

Figure 2.4 compares the three spectral densities with realistic τ values for the representative

case of a nitroxide radical interacting with a small molecule (e.g. CCl4 or CHCl3). The

scalar interaction will induce cross-relaxation at much higher magnetic field than the

dipolar mechanisms. This is the reason, why at high magnetic field scalar dominated

cross-relaxation is targeted for Overhauser DNP.
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2.2 The Coupling Factor

Finally, eq. 2.18 is expressed in terms of spectral densities of dipolar (neglecting for now

the translational diffusion and assuming ωe ± ωn ≈ ωe) and scalar relaxation[43,80]

w0 = krotJrot(ωe,τC) + kconJcon(ωe,τcon), (2.40)

wn =
3

2
krotJrot(ωn,τC), (2.41)

w2 = 6krotJrot(ωe,τC). (2.42)

Inserting eq. 2.40-2.42 into eq. 2.18 leads to[43,80]

ξ =
6krotJrot(ωe,τC)− krotJrot(ωe,τC)− kconJcon(ωe,τcon)

6krotJrot(ωe,τC) + krotJrot(ωe,τC) + kconJcon(ωe,τcon) + 3krotJrot(ωn,τC)
. (2.43)

Summation of the paramagnetic contributions to nuclear relaxation leads to R1,para =

R1,rot + R1,con. This relation and eq. 2.38 are employed to rearrange eq. 2.43[43,80]

ξ =
5krotJrot(ωe,τC)− R1,con

R1,para
, (2.44)

ξ =
5

7

(
1−

3krotJrot(ωn,τC)− R1,con

R1,para

)
−

12

7

R1,con

R1,para
. (2.45)

For the limiting case of low magnetic field (Jrot(ωe,τC) ≈ τC and Jrot(ωn,τC) ≈ τC) and
pure dipolar relaxation (R1,con = 0), eq. 2.45 reduces to[80]

ξ =
5

7

(
1−

3τC
10τC

)
= 0.5. (2.46)

Therefore, ξ = 0.5 is the theoretical limit for purely dipolar cross-relaxation. As scalar

relaxation can only induce w0, it can be easily seen from eq. 2.18 that the theoretical limit

for exclusive scalar relaxation is ξ = −1.[80]

In order to include the contribution of translational diffusion to the paramagnetic relaxation

rate, R1,para expands to

R1,para = R1,rot + R1,D + R1,con. (2.47)

With this and with the inclusion of the translational spectral density, the final expression

for the coupling factor is derived as[43,80]
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ξ =
5

7

(
1−

3kDJD(ωn,τD) + 3krotJrot(ωn,τC)

R1,para

)
−

12

7

(
R1,con

R1,para

)
. (2.48)

This equation (eq. 2.48) is used to calculate the dependence of the coupling factor on the

magnetic field. Figure 2.5a shows the magnetic field dependence of ξ using only Lorentzian

spectral densities and only employing the contact interaction and rotational diffusion with

τC = τcon = 20 ps. For the different curves, the ratio between the contact interaction at

low field and the overall relaxation (contact and rotational diffusion) was varied between

0% (only dipolar relaxation) and 100% (only scalar relaxation).[43] For dominant dipolar

relaxation, ξ decays rapidly with increasing magnetic field, (ξ(B ≈ 10T) ≈ 0 ), while

scalar relaxation is still efficient at large magnetic field. In the limiting case of no dipolar

relaxation ξ becomes independent of the magnetic field.

However, recent results show that the picture of a monotone decrease of the coupling

factor, as shown in fig. 2.5a, is incomplete. If τcon 6= τC, the magnetic field dependence

of the coupling factor shows a distinct maximum and decays towards high magnetic field.

Additionally, a shorter τcon leads to a slower decay of ξ at high magnetic field. This is

depicted in fig. 2.5b. In this case, the translational diffusion is calculated with the ffhs

model (eq. 2.35 with τD = 114 ps), while the pulse model (eq. 2.38) is used for the scalar

coupling (no contribution from rotational diffusion was used). The field dependence of ξ

is shown for different τcon and the case of τcon = 0.5 ps resembles the case of CCl4 doped

with nitroxide radical, which was observed experimentally.[34] This plot demonstrates the

complex interplay between scalar and dipolar coupling, which may differ significantly for

each target nucleus. In fact, it may also be possible that the coupling factor of a specific

nucleus changes sign with increasing magnetic field. This could be the case, when the

efficiency of dipolar relaxation decays faster than scalar relaxation.

Furthermore, recent molecular dynamics simulations revealed that even for longer lived

bound states (e.g. hydrogen bond states) of two molecules, Aiso can, on top of this

long lived state, still be modulated on shorter timescales. This indicates that the scalar

mechanism might still be efficient, if intermolecular interactions lead to long lived states,

which is the case in, for example, protein-drug complexes.[70]
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Figure 2.5: a) Coupling factor ξ as a function of the magnetic field B0 with different
ratios (0− 100 %) of scalar relaxation at low magnetic field with respect to the overall
relaxation rate (considering rotational diffusion and contact interaction). A Lorentzian
spectral density was utilized (with τC = τcon = 20 ps) for the dipolar as well as for
the contact interaction. Translational diffusion was neglected. b) Coupling factor as a
function of the magnetic field for different τcon. Here, the ffhs model (eq. 2.33) and the
pulse model (eq. 2.37) were used. A τD = 114 ps was used for the translational diffusion,
while rotational diffusion was neglected.
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2.3 The Enhancement Factor

The enhancement factor ε is defined as the ratio between the expectation value of the

nuclear magnetization under mw irradiation 〈Iz〉 and at thermal equilibrium I0 (Boltzmann

magnetization)

ε =
〈Iz〉
I0
. (2.49)

The enhancement factor is measured from the comparison of the integrated NMR signal

with (IDNP) and without (IBltz) microwave irradiation, scaled by the number of scans of

the two experiments (NSDNP and NSBltz)

ε =
IDNP
IBltz

·
NSBltz
NSDNP

. (2.50)

In general, the most important goal of the development of DNP methods is the maxi-

mization of ε. Even though the understanding of the remaining Overhauser parameters is

important to improve DNP, the results are always judged by the achieved ε. Therefore, the

evaluation of the enhancement factor is of particular importance. For this, it is essential

to acquire enhanced and Boltzmann spectra under the same experimental conditions. This

is a non trivial task, because microwave irradiation may cause significant sample heating,

even when using a microwave resonator.[55,83] Furthermore, if the sample is irradiated

inhomogeneously or incompletely, the enhancement factor may be underestimated.

2.4 The Saturation Factor

The saturation factor indicates to what extend the electron spin transitions are saturated,

i.e. driven out of equilibrium, during microwave irradiation:

s =
S0 − 〈Sz〉

S0

. (2.51)

Here, 〈Sz〉 is the expectation value of the electron spin magnetization under mw irradiation

and S0 at thermal equilibrium.

The saturation factor is exclusively determined by electron spin properties and the mi-

crowave field strength. Therefore, s is an indicator for the microwave performance of an
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2.4 The Saturation Factor

experimental setup.

For the case of one electron spin transition, s can be derived directly from the Bloch

equations[2,45]

s = 1−
1

1 + γ2
eT1eT2eB

2
1e
. (2.52)

Here, T1e is the longitudinal electron spin relaxation time, T2e the transverse relaxation

time of the electron spin and B1e the microwave field strength.

If a hf splitting of the EPR transitions is observed that is caused by an interaction between

the electron spin with nearby nuclei, an effective saturation factor is defined as

seff =
1

n

n∑
i=1

si , (2.53)

where n is the number of hf transitions and si the saturation factor of each hf transition.[84,85]

This thesis deals mostly with cases, where n = 1− 3. BDPA at high concentration (at

c(BDPA ≈ 10mM)1 is an example for n = 1, while for nitroxide based radicals with 15N

and 14N two and three hyperfine transitions are observed, respectively. The structures of

the radicals are displayed in fig. 4.1 and fig. 4.3.

Microwave bandwidths are usually limited and therefore only allow for excitation of one

transition. Assuming one hf transition fully saturated (s1 = 1) and the second hf transition

fully unperturbed (s2 = 0), the expected effective saturation factor of a radical with two

hf transitions should be seff = 0.5. However, the two transitions are interacting and thus

exchanging polarization with each other.[84] Due to this, saturation factors close to unity

are possible under optimized conditions.[86–88] The two main interactions responsible are

intermolecular Heisenberg exchange and intramolecular nuclear relaxation of the hyperfine

coupled nuclei.[85,88] If these contributions are considered for n = 2, the saturation factor

of the first resonance s1 is expressed as[85]

s1(B1e) = 1−
we [2(we + wn) + cKX]

1/4γ2
eB

2
1eT2e(4we + 2wn + cKX) + we [2(we + wn) + cKX]

, (2.54)

1The hyperfine coupling between electron spin and protons is at this concentration not resolved anymore.
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with the second hf transition s2 being

s2(B1e) =
1/4γ2

eB
2
1eT2e(2wn + cKX)

1/4γ2
eB

2
1eT2e(4we + 2wn + cKX) + we [2(we + wn) + cKX]

. (2.55)

Here, we is the electron transition probability, wn the nuclear transition probability, KX

the Heisenberg exchange factor
[

GHz
mol L−1 = GHz

M

]
, and c [M] the concentration of the PA. If

both of them are combined, the effective saturation factor seff results in

seff(B1e) =
1/4γ2

eB
2
1eT2e [2(we + wn) + cKX]

1/4γ2
eB

2
1eT2e(4we + 2wn + cKX) + we(2 [we + wn) + cKX]

. (2.56)

Because of the intermolecular nature of the Heisenberg exchange, its influence increases

with increasing radical concentration. At high PA concentration (c ≥ 10mM), KXc is

dominant and wn can be neglected.[60] However, at low concentrations and for the case

of low radical mobility (nitroxides functionalized with fullerenes), wn plays a key role and

leads to high saturation factors independent of PA concentration.[88]

Furthermore, the theoretical treatment can be extended to the n = 3 case. Assuming

that the irradiated hf transition is fully saturated, an analytical expression for each hf

transition si can be obtained. If s1 is fully saturated, s2 and s3 are[88]

s2 = 1−
1

1 +
wn+ 1

3
KXc+ 1

6we
(3wn+KXc)(wn+KXc)

2we+2wn+KXc

(2.57)

and

s3 = 1−
1

1 +
1
3
KXc+ 1

6we
(3wn+KXc)(wn+KXc)

2we+3wn+KXc

. (2.58)

Similar expressions may be obtained, if s2 or s3 are fully saturated.

Figure 2.6 shows the dependence of the effective saturation factor on B1e (for n = 1,2).

In figure 2.6 n = 3 is not shown, because the starting assumption sirradiated = 1 makes the

effective saturation factor independent on the effective microwave field. The comparison

between the cases of one and two hf transitions shows, that for n = 2 only slightly larger

B1e values are required to achieve a similar saturation factor. This demonstrates that

effective saturation factors close to unity are readily accessible for polarizing agents with

significant hyperfine coupling.
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2.5 The Leakage Factor

Figure 2.6: Effective saturation factor seff as a function of the microwave field B1e for
the one (eq. 2.52, blue line) and two (eq. 2.56, black line) line case (n = 1,2). Parameters
used for the calculation: T1e = 400 ns, T2e = 20 ns, KX = 2.5GHzM−1, c = 25 mM
and wn = 0. The display of seff for n = 3 is omitted, because of the starting assumption
of sirradiated = 1 that makes the calculation in that case independent of B1e.[85]

Finally, the linewidth of the EPR transition needs to be considered. If the EPR linewidth

becomes large, mw irradiation will leave some spins unaffected, because they are out of

resonance. Therefore, they will not participate in the polarization transfer. Reasons for

EPR line broadening are for example, high PA concentration, reduced mobility of the PA

(e.g. fullerene nitroxides[34,83]), and in general a short T2e. Even though a large c(PA)

may favor s mechanistically, there is a point at which it will cause incomplete irradiation

of the hf transition and therefore limit the saturation factor.

2.5 The Leakage Factor

The leakage factor f quantifies the paramagnetic contribution to the overall nuclear

relaxation. It is determined by the comparison of the nuclear relaxation time with (T1n)

and without radical (T 0
1n)

[42]

f =
(2wn + w2 + w0)

(2wn + w0 + w2 + w 0)
= 1−

T1n
T 0
1n
. (2.59)
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Figure 2.7: Schematic representation of the three-spin effect between an electron spin,
a 13C nucleus, and a 1H nucleus. The arrows indicate different relaxation pathways and
the Overhauser parameters that describe them. The sub- and superscript indicate which
spins are interacting.[89–91]

In general, leakage factors approaching unity are accessible for large PA concentration

(c(PA) ≥ 10mM). Consequently, in order to obtain the largest signal, a balance between

leakage and saturation factor is necessary.

2.6 The Three-Spin Effect

The Overhauser equation (eq. 2.17) was derived for an isolated spin pair (one electron

spin and one nuclear spin). However, in reality almost all molecules are composed of

more than one kind of nuclear spins. For example, if carbon (13C) is the target nucleus,

usually also hydrogen (1H) will be present and often directly bound to the target 13C. To

increase the 13C signal intensity, continuous radiofrequency (rf) irradiation on resonance

with 1H can be applied. This transfers spin polarization from 1H to 13C and is called

nuclear Overhauser effect (NOE).[10,92] Its analytical treatment is completely analogous

to the Overhauser effect between an electron spin and a nuclear spin. However, in this

case the 1H nucleus serves as the source of hyperpolarization for the less polarized nucleus

(usually 13C). The NOE effect is used in routine 13C NMR experiments. More generally,
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2.6 The Three-Spin Effect

this method is always applicable if a nucleus with low magnetic moment is detected, while

also a nucleus with large magnetic moment is present (e.g. 1H or 19F).[10]

In order to account for this additional cross-relaxation between nearby nuclei in DNP,

eq. 2.17 is expanded by an NOE term that considers the interaction between the two

nuclei. This is called three-spin effect:[89–91]

ε = 1− f sξ
|γe|
γn

+ NOE term. (2.60)

Figure 2.7 shows the situation for the three-spin case. Here, the example of one electron,

one 1H, and one 13C spin is used for simplicity. Both nuclei are coupled to the electron spin

(via hyperfine coupling) as well as to each other (via J coupling). Therefore, the NOE term

in eq. 2.60 must depend on the coupling between the two nuclei and on the polarization

level of the nucleus that is not detected. When detecting 13C, the enhancement is

ε13C = 1− f e13Csξe13C
|γe|
γ13C

− ξ1H13Cf 1H13C
γ1H
γ13C

Ppol, 1H. (2.61)

Here, the superscript refers to the spin that is coupled to the spin indicated in the subscript.

Ppol, 1H = 1− ε1H = −f e1Hsξe1H γe
γ1H

refers to the polarization of the proton and is expressed

through the signal enhancement ε1H of 1H caused by the coupling to the electron spin[89]

ε13C = 1 +
|γe|
γ13C

(
−f e13Csξe13C + ξ1H13Cf

1H
13Cf

e
1Hsξ

e
1H

)
. (2.62)

In order to understand whether the three-spin effect increases or decreases the expected

signal enhancement of the 13C nucleus, it is important to consider the sign of the NOE

term. Because of their dipolar nature, the coupling factors of 1H with the electron spin

(ξe1H) and with 13C
(
ξ13C1H

)
are usually positive.[89] The coupling factor (ξe13C) is, for most

carbon moieties, scalar dominated and therefore negative.[33,59,60] For eq. 2.62, this leads

to

ε13C = 1 +
|γe|
γ13C

(∣∣∣ξ1H13C∣∣∣f 1H13Cf
e
1Hs|ξe1H|+ f e13Cs|ξe13C|

)
. (2.63)

From this equation it is evident that the three-spin effect increases the signal enhancement

for 13C nuclei, if the third spin is a proton. The influence of the three-spin effect can

be suppressed, when the third spin is saturated during the DNP measurement (i.e. via
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rf irradiation on resonance with 1H) or if a high PA concentration (c(PA) ≥ 10mM) is

used.[89] The reason for the latter is that the leakage factor between 1H and 13C becomes

negligible as

f e13C + f 1H13C ≈ f e13C ≈ 1 (2.64)

holds and the paramagnetic center is the primary relaxation pathway of 13C.[91]

2.7 Electron Spin-Lattice Relaxation

General theories on relaxation have been formulated, for example, by Redfield[93,94] and

Abragam.[45] Within this thesis, the spin-lattice or longitudinal relaxation time (for S = 1/2)

of nitroxides in organic solvents at room temperature and 9.4Tesla was experimentally

investigated. Due to this, only the contributions to relaxation in the fast tumbling regime

(small organic radicals in non-viscous solutions) are discussed and the description remains

phenomenological.

The relaxation mechanisms described here are independent of each other, therefore the

overall spin-lattice relaxation time is written as the sum of all contributions[95]

1

T1e
=

n∑
i=1

1

T i1e
. (2.65)

Here, T1e is the electron spin-lattice relaxation time and T i1e the contribution of the

respective relaxation mechanism i . In order to be an efficient relaxation pathway, an

interaction needs to induce a fluctuating magnetic field with a frequency on the order of

the resonance frequency of the electron spin transition. Therefore, if strong interactions

are not time dependent, they might not have a large contribution to relaxation. On the

other hand, anisotropic interactions that are averaged in a liquid sample and are therefore

invisible in the spectrum, may still deliver a significant contribution to T1e.

The first relaxation mechanism discussed here is caused by spin rotation, which depends

on the g-anisotropy[95,96]

1

T SR
1e

=

3∑
i=1

(gi − ge)2

9τC
, (2.66)
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2.7 Electron Spin-Lattice Relaxation

where T SR
1e is the contribution of spin rotation to the overall T1e, τC is the rotational

correlation time, gi is the g-value of the different principal axis of the g-tensor with i =x,y,z

and ge is the g-factor of the free electron. This mechanism is particularly important,

because it only depends on the rotational correlation time and not on ωe.

Secondly, the g-anisotropy itself is also a relaxation pathway. While negligible at low

magnetic field its contribution to relaxation becomes significant at 34GHz (see fig. 2.8)[96]

1

T g1e
=

2

5

(
µBB0

~

)2 (
(∆g)2

3
+ (δg)

)2

J(ωe), (2.67)

with B0 being the external magnetic field. Additionally, ∆g and δg are defined as[96]

∆g = gz −
1

2
(gx + gy) , (2.68)

δg =
1

2
(gx − gy) . (2.69)

The spectral density J(ωe) is a Lorentzian and contains the electron spin resonance

frequency ωe and the rotational correlation time τC:

J(ωe) =
τC

1 + (ωeτC)2 . (2.70)

Furthermore, the hyperfine anisotropy may induce relaxation[95–97]

1

T A1e
=

2

9
I(I + 1)

3∑
i

[
(Ai − Ā)2

]
J(ωe), (2.71)

where I is the nuclear spin quantum number of the coupled spin, Ai is the principal axis

value of the hyperfine tensor with i =x,y,z and Ā the average of the three principal axis

values.

Another electron spin relaxation pathway is spin diffusion, where relaxation is induced by,

for example, solvent protons which are diffusing around the electron spin[95,97]

1

T SD
1e

= RSD
1e,max

(
2ωeτC

1 + (ωeτC)3/2

)1/4

. (2.72)
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Figure 2.8: Simulation of the frequency dependence of the different electron spin
relaxation mechanisms for the TN radical in water: Spin rotation (T SR

1e )−1 (dark blue
line), hyperfine anisotropy (TA1e)−1 (brown line), g anisotropy (T g1e)−1 (turquoise line),
and the thermal contribution (T therm

1e )−1 (green line). Their sum (T1e)−1 is depicted as
a black line. Equations 2.66, 2.67, 2.71, 2.73 and 2.75 were used for the simulation.
For eq. 2.75 the contributions from spin diffusion and oxygen content were omitted.
Simulation parameters:[96] gx = 2.0092, gy = 2.0061, gz = 2.0022, Ax = 5.5G,
Ay = 6.3G, Az = 35.6G, I = 1, τC = 9.0 ps, Ctherm = 7.0× 1016, τtherm = 100 ps and
ωref = 9.5GHz. Experimental values from the literature (black dots) from 0.2GHz −
34.0GHz are from ref. [96] and at 94GHz from ref. [100]. The point at 263GHz is
a theoretical prediction that was reported in ref. [101]. Figure adapted from ref. [96].
Errors for the literature data were reported to be ∼ 3 %, which lie within the symbol.

Here, RSD
1e,max is the maximum spin diffusion relaxation rate that is usually used as a fitting

parameter.[95] While eq. 2.72 considers spin diffusion in general, it may be beneficial to

account for specific molecular dynamics. In the particular case of nitroxides, the methyl

rotation was identified as a source of relaxation. This process goes under the name

"thermal process"[96–99]

1

T therm
1e

= Ctherm

(
ωe

ωref

)
τtherm

1 + (ωeτtherm)2 , (2.73)

with Ctherm being a coefficient for the thermal contribution, ωref = 9.5GHz, and τtherm =

τ0
therm exp

(
Ea

NAkBT

)
. Here, τ0

therm is the pre-exponential factor of the Arrhenius-law, Ea

is the activation energy, NA Avogadro constant, kB the Boltzmann factor, and T the

temperature.[96]
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2.7 Electron Spin-Lattice Relaxation

Finally, also paramagnetic impurities in solution serve as a source of relaxation. Specifically,

oxygen is abundantly present in solutions that are not prepared under oxygen exclusion.

The contribution of O2 to electron spin relaxation is[95]

1

TOx
1e

=
KOx

τC
, (2.74)

where KOx is the difference of 1
TOx
1e

with and without oxygen. In general, 1
TOx
1e

is proportional

to the concentration of oxygen in the solution and the relative translational diffusion

coefficient.[95]

Considering all the different contributions, T1e is finally expressed as[95,96]

1

T1e
=

1

T SR
1e

+
1

T A
1e

+
1

T g
1e

+
1

T therm
1e

+
1

T SD
1e

+
1

TOx
1e
. (2.75)

Figure 2.8 shows the frequency dependence of the electron longitudinal relaxation time as

a function of the resonance frequency. While at low magnetic field, hyperfine anisotropy

and the methyl rotation contribute significantly to the relaxation, their influence becomes

negligible at high magnetic field (ωe ≥ 34GHz). At high field 1
T1e

is dominated by spin

rotation with a small contribution from g anisotropy.

Experimental access to T1e is possible through power saturation curves with continuous

wave (cw) EPR or by pulsed EPR with pulsed EPR being the far more often used method

nowadays.[102–104] These experiments will be discussed in chapter 3.
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Materials and Methods 3
In this chapter, the materials and methods of this thesis are listed and explained. This

includes all instruments, chemicals, and sample tubes. The NMR pulse sequences of this

thesis are explained with the product operator formalism. However, a general description

of the fundamental principles of NMR is omitted. For this, the reader is referred to

text books.[10,45,92] Furthermore, the newly developed liquid state DNP spectrometer is

excluded in this chapter, because it is discussed in detail in chapter 7.

3.1 Materials

All substances except for 13CHCl3 were used as received, For 13CHCl3, K2CO3 was added

to neutralize the solvent. The following materials were used:

Solvents

1. Tetrachloromethane (CCl4, Sigma-Aldrich)

2. Chloroform (CHCl3, Merck)

3. Benzene (C6H6, Roth)

4. Cyclohexane (C6H12, Merck)

5. Dichloromethane (CH2Cl2, Merck)
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3 Materials and Methods

6. Acetonitrile (CH3CN, Merck)

7. Toluene (PhCH3, Merck)

8. n-Hexane (C6H14, Merck)

9. Dimethylsulfoxide (DMSO, Merck)

Polarizing agents

1. α,γ-Bisdiphenylene-β-phenylallyl (BDPA, 1:1 complex with benzene, Sigma-Aldrich)

2. α,γ-Bisdiphenylene-β-phenylallyl-d27 (BDPA-d27)

3. Di-tert-butylnitroxide (DTBN, Sigma-Aldrich)

4. 4-Hydroxy-2,2,6,6-tetramethylpiperidine-1-oxyl or tempol (TL, Sigma-Aldrich)

5. 4-Oxo-2,2,6,6-tetramethylpiperidine-d16,1-15N-1-oxyl or tempone (15N-TN-d16, Sigma-

Aldrich)

6. 3β-DOXYL-5α-cholestane (TP-CLST, Sigma-Aldrich)

7. 7-Aza-3,11-dioxa-15-oxodispiro[5.1.5.3]hexadec-7-yl-7-oxyl (TN-py)

8. Fullerene-nitroxides (FN-n)

9. 2,6-Di-tert-butyl-α-(3,5-di-tert-butyl-4-oxo-2,5-cyclohexadien-1-ylidene)-p-tolyloxy

(galvinoxyl, Sigma-Aldrich)

10. Carbon fiber (private communication with the author of ref. [105].

11. N@C60 (private communication with Dr. A. Schnegg, Max Planck Institute for

Chemical Energy Conversion)

TN-py and FN-n were synthesized by the chemical facility of the Max Planck Institute

for Multidisciplinary Sciences following protocols from the literature.[88,106] Additionally,

BDPA-d27 was also synthesized by the chemical facility according to protocols from the

literature.[107,108]
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Target molecules

ST034307 (Sigma-Aldrich), Na Diatrizoate (Fisher Scientific), Fluorobenzene, (EGA),

Chlorobenzene (Sigma-Aldrich), Bromobenzene (Sigma-Aldrich), Iodobenzene (Merck),

Acetophenone (Sigma-Aldrich), Nitrobenzene (Fluka), Anisole (Sigma-Aldrich), 1,4-

Dichlorocyclohexane (TCI), Diethylmalonate (Sigma-Aldrich), Etylacetoacetate (Sigma-

Aldrich), Mitotane (Fisher Scientific), Amiodarone (Fisher Scientific), Dichlorodiphenyl-

trichloroethane (Sigma-Aldrich), Indole (Sigma-Aldrich) 1-Fluoro-4-iodobenzene (Fluka),

1-Chloro-4-methylbenzene (Sigma-Aldrich), 1-Fluoro-4-(trichloromethyl)benzene (Lan-

caster) and Methyl 4-iodobenzoate (Eastman).

111333C enriched compounds

1. 13C Tetrachloromethane (13CCl4, Eurisotop)

2. 13C Chloroform (13CHCl3, Sigma-Aldrich)

3. 13C Dichloromethane (13CH2Cl2, Sigma-Aldrich)

4. 13C Tetrabromomethan (13CBr4, Sigma-Aldrich)

5. 13C6 Fluorobenzene (C6H5F, CIL)

6. 13C6 Chlorobenzene (C6H5Cl, Sigma-Aldrich)

7. 13C6 Bromobenzene (C6H5Br, Sigma-Aldrich)

8. 13C6 Iodobenzene (C6H5I, Sigma-Aldrich)

9. 13C Methanol (CH3OH, Sigma-Aldrich)

10. 3-13C1 Na Pyruvate (Sigma-Aldrich)

11. 2-13C1 Indole (CIL)

12. 13C6 2-(chloromethyl)-3,4,5,6-tetramethoxytetrahydro-2H-pyran (GlcOMe)

GlcOMe was synthesized by the chemical facility of the Max Planck Institute for multidis-

ciplinary sciences following protocols from the literature.[109,110]
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Sample tubes

1. 9.4T, NMR tubes Outer diameter O.D. = 4.936 ± 0.0065mm, inner diameter

I.D. = 4.2065± 0.0065mm (Wilmad Labglass 528(or 535)-PP-7QTZ)

2. Q-band tubes, O.D. = 1.6mm, I.D. = 1.1mm (Wilmad Labglass WG-221T-RB)

3. W-band tubes, O.D. = 0.9mm, I.D. = 0.5mm (Wilmad Labglass Suprasil WG-

213ST9S)

4. EPR tubes at 263GHz, O.D. = 0.33mm, I.D. = 0.3mm (Vitrocom CV1017)

Inner tubes for DNP measurements at 9.4 T were provided by Hilgenberg and are listed in

tab. 7.5.

3.1.1 Sample Preparation

Before each measurement, dissolved oxygen was removed from the solution. Generally, a

solution containing the target molecules and the PA was degassed by freeze-pump-thaw

cycles (5× with p ≈ 5 × 10−5 mbar). For this, a turbo pumping station (HiCUbe 80

Eco), which consists of a DCU display control unit, a diaphragm pump (MVP 015-2),

and a turbo pump (HiPace 80), was employed. Afterwards, the sample was either sealed

with an O2/H2 torch (T ≈ 1200 − 2200K) or transferred to the glove box operating

with N2 atmosphere (MBraun-Unilab Plus, O2 and H2O content ≤ 0.1 ppm). There,

sample preparation was finalized and the tube was sealed with a homemade gas tight cap.

Samples prepared for 263GHz EPR measurements, were filled in the glove box and sealed

with sealing rubber (Critoseal). From the sample preparation protocol, the experimental

error of the radical and target molecule concentration was estimated to be 10− 20 %.

3.2 Spectrometers

3.2.1 Continuous Wave X-Band Spectrometer

To ensure the stability of the radical, cw measurements at X-band were performed prior

to all DNP measurements. For this, a Bruker Elexsys E500T X-band spectrometer was
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used. The resonator was an Elexsys High Sensitivity probehead (Bruker), which can host

up to O.D. = 10mm sample tubes. The magnetic field was provided by a water-cooled

0.35T electromagnet. A representative spectrum of 10mM 15N-TN-d16 in CCl4 is shown

in fig. 3.2b.

3.2.2 X- and Q-Band Spectrometer

Pulsed EPR experiments at X- and Q-band were performed with a Bruker ElexSys E580

EPR spectrometer and for DNP measurements an AVANCE III 1H 300MHz NMR console

was used. Resonance frequencies were ∼ 9.5GHz and ∼ 34GHz for X- and Q-band,

respectively. The magnetic field was provided by a water-cooled electromagnet that

operates in a range of B0 = 0− 1.5T.

At X-band, an EN4118X-MD-4 EPR resonator (Bruker), which is also equipped with

an Electron Double Resonance (ENDOR) coil, was used for pulsed EPR as well as for

DNP experiments. Pulsed EPR experiments were performed with a mw TWT amplifier

(P = 1 kW), while for DNP measurements a cw mw AmpX amplifier (P = 5W ) was used.

A previous reported study demonstrated the comparability of the two setups.[87]

At Q-band, a Bruker ER-5106QT/W cw resonator (Bruker) was used for pulsed EPR and

DNP experiments. For pulsed EPR and DNP experiments, two mw TWT amplifier (cw

amplifier P = 40W and a gated amplifier P = 100W) were used. For DNP measurements,

only the 40W cw amplifier was employed and to enable radiofrequency (rf) irradiation a

copper coil was inserted into the resonator and wrapped around the EPR tube.

3.2.3 W-Band Spectrometer

Pulsed W-band (94GHz) EPR experiments were performed on a Bruker E680 pulsed

W-band spectrometer. The magnetic field was provided by a superconducting magnet

operating at ∼ 3.4T. An additional sweep coil ensured magnetic field flexibility. The

EN600-1021H resonator (Bruker) was used for pulsed EPR measurements.
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3.2.4 263 GHz EPR Spectrometer

The EPR measurements at 263GHz were performed on a Bruker E780 spectrometer

that produces microwave radiation with P = 100mW with a mw amplifier chain (AMC,

Virginia Diodes). Pulsed experiments were conducted with a Model E9501510 (Bruker)

resonator and cw measurements were carried out with a Bruker 263GHz large sample

volume non-resonant probehead.

3.3 Methods

3.3.1 Measurement of the Electron Spin Lattice Relaxation Time

S
tπ

2saturation pulse

τ

b) Saturation Recoverya) Inversion Recovery

S
tπ

2
π

τ

Figure 3.1: Pulse sequences used for the determination of the electron spin longitudinal
relaxation time called: a) inversion recovery and b) saturation recovery.

Inversion- and saturation recovery experiments were performed to determine the electron

spin-lattice relaxation time (fig. 3.1). The inversion recovery experiment inverts the

electron spin magnetization with a 180 ◦ pulse. This is followed by free induction decay

(FID) detection after a π/2 pulse. The time between the two pulses was incremented. The

only difference in the pulse sequence between inversion and saturation recovery is that

for the saturation recovery pulse sequence, the π-pulse is replaced by a long saturation

pulse. This equalizes the population of the electron spin levels. The integrated EPR signal

intensity can be plotted as a function of the incremented time τ and fit to an exponential

function y = A[1− exp(τ/Ti)], from which T1e is obtained.

3.3.2 Saturation Measurements at X- and Q-Band

Figure 3.2a displays the ELDOR sequence.[84] FID detection is performed after a π/2 pulse

on resonance with the low field resonance and remains fixed throughout the experiment.
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Figure 3.2: a) ELDOR pulse sequence used for the determination of s during DNP. b)
Continuous wave EPR measurement at 0.34T. The red arrow indicates the position of
the detection frequency in a cw EPR spectrum of 15N-TN-d16 (c ≈ 10mM) in CCl4
during an ELDOR experiment.

During this, a long saturation pulse is swept through the EPR spectrum. As soon as the

saturation pulse is on resonance with the EPR signal, the signal intensity drops. Due to

Heisenberg exchange, a drop in intensity is also observed when the ELDOR pulse is on

resonance with the second EPR hf resonance.[84] Figure 3.2b depicts a representative cw

spectrum. The detection frequency during an ELDOR measurement is indicated with a

red arrow, while the saturation pulse is swept through the whole spectrum.

3.3.3 Nuclear Relaxation Times

13C

S

tπ
2

ttp

Build up Time (TBuild up)a)

13C

S

tπ
2

t

τ

Nuclear Relaxation Time (T1n)b)

S
t

13C
tπ

2

τ

Nuclear Relaxation Time (T1n)c)

saturation 
pulse

0

Figure 3.3: Pulse sequences used for the determination of a) the build up time TBuild-up
during DNP, b) the nuclear relaxation rate T1n during DNP, and c) the nuclear relaxation
time without mw and/or PA.

Figure 3.3a shows the pulse sequence used to measure the build up time during a DNP
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experiment. The mw irradiation time is incremented and NMR detection is performed

after a π/2 rf pulse. The pulse sequence depicted in fig. 3.3b shows the determination of

T1n during DNP at 0.34T and 1.2T. The time between a mw pulse of fixed length and

the NMR detection is incremented. In fig. 3.3c, the pulse sequence for the measurement

of the nuclear relaxation time with a saturation recovery experiment is depicted. The time

between rf saturation pulse and detection is incremented. From these measurements,

the NMR signal intensity is plotted as a function of the incremented time (or mw pulse

length) τ . From an exponential fit of the experimental data to y = A[1− exp(τ/Ti)], the

time constants TBuild-up, T1n and T 0
1n are obtained. As the nuclear relaxation times are

temperature sensitive, a comparison between TBuild-up and T1n reveals mw induced sample

heating. Indeed, if no mw heating is observed during a DNP measurement, TBuild-up and

T1n have similar values.[42,83] These sequences were used at 0.34T and 1.2T. At 9.4T,

saturation- or inversion recovery experiments (fig. 3.3c) were executed under cw mw

irradiation to obtain T1n.

3.3.4 13C DNP NMR Pulse Sequences

The description of the pulse sequences presented herein is based on ref.[92] and ref.[10].

Coherence selection is achieved through phase cycling, which is explained in the literature.[10,92]

3.3.4.1 1D DNP NMR Pulse Sequences

Figure 3.4 depicts five different DNP pulse sequences. Black bars indicate a π/2 pulse. If

not noted otherwise, pulses are applied along the x axis. The sequences concern pulse

acquire experiments, in which a 13C FID is detected immediately following a π/2 pulse

While in fig. 3.4a-c, mw is applied continuously, microwave irradiation is gated in fig. 3.4d.

To reduce sample heating induced by mw absorption of the mw irradiation, the latter

is the pulse sequence used in polar solvents (see sec. 7.3). Furthermore, a strong 1H

pulse (or train of pulses) during acquisition removes the coupling between 1H and 13C.

Consequently, instead of a mulitplet, a single line for each 13C signal is observed. This

line combines the intensity of all lines of the multiplet, which substantially improves the

sensitivity of 13C NMR and is used in the sequences fig. 3.4b-d.
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Figure 3.4: 1D NMR pulse sequences that were used for DNP measurements in this
work. Black bars represent a π/2 pulse. Pre-saturation of 1H results in a spin polarization
transfer from proton to carbon. A strong 1H pulse (or pulse train) during 13C acquisition
removes the coupling between 1H and 13C and therefore simplifies the spectra. Pulse
acquire (a), pulse acquire power gated (b), pulse acquire inverse gated (c), and pulse
acquire gated decoupling (e) experiments are abbreviated by zg, zgpg, zgig, and zggd
throughout this work. Continuous mw irradiation is applied during the recycle delay
(RD). waltz-64 is used for 1H decoupling.[111]

Additionally, in traditional 13C NMR experiments, 1H irradiation (cw or a pulse train) is

applied during the recycle delay (RD).[92] This further improves the 13C Boltzmann signal

via polarization transfer from proton to carbon. This is called nuclear Overhauser effect

(NOE) and the maximum 13C NMR signal enhancement is determined by η = 1+γ1H/2γ13C ≈
3 (η being the NOE induced NMR signal enhancement) for small molecules in the fast

motion regime.[10] However, measurements with 1H pre-saturation lack comparability with

the literature, because 1H decoupling has only been reported in two studies[41,112] and

is otherwise not reported in the literature under mw irradiation. This is in contrast to

the pulse sequences fig. 3.4a, c, and d, that allow for comparison with the literature.

Therefore, if not noted otherwise, enhancements reported in this thesis were obtained

without 1H pre-saturation. Pulse acquire, pulse acquire power gated, and pulse acquire

inverse gated experiments are abbreviated by zg, zgpg, and zgig throughout this work.
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The pulse acquire gated decoupling experiment is used for the comparison of the DNP

enhancement with and without 1H pre-saturation and is abbreviated with zggd.

3.3.4.2 Double Quantum Filtered Correlation Spectroscopy (DQF COSY)

e
t

1H
t

13C
t

t1

DQFCOSY

1 2 3 4

t2

5

waltz-64

continuous wave mw irradiationRD

xxx

Figure 3.5: Pulse sequence of the 2D double quantum filtered correlation spectroscopy
experiment (DQF COSY).[92] Black bars represent a π/2 pulse. Waltz64 is used for
1H pre-saturation and decoupling.[111] Continuous mw irradiation is applied during the
recycle delay (RD).

Double quantum filtered correlation spectroscopy (DQF COSY) is a standard NMR pulse

sequence. It correlates spins, which are scalar coupled to each other. The pulse sequence

is depicted in fig. 3.5. During DNP, cw mw irradiation is applied and the 1H nuclei are

decoupled during acquisition. The product operator formalism is used to describe the

evolution of the 13C magnetization. The desired coherence pathways are selected by phase

cycling.[10,92] Only the product operators (Îx,y,z) that evolve into observable magnetization

are carried through the calculations. Figure 3.5 shows the positions of the pulse sequence,

where the product operators are evaluated. First, z magnetization is turned into Î1y by a(
π
2

)
x
pulse[10,92]

1 Î1z
(π

2 )x−−−→ −Î1y = 2 . (3.1)
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Chemical shift evolution leads to

2 Ω1t1−−→ − cos (Ω1t1) Î1y + sin (Ω1t1) Î1x (3.2)

and concomitant evolution of the J coupling

− cos (Ω1t1) Î1y + sin (Ω1t1) Î1x
2πJ12 Î1z Î2z t1−−−−−−−→

− cos (πJ12t1) cos (Ω1t1) Î1y + sin (πJ12t1) cos (Ω1t1) 2Î1xÎ2z

+ cos (πJ12t1) sin (Ω1t1) Î1x + sin (πJ12t1) sin (Ω1t1) 2Î1yÎ2z = 3 .

(3.3)

The second π/2 pulse is applied along the x direction

− cos (πJ12t1) cos (Ω1t1) Î1z − sin (πJ12t1) cos (Ω1t1) 2Î1xÎ2y

+ cos (πJ12t1) sin (Ω1t1) Î1x − sin (πJ12t1) sin (Ω1t1) 2Î1zÎ2y = 4 .
(3.4)

Only the second term contains double quantum coherences, which can be decomposed

into an equal mixture of double- and zero- quantum coherences[92]

2(2Î1xÎ2y) =
1

2

(
(2Î1xÎ2y + 2Î1yÎ2x)− (2Î1yÎ2x − 2Î1xÎ2y)

)
. (3.5)

As the name of the pulse sequence suggests, only the double quantum part is of interest.

Therefore, only its evolution during the pulse sequence is described further. The third π/2

pulse turns the double quantum part into antiphase magnetization that is observable

−
1

2
sin (πJ12t1) cos (Ω1t1)

(
2Î1xÎ2y + 2Î1yÎ2x

) (π
2 )x−−−→

−
1

2
sin (πJ12t1) cos (Ω1t1)

(
2Î1xÎ2z + 2Î1zÎ2x

)
= 5 .

(3.6)

3.3.4.3 Total Correlation Spectroscopy (TOCSY)

The total correlation spectroscopy (TOCSY) experiment, also known as homonuclear

Hartmann-Hahn spectroscopy (HOHAHA), is a 2D pulse sequence that allows for the

observation of all spins that belong to the same spin system.[92] That means, cross peaks

may still be observed even if there is no direct coupling between two nuclei, as long as
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e
t
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13C
t

t1

1 2 3 4 5 6

t2

1H
t

Isotropic mixing 
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waltz-64

continuous wave mw irradiationRD

xxx

Figure 3.6: Pulse sequence of the 2D experiment called total correlation spectroscopy
(TOCSY).[10,92] Black bars represent a π/2 pulse. Waltz64 is used for 1H pre-saturation
and decoupling.[111] Continuous mw irradiation is applied during the recycle delay (RD).

these two nuclei mutually couple to a third spin that is coupled to the other two.

Up to 4 the pulse sequence is identical with the DQF COSY sequence. Therefore, the

descriptions with the product operator formalism continues from[92]

− cos (πJ12t1) cos (Ω1t1) Î1z − sin (πJ12t1) cos (Ω1t1) 2Î1xÎ2y

+ cos (πJ12t1) sin (Ω1t1) Î1x − sin (πJ12t1) sin (Ω1t1) 2Î1zÎ2y = 4 .
(3.7)

The next part is called isotropic mixing phase. during isotropic mixing, spins are locked

along either the x , y or z direction and chemical shift evolution is prevented by continuous

rf irradiation or the application of a series of pulses.[10] The spacing between each pulse

during the pulse train needs to satisfy the condition |(Ω1 −Ω2)τspacing| � 1.[10] During

this period, the spin system is in the "strong coupling regime", i.e. the chemical shift

difference of the two coupled spins is much smaller than their J coupling constant with

each other.[10,92] Because chemical shift evolution is prevented, only HJ is active during
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this period.[10] The Hamiltonian for J coupling for the two limiting cases of weak and

strong coupling is given by[10,92]

Hweak
J =

∑
j<k

2πJjk ÎjzÎkz and Hstrong
J =

∑
j<k

2πJjk Îj Îk , (3.8)

where bold symbols indicate vectors of the form Îj =
(
Îjx, Îjy, Îjz

)T
. This complicates the

calculation of the coupling during the isotropic mixing. However, as TOCSY experiments

performed in this thesis (topspin sequence: dipsi2phdc) utilize spin polarization transfer

of z magnetization, only the first term of eq. 3.7 needs to be considered[10,92]

− cos (πJ12t1) cos (Ω1t1) Î1z
2πJ12 Î111 Î222τm−−−−−−→

−
1

2
cos (πJ12t1) cos (Ω1t1) [1 + cos (2πJ12τm)] Î1z

−
1

2
cos (πJ12t1) cos (Ω1t1) [1− cos(2πJ12τm)] Î2z

+
1

2
cos (πJ12t1) cos (Ω1t1) sin(2πJ12τm)

[
2Î1yÎ2x − 2Î1xÎ2y

]
= 5 .

(3.9)

The last expression does not evolve to observable magnetization and is therefore in the

remaining treatment neglected. The concept can be extended to three spins and more.[10]

Note that even if Jjk = 0, magnetization may still be transferred. The maximum peak

intensity is observed for τm = 1/(2Jjk), i.e. when cos (2πJjkτm) = −1.[10]

However, as Jjk is different for each spin pair, maximum transfer for all spins in a single

experiment is impossible. For 1H, a good compromise is τm ≈ 100ms, while in this thesis

TOCSY measurements were only performed on 13C with a mixing time of τm ≈ 20ms.[10]

The difference in τm originates from much stronger J couplings (2−3JHH ∼ 2− 15Hz and
1JCC ∼ 10− 150Hz).[10]
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Finally, the last π/2 pulse of the sequence rotates the magnetization back into the xy

plane (the zero quantum term is dropped)[92]

5
(π

2 )x−−−→+
1

2
cos (πJ12t1) cos (Ω1t1) [1 + cos (2πJ12τm)] Î1y

+
1

2
cos (πJ12t1) cos (Ω1t1) [1− cos(2πJ12τm)] Î2y

= 6 .

(3.10)

There are multiple isotropic mixing schemes. The one employed within this thesis is called

DIPSI-2.[113–116]

3.3.4.4 Incredible Natural Abundance Double Quantum Transfer (INADEQUATE)

e
t

1H
t

13C
t

t1

INADEQUATE

2 3 4 5 6

t2
1

41JCC

waltz-64

continuous wave mw irradiation

1
41JCC

RD

yx
1
-x

Figure 3.7: Pulse sequence of the 2D incredible natural abundance double quantum
transfer experiment (INADEQUATE).[92] Black bars represent a π/2 pulse and empty
bars are π pulses. Waltz64 is used for 1H pre-saturation and decoupling.[111] Continuous
mw irradiation is applied during the recycle delay (RD).

The incredible natural abundance double quantum transfer experiment (INADEQUATE)

is an experiment to detect 13C-13C correlations and was designed to work with natural

abundance samples.[117] Proton decoupling is applied throughout the sequence and under

DNP conditions also cw mw irradiation is performed (see fig. 3.7). The description of the

INADEQUATE pulse sequence starts with Î1z + Î2z, because it selects the signal of two
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coupled nuclei and suppresses the signal of isolated spins (Î1z and Î2z).[10,92] Therefore,

the first π/2 pulse leads to[10]

1 Î1z + Î2z
−(π

2 )x−−−−→ Î1y + Î2y = 2 . (3.11)

This is followed by J coupling evolution, while chemical shift evolution is refocused

Î1y + Î2y
2πJ12 Î1z Î2z−−−−−−→ −2Î1xÎ2z − 2Î1zÎ2x = 3 . (3.12)

The next π/2 pulse generates

−2Î1xÎ2z − 2Î1zÎ2x
(π

2 )x−−−→ 2Î1xÎ2y + 2Î1yÎ2x = 4 . (3.13)

At this point in the pulse sequence, magnetization stemming from isolated spins is rejected,

because only double quantum coherences are allowed to proceed.[10] Coherence selection

is achieved via phase cycling.[10,92] Next, the chemical shift evolves as a sum

2Î1xÎ2y + 2Î1yÎ2x
([Ω1+Ω2]t1)−−−−−−−→(

2Î1xÎ2y + 2Î1yÎ2x
)

cos [(Ω1 + Ω2)t1]−
(

2Î1xÎ2x − 2Î1yÎ2y
)

sin [(Ω1 + Ω2)t1]

= 5 .

(3.14)

The final π/2 generates observable magnetization

(
2Î1xÎ2y + 2Î1yÎ2x

)
cos [(Ω1 + Ω2)t1]−

(
2Î1xÎ2x − 2Î1yÎ2y

)
sin [(Ω1 + Ω2)t1]

(π
2 )y−−−→ −

(
2Î1zÎ2y + 2Î1yÎ2z

)
cos [(Ω1 + Ω2)t1]

−
(

2Î1zÎ2z − 2Î1yÎ2y
)

sin [(Ω1 + Ω2)t1] = 6

(3.15)

The first part of 6 contains observable antiphase single quantum coherences. Phase

cycling was used for coherence selection.[10,118]
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3.3.5 Diffusion Measurements

Measurements were executed on a 400MHz Bruker UltraShield Avance III HD spectrometer

using a 5mm PAQXI 1H/31P-13C/15N Z-GRD 1832842/0001 probehead. The diffusion

coefficient D was accessed by pulsed field gradients experiments with the standard Bruker

sequence dstebpgp3s.[119] Detailed information on the gradient strength and temperature

is provided in sec. 5.3.3.

3.3.6 Theoretical Calculations

3.3.6.1 Numerical Finite Element Microwave Propagation Simulations

Calculations were executed by Dr. I. Tkach, however interpretation was performed in

conjunction with the author of this thesis. For the calculations, CST Microwave Studio

(Dassault Systemes/CST Studio SuiteTM 2019) was used. The Transmission Line Matrix

(TLM) time domain solver, which is based on a hexahedral mesh was applied. Usually,

(5− 12)× 108 cells were simulated. For excitation, a gaussian beam near field source was

used. Simulations were performed on a Dell Precision T7820 workstation (Intel Xeon Gold

6242R processor/20 cores), equipped with the NVIDIA Quadro GV100 GPU (5120/640

CUDA/Tensor cores) with a computing time of ∼ 4.5 − 6 h depending on the sample

volume and dielectric properties.

3.3.6.2 Chemical Structure and Dynamic Simulations

Density functional theory (DFT) and molecular dynamic (MD) calculations included in

this thesis were performed by Dr. Tomas Orlando and Dr.Markus Hiller. Yet, analysis and

interpretation was performed by the author.

DFT calculations Geometry optimizations were performed with Orca 4.2.1 (or 4.0.1)

at B3LYP level with the def2-TZVPP (or 6-311++G∗∗/G) basis set.[120,121] The resolution-

of-the-identity and chains-of-spheres approximations (RIJCOSX with def2/J auxiliary basis

set) as well as the dispersion correction D3BJ[122,123] was used. The optimization criteria

46



3.3 Methods

TIGHTOPT and tight convergence criteria (TIGHTSCF) for the self-consistent field

procedure SCF were chosen. The Löwdin population analysis delivered spin populations

and spin density maps were displayed with UCSF Chimera.[124] Solvent-accessible-surfaces

were calculated with Jmol and UCSF Chimera. Calculation of the hyperfine coupling at

CHCl3 was performed with the EPR-III basis set for H, C, N, and O and IGLO-II for Cl.

More specific computational details on the particular molecular structure are given in ch.4

and ch.5.

MD calculations MD simulations were performed with Gromacs 2018.4.[125–128] A box

of CHCl3 with 1348− 2485 molecules was pre-equilibrated. The PA was positioned in the

box, equilibrated, and energy minimized for 500 ps. Details on the determination of the

partial charges, bond lengths, bond angles, and non bonding parameters as well as on the

density and isothermal compressibility are given in sec. 5.3.10.2.
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The Influence of the Molecular
Structure on Scalar Dynamic

Nuclear Polarization 4
4.1 Introduction

The goal of this chapter was to understand the role of the molecular structure of the

polarizing agent in scalar dominated 13C liquid state DNP with the prospect to identify

molecular motifs that boost the DNP efficiency. To this end, a comparative study of

the DNP efficiency of model compounds was performed with a variety of different ni-

troxide radicals and BDPA. The measurements revealed a up to a factor of five change

in the DNP efficiency upon PA variation. Complementary DFT calculations indicated

that a localized spin density favors an efficient spin polarization transfer. Moreover, the

DNP efficiency was further increased for PAs, where the moiety containing the highest

spin density is easily accessible for the target molecule. Both parameters are static

parameters that contribute to the field independent part (hyperfine coupling and collision

frequency) of the scalar cross-relaxation and are therefore relevant for DNP at high

magnetic field. The herein identified static (or structural) contributions to the spin polar-

ization transfer are discussed together with dynamic contributions (chapter 5) in chapter 8.

Section 4.2-4.3.6 are published as a communication in the journal Physical Chemistry

Chemical Physics. They are reproduced from ref. [86] with permission from the PCCP

Owner Societies. The article is available as: M. Levien, M. Reinhard, M. Hiller, I. Tkach,

M. Bennati, and T. Orlando, "Spin density localization and accessibility of organic radicals

affect liquid-state DNP efficiency", Phys. Chem. Chem. Phys. 2021, 23, 4480− 4485
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[86]. The 1H experiments in this chapter were performed by M.Reinhard during his

master thesis[129] and by the author. The master thesis was supervised by the author.

M. Reinhard also contributed to preliminary experiments at 1.2 T, which were finalized and

experimentally verified by the author. I. Tkach contributed to the hardware optimization

during the experiments. DFT calculations were performed by M.Hiller. Data analysis

and interpretation was performed by the author and T. Orlando. The manuscript was

conceptualized and written by T.Orlando, M. Bennati, and the author.

Abstract We report a large variation in liquid DNP performance of up to a factor of

about five in coupling factors among organic radicals commonly used as polarizing agents.

A comparative study of 1H and 13C DNP in model systems shows the impact of the spin

density distribution and accessibility of the radical site by the target molecule.

Acknowledgment Financial support has been provided by the Max Planck Society.

M. Levien acknowledges IMPRS-PBCS of the Max Planck Society for funding for a

fellowship. The Synthetic Chemistry facility of MPI-bpc is acknowledged for the synthesis

of the radical TN-py.

4.2 Spin Density Localization and Accessibility of Or-
ganic Radicals Affect Liquid State DNP Efficiency

In the past two decades, dynamic nuclear polarization (DNP) has become one of the most

important tools to tackle the long-standing sensitivity issue in modern nuclear magnetic

resonance (NMR).[15,130] In a DNP experiment, polarization is transferred from higher

polarized electron spins by resonant microwave (mw) irradiation to the target nuclei.

Electron spins are often added to the investigated sample in the form of exogenous

polarizing agents (PAs), usually organic radicals.

DNP has been successful in the solid-state, where it is routinely applied to various systems

in biology and material science, and enables an extraordinary saving of experimental

time.[131,132] Part of these achievements were possible thanks to the optimization of

bi-radicals as excellent PAs for the polarization transfer via the cross-effect.[26,27,133]
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DNP Efficiency

Figure 4.1: Molecular structures of the organic radicals tested as PAs
for DNP in the liquid state. DTBN (di-tert-butyl-nitroxide); TL (tem-
pol - 4-Hydroxy-2,2,6,6-tetramethylpiperidine 1-oxyl); 15N-TN (15N-TN-d16 -
4-Oxo-2,2,6,6-tetramethylpiperidine-d16,1-15N-1-oxyl); TN-py (7-Aza-3,11-dioxa-
15oxodispiro[5.1.5.3]hexadec-7-yl-7-oxyl); FN-2a, fullerene-nitroxide derivative with
2 adducts (see inset); BDPA (α,γ-Bisdiphenylene-β-phenylallyl). Reproduced from
ref. [86] with permission from the PCCP Owner Societies.

The polarization transfer in liquids is dominated by the Overhauser effect (OE)[42] and

strongly depends on the chosen target molecule/PA system as well as on the external

magnetic field strength.[16,134] Increasing the efficiency of OE-DNP is of particular impor-

tance. At high magnetic fields, the choice of an optimal PA would help the application

of the method in analytics and high resolution NMR spectroscopy.[48,53,68,69,135] Further-

more, higher NMR enhancements could boost the applications of OE-DNP at low fields

(<2 T), which include in-flow hyperpolarization for magnetic resonance imaging[64,65]

or chromatography,[136,137] NMR relaxometry of low-γ nuclei,[138] hydration dynamic

studies,[139,140] and DNP-NMR spectroscopy.[34,141,142]

In the experimental practice, nitroxide derivatives (NODs) have been established as optimal

PAs for OE-DNP in the liquid state at room temperature and ambient pressure.[46,143]

In water, they perform better than trityl radicals at various fields (from 0.34T to

3.4T),[144,145] and they are the benchmark for 1H-DNP at low fields (enhancements

ε = −178± 13 for water doped with TN).[84,85]

An improvement of nitroxide derivatives performance was realized by linking a C60
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(fullerene) moiety to a TEMPO based radical, which increased the saturation factor of

the electron spin transition.[88]

Also BDPA has been employed in numerous DNP studies in solid and in liquids, the latter

particularly at high fields (≥ 5T).[58,69,146] However, despite its favourable saturation

behaviour, the performance of BDPA in liquids as compared to NODs appeared moderate,

but a systematic study has been missing.

Despite the available data, it is difficult to compare the PA’s performance independently of

the experimental conditions, such as mw power and resonant cavity, magnetic field, radical

concentration, and target nuclei. Although several mechanistic studies on 1H[43,46,49]

and 13C[34,59,89] have been reported, the detailed role of the PA remains unclear. Very

recently, we investigated the case of fullerene nitroxides in comparison to TN,[34,83] and

found that small structural reorientations can impact the DNP efficiency at both low and

high magnetic fields.[83] Therefore, we proposed that the chemical structure of the PA

molecule must play an essential role within the OE-DNP mechanism.

To examine this hypothesis, in this work we systematically investigate and compare the

performance of several PAs in OE-DNP in the liquid state and show that NODs, with

subtle differences in their chemical structure, behave differently from each other. To

ensure comparability of the results, we utilized model solvents in which the polarization

transfer mechanisms are known. DNP was performed at low fields (0.34 T and 1.2 T),

where an independent determination of all OE parameters was feasible with our available

instrumentation. The trend that we observe in DNP performance is interpreted in terms

of radical mobility, solvent accessibility, and spin density distributions, with the support of

DFT calculations. Our investigation allows to recognize specific characteristics of the PA

structure which are a prerequisite for effective OE-DNP in liquids.

Overhauser DNP is based on a cross-relaxation process between an electron spin system

and a nuclear spin system mediated by molecular motions.[42,43,80] The hyperfine coupling

driving the relaxation consists of two contributions: i) dipolar coupling, modulated by

diffusion;[43,79] ii) scalar coupling, due to Fermi contact interactions, usually mediated by

molecular collisions.[60,79] The complex interplay of these two mechanisms is reflected in
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DNP Efficiency
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Figure 4.2: (a) 13C-DNP coupling factors ξ obtained at 1.2 T for chloroform (circle)
and tetrachloromethane (triangle) doped with the organic radicals from fig. 4.1. (b)
1H-DNP coupling factors ξ measured at 0.34 T for chloroform and toluene doped with
the organic radicals from fig. 4.2. Ring (Ri) and methyl (Me) protons of toluene are
distinguished. (∗)Data from previous reports.[34,83,88] (∗∗)Data reproduced from previous
reports.[34] Reproduced from ref. [86] with permission from the PCCP Owner Societies.

a single parameter, the coupling factor ξ, which varies between ξ = 0.5 (pure dipolar)

and ξ = −1 (pure scalar). ξ is defined by the Overhauser equation[42]

ε =
〈Iz〉
I0

= 1− ξsf
|γe|
γn
, (4.1)

where ε is the NMR signal enhancement, which is defined as the ratio between the

expectation value of the nuclear magnetization under mw irradiation 〈Iz〉 and the one at

thermal equilibrium I0. γe and γn are the gyromagnetic ratios of the electron spin (e) and

the nuclear spin (n), respectively. The saturation factor s (0 ≤ s ≤ 1) is a measure of

how far the electron spin is driven out of equilibrium by the applied mw irradiation.[84]

The leakage factor f (0 ≤ f ≤ 1) accounts for the paramagnetic relaxation contribution

to the nuclear relaxation term, and depends on the PA concentration. Since s and f can

be tuned by the mw power and the radical concentration, respectively, the coupling factor

ξ defines the net efficiency of a specific PA in a given system, and can be calculated with

eq. 4.1 once s, f , and ε are independently determined.

In this study, we compare the DNP efficiency, represented by ξ, of six organic radicals

that differ in their chemical structure (fig. 4.1). Within the NODs, TL and TN have

both a six-membered ring but a different backbone. DTBN lacks the piperidine backbone
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Table 4.1: Overhauser parameters f , s, ε, and ξ for 13C at 1.2 T and 1H DNP at 0.34T
for different PAs in chloroform. Uncertainties for f and s are 10% while errors for ε
and ξ are up to 15% and 25%, respectively (see sec. 4.3.5). Radical concentration is
0.5−16 mM (see tab. 4.2, tab. 4.3, tab. ??, tab. 4.5, and tab. 4.6).(*) Uncertainty of
this measurement is ∼15%. Reproduced from ref. [86] with permission from the PCCP
Owner Societies.

13C DNP at 1.2T 1H DNP at 0.34T

Radical f (13C) s(13C) ε(13C) ξ(13C) f (1H) s(1H) ε(1H) ξ(1H)

DTBN 0.88 0.04 31 −0.33 0.99 0.76 −181 0.37
15N-TN 0.85 0.18 200 −0.49 0.99 0.92 −224 0.37
TL 0.92 0.07 59 −0.35 0.97[83] 0.45[83] −85[83] 0.30[83]

TN-py 0.89 0.10 55 −0.23 0.99 0.78 −156 0.31
FN-2a[88] 0.89 0.30 370 −0.53 0.99 0.87 −116 0.20
BDPA 0.40 1.0* 122 −0.12 0.99 1.0 −11 0.018

and is therefore very mobile, a feature that, in principle, makes this radical ideal for

DNP modulated by fast diffusion processes. In contrast, TN-py has the same backbone

structure of TN but has two hydropyrane rings in the direct vicinity of the NO group. We

also consider the fullerene-nitroxide FN-2a, which has been already reported as a PA in the

context of 1H and 13C DNP.[34,83,88] Finally, we compared NODs with BDPA. The organic

radicals were dissolved in toluene (C7H8), chloroform (CHCl3) and tetrachloromethane

(CCl4), with concentrations in the range 1.5-10 mM. All samples were degassed and

sealed in quartz tubes.
1H-DNP measurements were performed in toluene and chloroform at 0.34 T. 13C-DNP was

performed at 1.2 T in 13CCl4 and 13CHCl3 samples, and, in order to limit the temperature

raise, we worked under low power condition (< 3 W). The polarization build-up time was

monitored to exclude severe heating effects (see sec. 4.3.5). The saturation factor s

and f were measured independently with electron-nuclear double resonance (ELDOR)

experiments and nuclear relaxation measurements, respectively (tab. 4.1 and sec. 4.3.3).

NMR enhancements ε were obtained with a mw pumping pulse up to 80 s, depending on

the sample. The coupling factor ξ was then calculated with eq. 4.1.

Figure 4.2a and fig. 4.2b display ξ for 13C and 1H, respectively, in different solvent/PA

systems. 13C-DNP coupling factors ξ (fig 4.2a) are negative, a fact which indicates a

scalar-dominated polarization transfer,[42,80] and shows an interesting, quite unexpected
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behaviour. Indeed, in CCl4, ξ is strongly dependent on the PA, and goes from the least

efficient BDPA (|ξ| < 0.12) to the most efficient fullerene nitroxide (FN-2a),[34,88] with

|ξ| = 0.65± 0.1. This indicates a factor of ∼ 5 variation in DNP efficiency. Besides these

large differences, also variations among structurally similar small NODs (TL, DTBN and

TN) are observed. In CHCl3, the total variation of ξ (from BDPA to FN-2a) is a factor of

∼ 4 (tab. 4.1), whereas it is a factor of 1.5 among the small NODs (|ξ|(DTBN) = 0.33

and |ξ|(15N-TN) = 0.49, tab. 4.1).
1H-DNP coupling factors show a different trend. Firstly, ξ is positive, consistent with a

mechanism dominated by dipolar relaxation. Specifically, ξ varies from ξ = 0.24± 0.04

for TN-py up to a maximum ξ = 0.42± 0.1 for DTBN in toluene, which is close to the

theoretical limit of ξ = 0.5.[42,80] Among the NODs, ξ decreases with larger molecular

sizes and the smallest radical, DTBN, displays the largest ξ. This behaviour is consistent

with the prediction by the force-free hard-sphere (ffhs) model,[81,82] according to which

the polarization transfer mediated by dipolar relaxation is modulated by diffusion. Indeed,

the efficiency decreases with increasing translational and rotational diffusion time of the

PA/target molecule complex. Finally, BDPA performs worse than NODs, and shows

a solvent dependency for ξ, possibly due to secondary interactions (e.g. π-stacking in

toluene).

The main question is how to rationalize the trend of the 13C coupling factors shown in

fig. 4.2a. Indeed, we reported in previous studies,[34,60] and it is predicted[42] by the theory

that coupling factor in 13C-DNP arises from an interplay of dipolar and scalar relaxations

mechanisms.[16,80] First, our results show that, a poor performance of dipolar dominated

DNP (such as 1H-DNP) does not necessarily correlate with an efficient scalar mechanism

(fig. 4.2). This means that the observed trend reflects a property of the scalar mechanism.

Scalar relaxation via contact interaction can be described by the Pulse model for random

molecular collisions[79] with the spectral density for a single type of collision

JPulse(ωe, Aiso, τcon, τp) =
〈Aiso〉2 · π2

τp
· Jcon(ωe, τcon), (4.2)

where ωe is the Larmor angular frequency of the electron spin, Aiso is the isotropic (Fermi

Contact, in Hz) hyperfine coupling modulated by collisions of a duration τcon and the
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Figure 4.3: Geometry optimization and DFT calculations were performed with Orca,[120]

using def2-TZVPP as basis set and B3LYP as functional (see sec. 4.3.6). (a) Electron spin
density distribution (isosurface threshold ±0.002 e/Å−3) calculated for DFT optimized
structures of BDPA and TN. Spin density colour code: cyan: positive, magenta: negative.
Atoms colour code: H white, C grey, N blue, O red. (b) Colour map of the SAS area
for each atom in BDPA and TN calculated with a spherical probe of radius 1.4 Å
corresponding to the Van der Waals sphere of a water molecule. Blue: least accessible;
orange: most accessible. Dash lines show the sites with the largest spin density. (c)
Colour maps of the SAS areas for TN-py in the open conformation (Erel = 0.0 kJ/mol)
and in the half-open conformation (Erel = 0.46 kJ/mol). The piperidine ring is arranged
in a chair for the open conformation and in a twist for the half-open. Graphics and
SAS calculations were obtained with UCSF Chimera[124] and jmol. (d) SAS areas of the
radical sites, where the largest spin density is localized. Two stable conformations were
considered also for FN-2a, the most stable one (chair) and the closest in energy (boat),
although the latter is not accessible at room temperature.[83] Reproduced from ref. [86]
with permission from the PCCP Owner Societies.

frequency of this collisions τ−1
p . Accordingly, the scalar mechanism requires that the

radical spin density is accessible and transferred to the target nucleus during an encounter.

Hereby, we examined whether the observed trend in ξ could depend on the accessibility

of the radical site or on the achievable hyperfine coupling constant or both. For this
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goal, we analyzed the radical structure as well as the structure of the static complex

PA/target molecule using DFT calculations. In the first step, we computed the spin

density distribution for each radical optimized structure to identify the radical sites in

each PA. In NODs, the electron spin density is almost completely localized on the NO

group[59,147] (∼90% of the Löwdin spin population, fig. 4.3a). In contrast, the majority of

the spin population of BDPA is localized on the allyl group (∼40%), while the remaining

spin density is widely distributed over the fluenyl systems (fig. 4.3a).[148] It becomes clear

that, in the case of BDPA, the ffhs model, which defines a single value for the distance

of closest approach between the electron spin density and the solvent molecules, is an

insufficient approximation.

The spin density distribution was used to identify the radical sites and then calculate their

accessibility. We computed the solvent-accessibility surface (SAS) area, a parameter that

tracks the center of a spherical probe (the solvent) rolling on the Van der Waals surface of

the radical. As solvent probes, we considered water (rH2O = 1.4 Å), for comparison with

literature data,[149] and chloroform CHCl3 (rCHCl3 = 3.2 Å). Due to the geometrical nature

of SAS areas, the conclusions hold for both solvent probes. Figure 4.3b shows that the

allyl group in BDPA is deeply buried and almost inaccessible, with SAS < 1 Å2 for both

probes. On the contrary, the SAS area of the NO group in the NODs is larger, ranging

from a SAS3.2Å = 29.5 Å2 for DTBN to SAS3.2Å = 35.1 Å2 for TN (fig. 4.3b and 4.3d).

These large SAS areas are mainly due to the accessibility of the O atom, while the N atom

remains buried. For TN-py, a conformational analysis shows four energetically accessible

conformers at room temperature, which differ in the orientation of their hydropyrane

rings, i.e. open and half-open (see sec. 4.3.6).[149] While the SAS3.2Å is ∼32 Å2 for the

open conformation, the accessibility of the radical site is hampered in the half-open ones

(SAS3.2Å ∼ 11Å
2
) (fig. 4.3c).

Overall, the trend of the SAS depicted in fig. 4.3d correlates with our observations of

ξ(13C) (fig. 4.2a) with the exception of the very large ξ of FN-2a. This can be interpreted

phenomenologically with the Pulse model for molecular collisions (eq. 4.2), which describes

|ξ| ∝ JPulse. Intuition suggests that the accessibility of the radical site should mainly

impact the rate of collision τ−1
p , i.e. the likelihood of a given encounter. Since τ−1

p is

a prefactor in JPulse, this could explain the observed correlation. To support this, we

note that the field dependent term Jcon (τcon,ωe) in eq. 4.2 is determined by the duration
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Figure 4.4: Hyperfine coupling computed for geometry optimized complexes of
PA/CHCl3. The calculations were performed with Orca[120] using the basis set EPR-III
for H, C, N, and O, and IGLO-II for Cl.[150] Two orientations of the CHCl3 are considered
(“via H” and “via Cl”). 〈Aiso〉 is the weighed average with respect to the relative energy
of each configuration. Reproduced from ref. [86] with permission from the PCCP Owner
Societies.

of each encounter. In previous studies[34,60] we showed that, in CCl4 and CHCl3 doped

with TN, the main contribution comes from τcon ≈ 0.5 − 2 ps. The same could be

reasonably assumed for other NODs (DTBN, TL) in the same solvent and at the same

temperature. Nonetheless, structural reorientations on the PA molecule can introduce

additional contributions to Jcon(τcon,ωe). This is particularly relevant for the specific case

of FN-2a, whose outstanding performance is likely caused by a particularly favourable

collision time scale (τcon ≈ 4−12 ps), which maximizes Jcon(τcon,ωe) at this magnetic field

(1.2 T). In our previous report,[83] this was attributed to the transition of the six-membered

ring from a chair to an unstable half-chair conformation, enabled by the asymmetry of

the backbone linker.[83] Similar dynamics are not expected in TL, TN, and DTBN but

cannot be excluded for TN-py.

In a second step, we considered the static complex PA/target molecule and used DFT

calculations to compute the hyperfine coupling constant Aiso to the target nucleus.[59,60]

Aiso of the C nucleus in CHCl3 was calculated for at least four optimized geometries i for

each complex PA/CHCl3 (see tab. 4.8). Due to the tendency of the H atom of CHCl3
to form hydrogen bonds, we distinguish an energetically favoured complex where the H
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is pointing towards the radical (“via H”), and a less favoured one, where the Cl atom is

the closest to the radical (“via Cl”). The hyperfine coupling 〈Aiso〉 was calculated as the

weighted average of AFC,i over the relative free energy Erel,i of each configuration i , i.e.

〈Aiso〉 =
∑
i Aiso,i · Pi/

∑
i Pi where Pi = eErel,i/kBT , with T = 300K. 〈Aiso〉 calculated for

DTBN, TL, and TN are similar and between 11.8 MHz and 14.6 MHz. The lack of the

piperidine backbone structure in DTBN seems to slightly affect the hyperfine coupling

to the C nucleus. Notably, the 〈Aiso〉 of TN-py calculated for both the open and the

half-open conformations are smaller than the other NODs (fig. 4.4), which agrees with

our experimental observation of a lower ξ(13C). This is justified within the Pulse model,

where the spectral density JPulse scales with 〈Aiso〉 (eq. 4.2).
Finally, the 〈Aiso〉 calculated for the complex BDPA/CHCl3 is 0.26 MHz, significantly

lower than 〈Aiso〉 calculated for NODs (fig. 4.4 and tab. 4.8). This reveals the weak ability

of BDPA to transfer spin density on the C nucleus, despite more than 50% of the spin

density is readily accessible on the phenylene rings. Therefore, the lack of an accessi-

ble site where a large spin density is localized seems to be detrimental for scalar-driven DNP.

In conclusion, our study revealed that differences in the chemical structure of organic

PAs commonly used in DNP can influence the performance of OE-DNP, up to a factor

of five when the mechanism is scalar-dominated. We identified features that should be

considered for designing an optimal PA. Specifically, a localized spin density is preferred

over a distributed one, because it increases the hyperfine coupling with the target nuclei.

Secondly, the accessibility of the radical site, which affects the collision rate with the target

molecule, should not be compromised by structural design (BDPA) or conformational

rearrangements (TN-py). We note that these characteristics, which can be inferred a priori

from the structure of the PA, affect the field independent term of the scalar relaxation

and should therefore be taken into account also for OE-DNP at high magnetic fields.
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Table 4.2: 1H Overhauser parameters of the methyl group of toluene for different PAs at
room temperature and at 0.34T. The leakage factor f was calculated using T 0

1n = 8.1 s
(ref. [83]). Errors of the concentration are 10 − 15%, for T1n, TBuild-up, s, ε and f
10% and for ξ 15%. As T1n 6= TBuild-up for DTBN, errors for ε and ξ are increased to
15 and 25%, respectively (see error discussion in sec. 4.3.5). (*) Data from ref. [83].
Reproduced from ref. [86] with permission from the PCCP Owner Societies.

1H-DNP in toluene - methyl protons
c (mM) T1n (s) TBuild-up (s) f seff ε ξ

DTBN 2 4.9 3.8 0.40 0.58 −62 0.42
15N-TN 2 3.8 3.4 0.53 0.78 −88 0.33
TL* 1.5 4.7 4.7 0.42 0.58 −45 0.28
TN-py 2 2.6 2.6 0.68 0.80 −86 0.24
BDPA 2 4.2 4.8 0.48 1.00 −45 0.14

4.3 Supplementary Information

4.3.1 Sample Preparation

Organic radicals α,γ-Bisdiphenylene-β-phenylallyl (BDPA, 1:1 complex with benzene),

Di-tert-butyl-nitroxide (DTBN), 4-Hydroxy-2,2,6,6-tetramethylpiperidine 1-oxyl or tempol

(TL) and 4-Oxo-2,2,6,6-tetramethylpiperidine-d16,1-15N-1-oxyl or tempone (TN) were

purchased from Sigma-Aldrich and used as received. 7-Aza-3,11-dioxa-15-oxodispiro-

[5.1.5.3]hexadec-7-yl-7-oxyl (TN-py) was prepared in house according to a protocol from

ref. [106].
13CCl4 and 13CHCl3 were purchased from Eurisotop and Sigma-Aldrich, respectively. As

the pH value of 13CHCl3 was ∼ 1 upon delivery, K2CO3 was added until a pH of 6− 7

was reached. Roughly 1% ethanol (of the absolute volume of 13CHCl3) was added for

stabilization. Unlabelled tetrachloromethane, chloroform, and toluene were purchased

from Merck KGaA and Sigma-Aldrich.

PA concentrations range between 1mM and 16mM and were verified by continuous wave

(cw) measurements. Approximately 7µL per sample were inserted in a quartz tube with

an outer diameter of 1.6mm and an inner diameter of 1.1mm. All samples were degassed

by freeze-pump-thaw cycles (from two to four) to remove dissolved oxygen. Degassing

small amounts of sample results in an error of up to 15% for the concentration.
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4.3.2 Overhauser Experiments and Parameters

4.3.3 1H-DNP at X-Band − 0.34T

Measurements were performed using a Bruker ElexSys E580 EPR spectrometer combined

with an AVANCE III 1H300MHz NMR console. We utilized an EN4118X-MD-4 EPR

resonator with Electron Nuclear Double Resonance (ENDOR) capabilities. The ENDOR

coil was used to excite and detect the NMR transitions. EPR and ELDOR measurements

(see below) were performed employing a 1 kW TWT microwave amplifier, while for DNP

measurements we utilized an AmpX 5W cw mw amplifier. Comparability of the results

was demonstrated before.[87]

1H NMR signal enhancements were obtained from comparison of the integrated NMR

signal with and without microwave. Boltzmann signals were typically acquired using up to

64 scans, while 1 or 2 scans were recorded under DNP conditions. The used recycle delay

was ∼ 5× T1n. The signal enhancement can be calculated

ε =
IDNP
IBltz

·
NSBltz
NSDNP

, (4.3)

where IDNP/Bltz is the integral of the NMR signal with and without mw irradiation and

NSDNP/Bltz is the number of scans with and without mw irradiation. Figure 4.5a shows

the enhanced NMR signal and the Boltzmann signal of toluene doped with DTBN.

Table 4.3: 1H Overhauser parameters of the ring protons of toluene for different PAs at
room temperature and at 0.34T. The leakage factor f was calculated using T 0

1n = 12.5 s
(ref. [83]). Errors of the concentration are 10 − 15%, for T1n, TBuild-up, s, ε and f
10% and for ξ 15%. As T1n 6= TBuild-up for DTBN, errors for ε and ξ are increased to
15 and 25%, respectively (see error discussion in sec. 4.3.5). (*) Data from ref. [83].
Reproduced from ref. [86] with permission from the PCCP Owner Societies.

1H-DNP in toluene - aromatic protons
c (mM) T1n (s) TBuild-up (s) f seff ε ξ

DTBN 2 5.5 4.2 0.56 0.58 −77 0.36
15N-TN 2 4.2 3.6 0.67 0.78 −108 0.32
TL* 1.5 5.5 5.5 0.56 0.58 −61 0.29
TN-py 2 2.6 2.7 0.79 0.80 −109 0.26
BDPA 2 5.2 6.3 0.58 1.00 −63 0.17
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Table 4.4: 1H Overhauser parameters of chloroform for different PAs at room tempera-
ture and at 0.34T. The leakage factor f was calculated using T 0

1n = 82.5 s (ref. [83]).
Errors of the concentration are 10− 15%, for T1n, TBuild-up, s, ε and f 10% and for ξ
15%. As T1n 6= TBuild-up for DTBN, TN-py and TN errors for ε and ξ are increased to
15 and 25%, respectively (see error discussion in sec. 4.3.5). (*) Data from ref. [83].
Reproduced from ref. [86] with permission from the PCCP Owner Societies.

1H-DNP in CHCl3
c (mM) T1n (s) TBuild-up (s) f seff ε ξ

DTBN 10 0.73 0.51 0.99 0.72 −163 0.35
DTBN 16 0.12 0.10 0.99 0.79 −199 0.38
15N-TN 10 0.32 0.21 0.99 0.92 −224 0.37
TL* 0.5 2.8 2.9 0.97 0.45 −85 0.30
TN-py 10 0.42 0.24 0.99 0.78 −156 0.31
BDPA 10 0.56 0.69 0.99 1.00 −11 0.018

Saturation factors were determined using an ELDOR (Electron Nuclear Double Resonance)

sequence. During this experiments, EPR detection is performed on one of the EPR lines

while a long saturation pulse (3− 5µs) is swept through the EPR spectrum. At positions

where the ELDOR pulse is on resonance with either one of the lines, a signal drop is

detected. From these intensity drops the saturation factor of each line can be obtained.

The effective saturation factor seff for a n-line systems is calculated as follows[84,85]

seff =
1

n
·
n∑
i=1

si . (4.4)

Figure 4.5b shows the ELDOR curve for DTBN in toluene and, in the inset, the ELDOR

pulse sequence.

The leakage factor f can be calculated with the formula

f = 1−
T1n
T 0
1n
, (4.5)

where T1n and T 0
1n are the nuclear relaxation times in presence and absence of paramagnetic

substance.

T1n was measured with a saturation recovery experiment (8 saturation pulses with a

duration of 6µs each, (π/2)RF = 6µs, PRF = 60W). Build-up times TBuild-up were measured
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Figure 4.5: a) 1H NMR signal with (red) and without (blue) mw irradiation of toluene
using DTBN as a PA. b) saturation curve (black) of DTBN in toluene, seff results as the
average of s1, s2 and s3. c) T1n determination via saturation recovery measurements; d)
measurement of TBuild-up by increasing the mw pumping time (red squares for the ring
protons and red triangles for the methyl group of toluene) at 0.34T. Blue curves are
the mono exponential fits used to obtain T1n and TBuild-up. Reproduced from ref. [86]
with permission from the PCCP Owner Societies.

by increasing the mw irradiation time. Both T1n and TBuild-up were obtained from fitting the

experimental data to a mono exponential function i.e. y = A(1− exp(−t/Ti)). Examples

of T1n and TBuild-up recovery experiments are shown in fig. 4.5c and fig. 4.5d, together

with the respective pulse sequences.

The experimental results of 1H-DNP measurements at 0.34T for different PAs and

solvents are summarised in tab. 4.2-4.4, fig. 4.7, and fig. 4.6.
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4.3.4 13C-DNP at Q-Band − 1.2T

13C-DNP at 1.2 T was performed on an Bruker ElexSys E580 EPR spectrometer combined

with an AVANCE III 1H300MHz NMR console. We used a Bruker ER-5106QT/W cw

resonator. For NMR detection, a copper coil was wrapped around the tube, thereby

reducing the Q-value of the resonator. In order to limit sample heating during mw

irradiation, we operated at low mw power (< 3 W).

The parameters s, f , and ε were measured as described in the previous section. However,

due to the low NMR sensitivity, T1n was measured with a pre-polarization sequence, where

a short mw pulse (< 3 s) is introduced before the π/2 NMR detection. The time t between

the two pulses is incremented, and the signal decay is fitted to the exponential function

A ·exp{(−t/T1n)}. During the measurement of the saturation factor of BDPA in 13CHCl3
we observed an artefact which led to a distorted shape of the spectrum. Due to this, we

assign an increased uncertainty of 15% to this measurement.
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Figure 4.6: Plots of the 1H-DNP Overhauser parameters from tab. 4.2, tab. 4.3, and
tab. 4.4. Reproduced from ref. [86] with permission from the PCCP Owner Societies.
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4.3.5 Heating Effects

The longitudinal nuclear relaxation times are sensitive to the temperature. Therefore,

a comparison between between TBuild-up and T1n can reveal heating effects during mw

irradiation. We observed differences on the order of 9% – 20% for all the investigated

samples, suggesting that a temperature deviation of a few K may be present. In the

Table 4.5: 13C Overhauser parameters of 13CCl4 for different PAs at room temperature
and at 1.2T. The leakage factor f was calculated using T 0

1n = 200 s.[60] Errors of the
concentration are 10 − 15%, for T1n, TBuild-up, s, ε and f 10% and for ξ 15%. As
T1n 6= TBuild-up for TN-py and BDPA errors for ε and ξ are increased to 15 and 25%,
respectively (see error discussion in sec. 4.3.5). (*) Data from ref. [83]. Reproduced
from ref. [86] with permission from the PCCP Owner Societies.

13C-DNP in CCl4 c (mM) T1n (s) TBuild-up (s) f seff ε ξ

BDPA 10 47.0 33.0 0.84 0.95 98 −0.047

TN-py 10 9.3 6.7 0.95 0.06 22 −0.14

DTBN 10 6.7 6.1 0.97 0.05 41 −0.32

TL 10 7.7 6.8 0.96 0.11 75 −0.27
15N-TN* 10 18.5 16.6 0.93 0.25 250 −0.41

TP-CLST* 10 2.9 3.4 0.99 0.12 150 −0.48

FN-2a* 10 3.8 3.8 0.98 0.33 550 −0.65

Table 4.6: 13C Overhauser parameters of 13CHCl3 for different PAs at room temperature
and at 1.2T. The leakage factor f was calculated using T 0

1n = 30 s.[60] Errors of the
concentration are 10 − 15%, for T1n, TBuild-up, s, ε and f 10% and for ξ 15%. As
T1n 6= TBuild-up for DTBN, TN-py and TL errors for ε and ξ are increased to 15 and 25%,
respectively (see error discussion in sec. 4.3.5). (*) Data from ref. [83].(**) Uncertainty
for this value is 15%. Reproduced from ref. [86] with permission from the PCCP Owner
Societies.

13C-DNP in CHCl3
c (mM) T1n (s) TBuild-up (s) f seff ε ξ

BDPA 10 18.1 15.4 0.40 1.00** 122 −0.12

TN-py 10 4.8 3.3 0.89 0.10 55 −0.23

DTBN 10 3.7 2.0 0.88 0.04 31 −0.33

TL 10 2.5 1.6 0.92 0.07 59 −0.35
15N-TN* 10 3.9 2.9 0.85 0.18 200 −0.49

TP-CLST* 10 2.8 2.9 0.90 0.29 350 −0.51

FN-2a* 4 3.5 3.1 0.89 0.30 370 −0.53
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Figure 4.7: Plots of the 13C-DNP Overhauser parameters from tab. 4.5 and tab. 4.6.
The inset displays the structure of the PAs used in ref. [83]. Reproduced from ref. [86]
with permission from the PCCP Owner Societies.

case of CHCl3 measured at 1.2 T, where the NMR coil spoils the homogeneity of the

induced electromagnetic field, we observed deviations up to 46% between TBuild-up and

T1n, especially for the cases of DTBN, TL, and TN-py. Although a precise estimation of

the temperature deviation is difficult without an ad-hoc designed study, a comparison

with previous data[83] allowed us to estimate a maximum temperature deviation of ∼30 K

under mw irradiation.

In terms of DNP parameters, the direct impact of a deviation in relaxation time on f is

negligible, since it is mainly determined by the radical concentration. However, we expect

an error on the estimation of the NMR signal enhancement.

Following these considerations, we assign an uncertainty of up to 15% for the enhancement

ε and 25% for the coupling factor ξ for cases where TBuild-up deviates more than 15% from

T1n. PA/solvent pairs, for which sample heating was observed are indicated in tab. 4.2-4.6.
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TN-py DTBN

Figure 4.8: Electron spin density calculated for TN-py and DTBN optimized structures
and represented with isosurfaces with threshold ±0.002 e/Å3. Color code: positive lobes
in cyan, negative lobes in magenta, H white, C grey, N blue, O red. Reproduced from
ref. [86] with permission from the PCCP Owner Societies.

4.3.6 Quantum Chemistry Calculations

Geometry optimizations of the radical structures (DTBN, TL, TN, TN-py) have been

performed with the Orca software ver. 4.2.1.[120,121] The calculations were performed at

B3LYP level of theory employing the def2-TZVPP basis set. Additionally, we employed the

resolution-of-the-identity and chains-of-spheres approximations (RIJCOSX with def2/J

auxiliary basis set) as well as the dispersion correction (D3BJ). Tight convergence criteria

for the SCF (TIGHTSCF) and the optimization procedure (TIGHTOPT) were chosen.

Spin density maps were calculated with Orca and represented with UCSF Chimera[124]:

They are shown in the fig. 4.3 and in fig. 4.8. Spin populations for each atom position

were obtained from the Löwdin population analysis (fig. 4.9).

A conformation analysis was performed for the radical TN-py (fig. 4.10). For estimating the

relative energies of different conformers, dispersion correction energies were disregarded,

as they only consider interaction within the molecule excluding the surroundings.

Solvent-accessible surfaces (SASs) were calculated on the optimized structures of the

radicals with the softwares UCSF Chimera[124] and Jmol. We considered a spherical

probe with a radius of 1.4 Å representing a water molecule and one with radius 3.2 Å

representing CHCl3. For comparison, solvent-exclusion surfaces (SESs), corresponding to

the contact point between the probe sphere and the Van der Waals surface of the radical,

were also calculated. The results are summarised in tab. 4.7.

Geometry optimizations of the PA/CHCl3 complexes were performed with the same

functional and basis as for the radicals. In the case of BDPA and TN-py in the half-open
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conformation, we used geometry constrains on the radical molecule, while CHCl3 was left

free. The hyperfine coupling of the C atom of the CHCl3 molecule was calculated with the

EPR-III basis set for H, C, N, and O and IGLO-II for Cl[150]. The results for each complex

are reported in tab. 4.8, while some representative geometry optimized complexes with

the approach “via H” and “via Cl” are shown in fig. 4.11. The energy-weighted hyperfine

coupling 〈Aiso〉 is listed in tab. 4.8.
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Figure 4.9: Optimized structures of organic radicals and Löwdin spin density shown for
some of the atoms. Reproduced from ref. [86] with permission from the PCCP Owner
Societies.

Table 4.7: SAS and SES areas calculated for the radical site of the organic radical, i.e.
the NO group for NODs and the allyl group for BDPA. Values in brackets have been
computed with the software Jmol, while the other calculations have been performed
with UCSF Chimera. Reproduced from ref. [86] with permission from the PCCP Owner
Societies.

SAS (Å2) SAS (Å2) SES (Å2) SES (Å2)
Radical rH2O = 1.4Å rCHCl3 = 3.2Å rH2O = 1.4Å rCHCl3 = 3.2Å
DTBN 23.8 [19.1] [29.5] 13.2 11.3
TL 24.5 [20.1] [32.9] 14.2 11.8
TN 25.6 [21.4] [35.1] 13.4 12.0
TN-py (open) 24.7 [19.6] [31.9] 14.2 11.5
TN-py (half-open) 15.1 [10.2] [10.8] 11.2 8.1
FN-2a (chair) 23.7 [19.0] [29.8] 14.1 11.5
FN-2a (boat) 28.6 [23.9] [40.4] 14.7 13.5
BDPA 0.78 [0.07] [0.0] 5.2 0.0
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Table 4.8: Hyperfine coupling on the C atom of CHCl3 calculated for the complexes
PA/CHCl3. The relative energy of each geometry was calculated including the dispersion
correction. Reproduced from ref. [86] with permission from the PCCP Owner Societies.

DTBN/CHCl3
complex 1 2 3 4 5
approach via H H Cl Cl Cl
Aiso (MHz) 13.0 16.2 1.61 1.55 1.39
Erel (kJ/mol) 0.08 0.0 20.9 158 19.9

〈AFC〉 = 14.6 MHz

TN/CHCl3
complex 1 2 3 4 5
approach via H H Cl Cl
Aiso (MHz) 9.3 14.7 1.17 0.07 7.2
Erel (kJ/mol) 2.52 0.0 15.7 8.24 4.01

〈AFC〉 = 12.2 MHz

TL/CHCl3
complex 1 2
approach via H H
Aiso (MHz) 10.8 12.1
Erel (kJ/mol) 2.26 0.0

〈AFC〉 = 11.8 MHz

TN-py (open)/CHCl3
complex 1 2 3 4
approach via H H H Cl
Aiso (MHz) 6.18 8.57 1.52 0.39
Erel (kJ/mol) 0.78 0.0 9.94 13.4

〈AFC〉 = 7.47 MHz

BDPA/CHCl3
complex 1 2 3 4 5
approach via H Cl H/Cl H Cl
Aiso (MHz) 0.43 0.067 0.063 0.46 0.22
Erel (kJ/mol) 1.89 10.6 0.0 1.31 4.85

〈AFC〉 = 0.26 MHz
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TN-py

open conformations half-open conformations

Erel = 0.0 kJ/mol Erel = 0.28 kJ/mol Erel = 0.46 kJ/mol Erel = 0.61 kJ/mol

Figure 4.10: Conformations of the radical TN-py that are accessible at room temperature
(Ert = 2.49 kJ/mol at T = 300K). An additional conformation with the piperidine
arranged as a chair and the tetrahydropyrane rings in a closed conformation was calculated
but it is not accessible at room temperature (Erel = 6.25 kJ/mol). Reproduced from
ref. [86] with permission from the PCCP Owner Societies.

BDPA

via H via Cl

TN

via Cl via H

Figure 4.11: Optimized structures for the complexes TN/CHCl3 and BDPA/CHCl3.
The approach “via H” and “via Cl” is shown for both radicals. Reproduced from ref. [86]
with permission from the PCCP Owner Societies.
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Figure 4.12: Geometry optimized structures of the complex TN/CHCl3 for the two
approaches that were considered, “via H” and “via Cl”. The spin density is represented
with an isosurface of 0.0002 e/Å3 to highlight the spin density transfer to the C atom of
the CHCl3 molecule. Reproduced from ref. [86] with permission from the PCCP Owner
Societies.
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The Influence of Molecular
Dynamics on Scalar Dynamic

Nuclear Polarization 5
5.1 Introduction

Initiated by the puzzling difference in the DNP efficiency of tempone (TN) and a fullerene

nitroxide (FN-2a) at different magnetic fields, the influence of the PA mobility on scalar

DNP was analyzed. The goal was again the optimization of polarizing agents for DNP at

high magnetic field. For this, the different dipolar contributions to the spin polarization

transfer mechanism, i.e. translational and rotational diffusion were experimentally disentan-

gled. Building on this and previously obtained insights in the scalar DNP mechanism,[34,60]

rotational diffusion and rapid structural reorientation of the PA were identified as possible

molecular motions that may modulate scalar cross relaxation. The influence of the radical

mobility on the DNP efficiency was discussed in the context of possible implications for

high field DNP together with results for structural influences (chapter 4) on the DNP

efficiency in chapter 8.

Sections 5.2-5.3 are published as a letter in the Journal of Physical Chemistry Letters.

They are reprinted with the permission of M. Levien, M. Hiller, I. Tkach, M. Bennati,

and T. Orlando, "Nitroxide Derivatives for Dynamic Nuclear Polarization in Liquids: The

Role of Rotational Diffusion", J. Phys. Chem. Lett 2020, 11, 1629-1635;[86] Copyright
2020 American Chemical Society. The experiments in this chapter were performed by

the author. I. Tkach contributed to the hardware optimization during the experiments.

DFT and MD calculations were performed by M. Hiller. Data analysis and interpretation
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was performed by the author and T. Orlando. The manuscript was conceptualized and

written by T. Orlando, M. Bennati and the author.

Abstract Polarization transfer efficiency in liquid-state dynamic nuclear polarization

(DNP) depends on the interaction between polarizing agents (PAs) and target nuclei

modulated by molecular motions. Hereby, we show how translational and rotational

diffusion differently affect the DNP efficiency. These contributions were disentangled

by measuring 1H-DNP enhancements of toluene and chloroform doped with nitroxide

derivatives at 0.34 T as a function of either the temperature or the size of the PA. The

results were employed to analyze 13C-DNP data at higher fields, where the polarization

transfer is also driven by the Fermi contact interaction. In this case, bulky nitroxide

PAs perform better than the small TN radical due to structural fluctuations of the ring

conformation. These findings will help in designing PAs with features specifically optimized

for liquid state DNP at various fields.
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acknowledges IMPRS-PBCS of the Max Planck Society for funding. We acknowledge

Maik Reinhard for conducting 1H-DNP experiments. Daniel Sieme and Niels Karschin are
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5.2 Nitroxide Derivatives for Dynamic Nuclear Polariza-
tion in Liquids: The Role of Rotational Diffusion

Dynamic nuclear polarization (DNP) is a class of methods developed to overcome the low

sensitivity issue affecting nuclear magnetic resonance (NMR) measurements. They rely

on the transfer of the high spin polarization of a polarizing agent (PA) to coupled target

nuclei via microwave irradiation.[15] DNP in liquids at room temperature, often known as

Overhauser DNP,[38,42] is a spin relaxation mechanism driven by the time modulation of

the hyperfine coupling between an unpaired electron and a target nuclear spin through
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Rotational Diffusion

molecular motions. This technique allows for direct polarization of target nuclei and

therefore has the potential to become a precious tool for routine NMR spectroscopy.[16,134]

In the last decade, DNP in liquids on 1H nuclei has been extensively studied at various

magnetic fields.[14,46,151,152] In this case, dipolar relaxation modulated by molecular diffusion

provides the main mechanism for the polarization transfer.[43,153–155] However, the efficiency

of such process decreases with rising magnetic field strength, and limits the enhancements

to ε . 102 at 9.4 T on DNP optimized instruments.[55]

More recently, larger enhancements have been observed for 13C nuclei,[34,60,61] reaching

ε > 400 at 9.4 T and ε > 20 at 14.1 T. For 13C, the polarization transfer is driven

by a mixture of dipolar relaxation and the counteracting scalar relaxation, based on

Fermi contact interaction. The latter is modulated by fast molecular collisions[34,60]

(from subpicoseconds to picoseconds) and has been predicted to be the most efficient

contribution.[60]

Small nitroxide radicals have often been chosen as PAs for liquid DNP thanks to their

efficiency, which is usually attributed to fast diffusion rates and to the localized electron

spin density. Other PAs have not been systematically tested and only a few studies

report on them,[58,88,144,156,157] whereas PA optimization is a thriving field in solid-state

DNP.[133,158] Recently, we reported 50% larger 13C scalar enhancements when fullerene-

nitroxides are used as PAs in comparison to the TN radical.[34] This unexpected observation

still lacks a satisfactory explanation, and shows how the current understanding of the

scalar relaxation is limited. Therefore, it is still difficult to design a PA whose features are

specifically tuned for boosting the DNP efficiency in liquids.

We aim at elucidating the mechanisms contributing to the polarization transfer when

the mobility of the PA changes. DNP enhancements on 1H nuclei were measured at low

field as a function of the temperature and the size of the PA. In this way, we targeted

separately translational diffusion and rotational diffusion, disentangling their impact on the

polarization transfer mechanism. DNP enhancements were then measured on 13C nuclei

at higher fields. In this case, the polarization transfer is driven by a complex interplay

of translational diffusion, rotational diffusion, and Fermi contact. Semi-classical theory

and atomistic simulations were used to investigate how the peculiar differences in the

structural dynamics of fullerene nitroxide and nitroxide radicals affect the DNP efficiency.

To analyze the DNP mechanism, it is essential to access the DNP coupling factor ξ, which
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describes the efficiency of the relaxation processes driving the polarization transfer.[80] ξ

can be calculated from the NMR enhancement ε with the Overhauser equation[42]

ε = 1− f seff ξ
|γe|
γn
, (5.1)

where γe and γn are the electron and the nuclear gyromagnetic ratio, respectively. The

leakage factor f and the effective saturation factor seff were determined independently

via nuclear T1n relaxation measurements and ELDOR experiments,[84] respectively (see

sec. 5.3.5.1 and sec. 5.3.5.2).
1H-DNP experiments were performed at 0.34 T in the temperature range of 200−295 K for

toluene and 220−295 K for chloroform, both doped with ∼ 1 mM of tempol radical (TL).

The coupling factor ξ1H calculated from eq. 5.1 decreases monotonically for decreasing

temperatures for both toluene and chloroform, and it is positive over the whole temperature

range (fig. 5.1a and fig. 5.1b). Since ξ1H > 0, the polarization transfer is dominated by

dipolar relaxation, which is diffusion controlled, while the scalar contribution for 1H-DNP

is negligible.[43,88] Employing semi-classical relaxation theory,[43] the coupling factor for

dipolar relaxation can be calculated considering both translational diffusion and molecular

rotations[43]

ξ =
5

7

(
1−

3kDJD(ωn,τD) + 3krotJrot(ωn,τC)

R1,D + R1,rot

)
, (5.2)

where ωn is the proton Larmor frequency. R1,i is the nuclear relaxation rate, ki is the

amplitude and Ji is the spectral density of translational diffusion (“D”) and rotational

contribution (“rot”), respectively (sec. 2.2 and sec. 5.3.8). The spectral density JD(ωn, τD),

where τD is the correlation time, is described by the force-free hard-sphere model (ffhs) for

translational diffusion.[81,82] The rotational component can be included phenomenologically

with a Lorentzian spectral density Jrot(ωn,τC) with τC as rotational correlation time.[155,159]

As previously predicted for water[43,47] and observed in organic solvents,[135] the cou-

pling factor ξ1H at room temperature for small organic radicals is mainly dependent

on translational diffusion, and including a rotational contribution introduces an over

parameterization.[66,85] Therefore, as a first approximation we assume krot = 0 for TL,

leaving only the translational diffusion component in eq. 5.2. The correlation time is

defined as τD = r 2
D/(Ds +Dr,s), where rD is the distance of closest approach, while Ds
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Figure 5.1: (a-b) 1H coupling factor ξ for toluene and chloroform doped with TL as a
function of temperature. The values at room temperature agree with the predictions
from molecular dynamics calculations.[153,160] Fits (solid lines) were performed with
eq. 5.2, where krot ≈ 0. (c-d) Self-diffusion coefficient of solvent (Ds) and TL in the
solvent (DTL,s) as a function of temperature for toluene and chloroform. Lines are fits
performed with a Speedy-Angell power law (toluene) and Arrhenius function (chloroform)
(see sec. 5.3.3).

and Dr,s are the self diffusion coefficients of the solvent and of the radical in the solvent,

respectively. Therefore, it is necessary to determine Ds and Dr,s over a wide range of

temperatures.

Figure 5.1c and fig. 5.1d show Ds and Dr,s of the investigated solvents as a function of

temperature. DTL,tol, DCHCl3, and DTL,CHCl3 were measured with pulsed field gradient

NMR (see sec. 5.3.3), while Dtol is reproduced from the literature.[161]

With Ds and Dr,s, the fit of the coupling factor ξ1H to eq. 5.2 requires only one free

parameter, which is the distance of closest approach rD, i.e. the average distance over

the different directions of approach between the PA and the target molecule.[43] The

fits are in good agreement with the experimental data (fig. 5.1), and confirm that a

slower translational diffusion reduces the coupling factor ξ1H. The best fit parameters are

r ringD = 3.5Å and rmethyl
D = 3.9 Å for toluene, and rD = 3.65 Å for chloroform, respectively.

The trend ξring1H > ξmethyl
1H that is experimentally observed for toluene over the whole

temperature range implies r ringD < rmethyl
D . Interestingly, the geometries of the TL-toluene

complexes optimized via DFT calculations reflect the same relation (see sec. 5.3.4).

Besides the translational diffusion, we aimed to selectively target the influence of molecular
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Figure 5.2: (a) Structure of nitroxide radical and nitroxide derivatives used as PAs.
(b-c, bottom) Coupling factor ξ1H of toluene[88] and chloroform doped with nitroxide
derivatives plotted as a function of the rotational correlation time τEPRC of the PA.
Radical concentration was c ∼ 1.5mM for toluene and c ∼ 1mM for chloroform. ξ was
simulated with eq. 5.2 without (dashed lines) and with the rotational contribution (solid
lines). (b-c, top) Relaxation rates for translational diffusion (R1,D) and rotation (R1,rot)
as a function of τC.

rotation by testing a series of bulkier nitroxide derivatives as PAs in both chloroform and

toluene. They consist of 3β-DOXYL-5α-cholestane (TP-CLST), and fullerene nitroxides

(FN), i.e. nitroxide radicals functionalized with fullerene C60, having additional side

chains (up to three) that improve the solubility and increase the rotational correlation

time[88] (fig. 5.2a). All selected nitroxide derivatives have the spin density localised on

the NO group. Therefore, the hyperfine coupling which drives the polarization transfer is

not different from the TL radical. However, their increasing molecular size affects the

rotational correlation time of the PA in the solvent, which ranges from τEPRC ≈ 6 ps for
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Table 5.1: Correlation times (in ps) for translational diffusion (τD) and rotation (τEPRC )
in toluene and chloroform doped with TL and nitroxide derivatives.

Toluene Chloroform

T (K) τ ringD τmethyl
D τEPRC τD/τEPRC T (K) τD τEPRC τD/τEPRC

200 344 427 16.2 > 21 220 256 30 8.5
240 108 134 10.4 > 10 240 142 14 10
270 59 74 7.4 > 7.9 270 69 7.3 9.5
297 38 47 6.4 > 5.9 297 40 4.6 8.7

Nitroxide derivatives Nitroxide derivatives

Sample τ ringD τmethyl
D τEPRC

(a) τD/τEPRC Sample τD τEPRC τD/τEPRC
FN 57 71 50 < 1.4 TP-CLST 61 19 3.2
FN-1a 57 71 150 < 0.5 FN-1a 61 214 0.3
FN-2a 57 71 300 < 0.24 FN-2a 61 385 0.16
FN-3a 57 71 450 < 0.16
(a) Data from Enkin et al., 2015.[88]

the TL radical to τEPRC ≈ 450 ps for larger fullerene nitroxides, as obtained from cw EPR

measurements at 9 GHz (tab. 5.1 and sec. 5.3.2).

The coupling factor ξ1H of chloroform doped with nitroxide derivatives (c ∼ 1 mM) was

measured at 0.34 T at room temperature, while the values for toluene at the same field

were previously reported.[88] As shown in fig. 5.2, ξ1H decreases for larger τEPRC , and so

does the DNP efficiency. The rationale for describing the polarization transfer requires an

interplay of translational diffusion, governed by τD, and rotational motion, characterized

by the rotational correlation time τC. The translational diffusion of solvent molecules

nearby the NO group of the PA remains almost unchanged compared to free TL, because

the accessibility to the radical is not hampered.[157] Therefore, the distance of closest

approach rD in the ffhs model is considered to be independent of the particular derivative

under study. However, due to the larger molecular size, the diffusion coefficient of nitroxide

derivatives in the solvent (Dr,s) is expected to be much smaller than DTL,s. A reasonable

approximation consists in choosing Dr,s ≈ 0 for nitroxide derivatives, which leads to

τD ≈ r 2
D/Ds (tab. 5.1). The rotational component of the dipolar relaxation becomes larger

for slower rotations, as previously observed in high viscosity liquids.[159,162] This is the
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case in fullerene nitroxides FN-na (where n is the number of adducts), with rotational

correlation times τEPRC larger than τD (tab. 5.1). The rotational dynamics of the solvent

molecules are much faster, being τC < 2 ps for both toluene[163] and chloroform,[164]

meaning that their contribution can be neglected at this field (τCωn � 1). Therefore, the

spectral density Jrot(ωi ,τC) = 2τC/(1 + τ2
Cω

2
i ) can be calculated assuming τC ≈ τEPRC .

The data in fig.5.2 were fitted to eq. 5.2, where the sole free parameter is the amplitude of

the rotational contribution krot, while kD is determined by τD and the radical concentration

c (see sec. 2.2). The model fits the experimental data (fig. 5.2) when krot = 0.8× 108 for

toluene and krot = 0.5×108 for chloroform. krot is similar for the two investigated solvents,

thus a bound state due to secondary interactions, such as π−stacking or halogen bond-

like interactions between PA and target molecule, is unlikely. Therefore, the rotational

contribution is determined mainly by the choice of the PA. Particularly, we note that

in the limit of either fast rotating PAs (τC < 20 × 10−12 s) or immobilized PAs (τC >

10−5 s) this contribution is ineffective (see fig. 5.14).

The effect of bulkier nitroxide derivatives used as PAs in liquid DNP was also investigated

for 13C as target nuclei. In this case, the scalar relaxation effectively contributes to the

polarization transfer. Nitroxide derivatives TP-CLST, FN-1a and FN-2a were tested as

PAs in 13CCl4 and 13CHCl3 (c ∼ 10−20 mM), while FN and FN-3a showed instability

in those solvents. DNP on 13C nuclei was performed at 1.2 T rather than at 0.34 T,

due to better NMR sensitivity. The experimental ξ13C values are reported in fig. 5.3 and

show an increase in absolute value with the molecular size. This translates into higher

DNP efficiency for larger PAs: specifically, up to 50% larger 13C enhancements were

observed for FN-2a in comparison to the nitroxide radical tempone (TN).[34] However,

the dependency of the dipolar contribution on τEPRC does not account for such an effect,

as discussed in the following paragraph.

The coupling factor ξ13C for TN in CCl4 and CHCl3 were modelled using a combination

of relaxation rates driven by translational diffusion (R1,D from ffhs model) and scalar

relaxation arising from Fermi contact (R1,con), as reported in previous studies.[34,60] R1,con

is described by the Pulse model for random molecular collisions,[78] which comprises
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Figure 5.3: ξ13C from 13C-DNP at 1.2 T on 13CCl4 and 13CHCl3 doped with nitroxide
derivatives. The prediction (dash-dot line) has been calculated considering the contribu-
tions to the relaxation rates from the translational diffusion (R1,D), the contact scalar
interaction (R1,con1), and the rotation (R1,rot).

different types i of contact, each one characterized by a duration 2τcon,i and a collision

frequency 1/τp,i

R1,con =
∑
i

R1,con(i) =
2

3
S(S + 1)

∑
i

Fi (τcon,i · exp{(−τcon,i ωe)})2
, (5.3)

where Fi = 〈Aiso,i〉2/(~2τp,i) and 〈Aiso,i〉 is the mean square amplitude over time of the

scalar hyperfine interaction. For CCl4 and CHCl3, the scalar coupling is modulated mainly

by fast molecular collisions with a duration τcon,1 ≈ 0.5 ps.[34,60] The scalar contribution

is included in eq. 5.2 as follows[43]

ξ =
5

7

(
1−

3kDJD(ωn,τD) + 3krotJrot(ωn,τC)

R1

)
−

12

7

(
R1,con

R1

)
, (5.4)

where R1 = R1,D + R1,rot + R1,con. Equation 5.4 can be used to predict ξ13C for nitroxide

derivatives at 1.2 T. The component R1,D was previously parameterized for the TN
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radical[34] and has now been rescaled for the diffusion of larger PAs (tab. 5.2). R1,con

was modelled as in ref. [34]. The amplitude of the rotational component was fixed to

krot = 5 · 108 for both solvents, as determined from the low field analysis of chloroform

and rescaled for c ∼ 10 mM. However, the prediction of ξ13C calculated with eq. 5.4

does not fit the experimental data, as shown in fig. 5.3. This implies that for nitroxide

derivatives the Fermi contact hyperfine coupling between the NO group and the target

molecule could be subject to additional modulations with timescales different from the

one of random molecular collisions.

To access quantitatively the timescales at which the hyperfine coupling is modulated, we

also analyzed ξ13C values reported in a previous study[34] for different magnetic fields (1.2

T, 9.4 T, and 14.1 T). FN-2a in CCl4 was chosen as a study system due to its good

DNP performance at low fields. While the efficiency of FN-2a as a PA is higher than TN

at low field (|ξFN-2a13C | > |ξTN13C|), the situation is reversed at high fields (|ξFN-2a13C | � |ξTN13C|),
where the enhancements in 13CCl4 at 9.4 T are ε ≈ 10 and ε ≈ 430 for FN-2a and TN,[34]

respectively. ξFN-2a13C was simulated with eq. 5.4 with the components R1,D, R1,rot and

R1,con (tab. 5.2), where now the scalar part considers not only one but rather two types

of collisions (R1,con = R1,con1 + R1,con2). Despite the few experimental data points, the

correlation time τcon,2 of the additional contribution R1,con2 can be reasonably estimated

due to its large impact on the shape of ξ as a function of the magnetic field (fig. 5.15 and

ref. [34]), while the amplitude F2 acts as a scaling factor. From this analysis, we obtained

τcon,2 = 2.0− 6.0 ps, being τ con,2 = 3.0 ps the best fit parameter, with an amplitude F2

accounting for ∼ 40% of the total scalar contribution (tab. 5.2 and fig. 5.4a).

To shine light onto the origin of this collision on a longer timescale, the behaviour of

nitroxide derivatives was explored by a computational approach combining DFT calculations

and MD simulations. Specifically, we focused on possible structural rearrangements of the

nitroxide groups capable of modulating the hyperfine interaction. The conformational space

of TN and FN-2a was explored by DFT calculations to identify structures corresponding

to true energetic minima (see sec. 5.3.10.1). As already known for TN, a chair-like

conformation constitutes the energetic minimum, while a twist structure is higher in

energy (2.86 kJ/mol), yet still accessible at T = 300 K. For FN-2a the asymmetry of the

linker increases the number of possible conformations but only one chair-like conformation
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Table 5.2: Correlation times and amplitudes of the contributions used for simulating the
coupling factor ξTN13C (from ref. [34]) and ξFN-2a13C as a function of the magnetic field. For
CHCl3, an additional Fermi contact component R1,con1,H arises from hydrogen bond-like
collisions mediated by H atom: the parameter

√
F1,H = 0.5 · 1012 rad/s, τ1,H = 12 ps,

as reported in ref. [34]. τcon,2 is the best fit value within the range τcon,2 = 2.0− 6.0 ps
(fig. 5.15).

Rotation Contact 1 Contact 2
Solvent Radical krot τC

√
F1 τcon,1

√
F2 τcon,2

CCl4 TN − 7.7 ps (a) 1.25 · 1012 0.5 ps − −
CCl4 FN-2a 5·108 637 ps 1.25 · 1012 0.5 ps 1.2 · 1012 3.0 ps
CHCl3 TN − 4.8 ps 1.25 · 1012 0.5 ps − −
CHCl3 FN-2a 5·108 385 ps 1.25 · 1012 0.5 ps 0.8 · 1012 3.0 ps
(a) Data from Liu et al., 2017.[60]

was identified as the most favourable. In contrast with TN, other arrangements, such as

the boat and, higher in energy, the twist, are inaccessible for FN-2a at room temperature.

The dynamics of both polarizing agents were probed by molecular dynamics (MD) simula-

tions in CHCl3 using GROMACS 2018.4[128] and a set of previously reported parameters

for the nitroxide radicals.[165] The results are summarized in fig. 5.4b, where the C-C

distance of the methyl groups on one side of the nitroxide ring is used as a descriptor

of the corresponding ring conformation. For TN, the expected interchange of chair

conformations via twist intermediates is observed (fig. 5.4b). In contrast, FN-2a shows a

stable chair conformation that remains unchanged at the simulation temperature in the

investigated timeframe, in agreement with DFT predictions. However, a different type of

structural variation is observable for FN-2a, best described as the transformation of a

chair to a half-chair conformation of the six-membered ring (fig. 5.4c). With respect to

the DFT results, this corresponds to a transition state between the two conformers of

lowest energy, i.e. a chair and a boat (see sec. 5.3.10). Notably, this structural fluctuation

happens on a timescale of few picoseconds (fig. 5.4b), which correlates well with the one

extracted from the ξ13C experimental data (collision duration 2 · τcon,2 = 4.0− 12.0 ps).

This suggests that the rearrangement of the methyl groups could effectively contribute

to the modulation of the Fermi contact between the NO group and the target molecule,

thus affecting the DNP efficiency.

In conclusion, we have explored how the mobility of the PA affects the efficiency of DNP in
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Figure 5.4: (a) ξFN-2a13C in CCl4 and CHCl3 as a function of the magnetic field: experi-
mental data (squares) and fits with eq. 5.4 (solid lines). The relaxation contributions
calculated with the values in tab. 5.2 and normalized are shown in the top panel. Calcu-
lation for ξTN13C (dotted lines) are shown for comparison.[34] (b) Time trace of the C-C
distance of the methyl groups on one side of the nitroxide ring obtained from MD runs
for TN and FN-2a in chloroform (total time = 10 ns, T = 300 K, integration step =
2 fs). Dark lines are smoothed data (11 pt moving average). (c) Structural variation
observed with the measured distance indicated in orange in FN-2a as extracted from
MD simulation.

liquids. Translational diffusion and rotational diffusion can be disentangled by manipulating

independently the temperature and the molecular size of the PA, respectively. In the

case of 1H-DNP, where the polarization transfer is mainly driven by dipolar relaxation,

fast rotating small molecules or immobilized radicals are the best choices as PAs. The

situation is more complex for DNP on 13C nuclei when fullerene-nitroxides are used as

PAs. The Fermi contact interaction between target molecule and PA is modulated on two

different timescales (2τcon,1 ∼ 1 ps and 2τcon,2· ∼ 6 ps), which are determined by molecular

collision and, as suggested here, by conformational changes of the PA. Our findings show

how rotational diffusion and structural reorientations affect the DNP performances at

specific magnetic fields. We foresee that these results will help in designing optimal

PAs/target systems for efficient DNP in liquids, and eventually boost new applications of

NMR spectroscopy.
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Figure 5.5: Structures of the nitroxide derivatives used as polarizing agents and the
reduced form of TN used for diffusion measurements (TNH).

5.3 Supplementary Information

5.3.1 Sample Preparation

Nitroxide radical 4-Hydroxy-2,2,6,6-tetramethylpiperidine 1-oxyl, known as tempol, was

purchased from Sigma-Aldrich, as well as 3β-DOXYL-5α-cholestane (TP-CLST). 4-

Oxo-2,2,6,6-tetramethylpiperidine-d16,1-15N-1-oxyl (15N-TN-d16) was purchased from

Sigma-Aldrich. 13C-labelled chloroform and tetrachlormethane were purchased from

Eurisotop and Sigma-Aldrich, respectively. Toluene and chloroform were purchased from

Merck KGaA. Fullerene-nitroxides (FN) were synthesized in house as described in ref. [88].

Radical concentration ranges from 0.5mM to 1.5mM and from 3mM to 20mM (tab. 5.3)

for 1H DNP measurements at 0.34T and 13C DNP measurements at 1.2T, respectively

and was calibrated by cw EPR spin counting. About 7 µL of sample was inserted in a

quartz tube with outer diameter of 1.6 mm and inner diameter of 0.8 mm. Samples were

then degassed by freeze-pump-thaw cycles (from one to three) to remove the oxygen

dissolved inside. Due to the degassing procedure, the error of the concentration of the

PA used is around 15%.

5.3.2 Continuous Wave EPR Measurements

EPR spectra are acquired at 9.4 GHz/0.34 T (modulation amplitude 0.1 mT, modulation

frequency 100 kHz) on degassed samples (fig. 5.6 and 5.7). The molecular rotational

correlation time τEPRC was obtained by fitting the data with Easyspin,[166] using the routine
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Figure 5.6: Continuous wave EPR spectra obtained at 9.4 GHz of tempol in chloroform
(black) and toluene (red) at two characteristic temperatures. Fit (solid lines) were
performed with garlic (fast motions regime) routine in Easyspin.[166]

garlic (for tempol and TP-CLST) and chili (for FNs samples), corresponding to the

fast motion and the slow motions regime, respectively. In the case of FN samples, the

rigid linker restricts the motion of the nitroxide radical and assure that the FN molecule

rotates as a whole. As simulation parameters we assumed g = [2.0090,2.0065,2.0022]

and A = [16.9, 19.1, 93.7], the latter with a 10% deviation allowed to improve the fit

quality for different solvent and polarizing agents, whereas the adjusted fit parameters

were kept unchanged within the whole temperature range. τEPRC shows a clear trend as a

function of the temperature in both toluene and chloroform, which can be fitted with an

exponential decay, i.e. τEPRC = τEPR0 +A ·exp(−E/T ) (fig. 5.8). The rotational correlation

times of nitroxide derivatives at room temperature are listed in tab. 5.3, while some of

the spectra are shown in fig.5.7.
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Figure 5.7: Continuous wave EPR spectra obtained at 9.4 GHz of different polar-
izing agents in chloroform at room temperature. Fit (solid lines) were performed in
Easyspin[166] with garlic routine (fast motions regime) for TP-CLST radical and with
chili routine (slow motions regime) for FN samples.
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Figure 5.8: Correlation time of tempol in (a) toluene and (b) chloroform obtained from
cw EPR measurements as a function of temperature (error bar 10%). The solid lines
are the fit with the exponential function τEPRC = τEPR0 +A · exp(−T/E), where A, τEPR0 ,
and E are fit parameters.

5.3.3 Diffusion Coefficient

Diffusion coefficients of the solvents and the radical in the solvent were measured by PFG

(pulsed field gradient) NMR.[119] Measurements were performed on a 400MHz Bruker

UltraShield Avance III HD spectrometer using a 5 mm PAQXI 1H/31P-13C/15N Z-GRD

1832842/0001 probehead. The maximum gradient duration was 2.7 ms using a maximum

gradient strength of 0.385T/m. Experiments were carried out utilizing the standard

87



5 The Influence of Molecular Dynamics on Scalar Dynamic Nuclear Polarization

Table 5.3: Rotational correlation times from cw EPR for different polarizing agents
at room temperature (295 K). Data of fullerene-nitroxides in toluene are from ref. [88]
Error on τEPRC values is ∼10%.

Toluene Chloroform
Radical c (mM) τEPRC (ps) Radical c (mM) τEPRC (ps)
tempol 1 6.4 tempol 0.5 4.6

TP-CLST 1.4 31.0 TP-CLST 0.7 48
FN 1.5 60 FN-1a 1.2 214

FN-1a 1.5 150 FN-2a 1.1 385
FN-2a 1.5 300 TN 10 4.5
FN-3a 1.5 450

Bruker pulse sequence dstebpgp3s introduced by Jerschow and Müller.[119] A gradient

recovery delay of 0.5ms was used and the diffusion time was up to 50 ms. Samples were

measured in a 5 mm tube. Measurements were performed in the temperature range 190

− 310 K, using a liquid nitrogen cooling cabinet for T < 260 K and a dry nitrogen gas

flow for T > 260 K.

The diffusion constant of TN in the solvent was accessed by measuring the diffusion

coefficient of its reduced species tempone-H (TNH, see scheme 5.5). We noted that

TNH is not stable under ambient conditions and slowly oxidizes to its radical form, as

observed via cw EPR. However, the residual 1H NMR signal of the reduced form was still

readily detectable. Stability throughout the measurements of the diffusion coefficient was

ensured via 1H NMR measurements. Minor impurities were detected with NMR but, as

verified by cross check comparisons, they are not affecting the determination of DTL,s.

5.3.3.1 Toluene

The self diffusion coefficient of toluene Dtol as a function of the temperature has been

previously reported by Winkelmann et al. in ref. [161] Those values were reproduced via

PFG-NMR measurements in toluene. The temperature dependency of Dtol over the range

160-320 K was fitted with the Speedy-Angell function, D = a · (T/T0 − 1)γ.[48]

DTL,tol was measured via PFG-NMR for TNH in deuterated toluene. Gradient strength cali-

bration was performed by measurement of the self diffusion coefficient of D2O (residual 1H-
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Figure 5.9: Diffusion coefficient of chloroform (DCHCl3) and TNH in chloroform
(DTL,CHCl3) as a function of the temperature.

signal of HDO was detected) adjusting the obtained value to be D = 1.90 ·10−9 m2/ s.[167]

Data analysis was performed as discussed in ref. [119]. The temperature dependence

of DTL,tol over the range 190 − 320K was fitted using a Speedy-Angell function D =

a · (T/T0 − 1)γ, where, due to the limited temperature range, the parameters T0 and γ

were obtained from Dtol curve.

5.3.3.2 Chloroform

Measurements of DCHCl3 and DTL,CHCl3 were performed over the temperature range

218− 310K. Deuterated chloroform was used as solvent and the self-diffusion coefficient

of CHCl3 was determined via detecting the residual 1H NMR signal. Experimental data

obtained in the range 218− 260 K shows a systematic error in the absolute value of D,

probably due to convection effects.[168] Therefore, the low temperature data of DCHCl3

were rescaled according to literature values at 250 K (fig. 5.9). The same scaling was

used for DTL,CHCl3. The data are reported in tab. 5.5. Experimental data were fitted

assuming an Arrhenius like behaviour[169] (i.e. D(T ) = a exp(−T/T0)). The fit parameters

are displayed in tab. 5.4.
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Figure 5.10: DFT optimized geometries for two orientations of the complex TL/toluene.
Distances between the closest H atom of toluene and the two atoms on which the
electron spin density is localized are marked. Color code for the structure: H - white; C -
beige; N - blue; O - red.

5.3.4 Geometry Optimization for the TL/Toluene Complex

The simulation package Orca 4.0[120] was used for geometry optimization. DFT calcu-

lations were performed at the B3LYP level of theory using the 6-311++G**/G basis

set. A dispersion correction as well as a continuum model accounting for dielectric

properties of the solvent was used. The optimized geometries for different orientations of

tempol/toluene are displayed in fig.5.10.

Since the electron spin density of the nitroxide is localized on the NO group (about 50%

Table 5.4: Parameters of the Speedy-Angell function D(T ) = a · (T/T0 − 1)γ used
to fit D(T ) of toluene in fig. 5.1. For chloroform experimental data were fitted to an
Arrhenius function D(T ) = a · exp (−T0/T)

.

a T0 γ

Dtol 1.49× 10−9 137.4 2.35
DTL,tol 0.72× 10−9 137.4 2.35
DCHCl3 3.40× 10−7 1503 −
DTL,CHCl3 3.06× 10−7 1671 −
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Table 5.5: Diffusion coefficients of TNH in toluene (DTL,tol), TNH in chloroform
(DTL,CHCl3) and self-diffusion coefficient of chloroform (DCHCl3) as a function of the
temperature. Errors are estimated to be 10% of the determined value.

Temperature (K) DTL,tol (×10−9 m2/s) DTL,CHCl3 (×10−9 m2/ s) DCHCl3 (×10−9 m2/s)
310 − − 2.78
298 1.20 1.15 2.14
280 0.73 0.76 1.48
270 0.53 0.59 1.18
260 − − 0.92
253 0.49 0.40 0.91
242 0.36 0.34 0.79
230 0.25 0.22 0.57
218 − 0.14 0.40

on each atom), the distances between the nearest proton of toluene and the two atoms

were measured (fig. 5.10). The resulting average rD was taken as the inter-spin distance.

It is worth noticing that d is slightly shorter for protons of the aromatic ring (d = 2.7 Å)

then for the ones of the methyl group (d = 2.9 Å).

5.3.5 1H-DNP Measurements at 0.34 T

5.3.5.1 Saturation Factor

The saturation factor s was obtained via ELDOR experiment.[84] In such experiments, the

detection is performed on one of the EPR lines, while an ELDOR pulse (3−5µs) is swept

in frequency through the EPR spectrum (see inset of Fig.5.11). Whenever the ELDOR

pulse is on resonance with an EPR line, a drop in signal intensity is observed Fig.(5.11).

The intensity si (with i= 1, 2, 3) of these peaks depends on Heisenberg exchange and

internal relaxation. The effective saturation factor is calculated by seff = (s1 + s2 + s3)/3.

5.3.5.2 Leakage Factor and Build-up Time

The leakage factor f is defined by f = 1− T1n
T 0
1n
, where T1n and T 0

1n are the nuclear relaxation

times with and without polarizing agent. Nuclear relaxation times were measured using
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Figure 5.11: ELDOR curves for tempol in chloroform at room temperature. The pulse
sequence is displayed in the inset. Blue arrows indicate the position of the detection
pulse whereas the frequency of the ELDOR pulse was swept through the EPR spectrum
(red).

a saturation recovery experiment with FID detection (8 saturation pulses, τsat = 6µs,
π/2 = 6µs, 60W). Data were fitted with a single exponential function.

Additionally, the DNP build-up time TBuild-up was measured for each sample and tempera-

ture. The pulse sequence consists of a mw irradiation pulse followed by an NMR detection

(see fig. 5.12). The mw pulse duration was increased step-by-step until a steady state in

signal intensity was reached.

As the relaxation time is sensitive to the temperature, the comparison of TBuild-up measured

under mw irradiation with T1,n measured without mw irradiation allows the evaluation

of heating effects on the sample during microwave irradiation. If TBuild-up ∼ T1,n holds,
heating effects are negligible. Sample heating is negligible for toluene except for the two

lowest temperatures (tab. 5.6), while it is not for chloroform (tab. 5.7). Consequently,

the build-up time has been used as a calibration for the local temperature of the sample

under mw irradiation. According to this, the obtained coupling factors have been adjusted

to their respective local sample temperature.

5.3.5.3 NMR Enhancement

DNP enhancements were evaluated by comparing the NMR intensities recorded with

(DNP) and without (Boltzmann) microwave irradiation. Boltzmann signals were acquired
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Figure 5.12: T1n measurement (top) and TBuild-up measurement (bottom) obtained at
two representative temperatures for a sample of toluene (aromatic ring protons) doped
with tempol. Red curves represent exponential fits.

with a number of scans NSBltz = 4 �128 and a recycle delay of 5 · T1,n. DNP signals were

obtained after a mw pulse lasting several seconds. Two example spectra are shown in

fig. 5.13. The maximum enhancement was obtained by irradiating with mw for a pumping

time ∼ 5 · TBuild-up. The enhancements ε were then evaluated considering the signal

integrals I

ε =
IDNP
IBltz

·
NSBltz
NSDNP

. (5.5)
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Figure 5.13: 1H-DNP spectra at 0.34 T of toluene (left) and chloroform (right) doped
with TL. The chemical shift difference between enhanced and thermal equilibrium spectra
is due to field instabilities during the measurements time, since the magnet was not
equipped with locking.

5.3.6 1H Coupling Factor

5.3.6.1 Experimental Data

The coupling factor ξ was obtained with the Overhauser equation ξ = (ε− 1)/
(
sefff

γe
γn

)
,

where seff, f , and ε were experimentally measured as described in the previous sections.

Table 5.6 and 5.7 summarize the Overhauser parameters for tempol in toluene and

chloroform, respectively, obtained at 0.34 T. Table 5.8 reports the coupling factor measured

at 0.34 T and room temperature for nitroxide derivatives. The nitroxide derivative TP-

CLST was not tested in toluene due to an anomalous broadening of the NMR line, which

was ascribed to radical/solvent aggregation. The influence of radical concentration c was

tested in chloroform doped with 10 mM of tempol and FN-2a, revealing that, within this

range, c does not affect ξ. These results are summarized in tab. 5.9.

5.3.7 13C DNP Measurements

13C-DNP experiments at 1.2 T were performed on an instrument having both EPR and

NMR capabilities, and whose technical details have been described elsewhere.[34] A custom

made copper coil was inserted in a Bruker cylindrical resonator (ER-5106QT/W) to

enable NMR detection. Samples (5-8 µL) were filled in quartz tube with a 1.6 mm outer
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Table 5.6: Nuclear relaxation times and Overhauser parameters for each temperature
measured in toluene at 0.34 T. The sample was doped with ∼ 1−1.5 mM of tempol.
Protons belonging to the aromatic ring and the methyl group are distinguished. Error
on f and seff is ∼ 5%, while for ε is ∼10%. Error on ξ has been quantified as 15%.

Aromatic ring protons
Temperature (K) T1,n (s) TBuild-up (s) T dia

1,n (s) a f seff ε ξ

210b 1.1 1.0 1.9 0.52 0.63 -13.3 0.057
220b 1.5 1.55 2.3 0.52 0.60 -22.4 0.11
220 1.5 1.63 3.3 0.54 0.60 -28.2 0.14
230 1.9 2.0 4.5 0.57 0.57 -33.5 0.16
240 2.6 2.4 5.3 0.52 0.59 -33.8 0.17
250 2.8 2.8 7.1 0.61 0.55 -43.3 0.20
260 3.2 3.4 8.2 0.60 0.57 -59.5 0.26
270 4.0 3.9 10.5 0.62 0.59 -59.8 0.25
280 4.5 4.1 11.4 0.61 0.51 -55.8 0.28
297 5.5 5.5 12.5 0.56 0.58 -61.1 0.29

Methyl group protons
Temperature (K) T1,n (s) TBuild-up (s) T dia

1,n (s) f seff ε ξ

210b 1.1 1.1 1.5 0.45 0.63 -8.8 0.052
220b 1.8 1.8 2.0 0.38 0.60 -15.5 0.11
220 1.8 1.7 2.9 0.38 0.60 -18.8 0.12
230 1.9 2.0 3.7 0.49 0.57 -24.3 0.13
240 2.2 2.2 4.3 0.49 0.59 -31.6 0.16
250 2.4 2.6 5.3 0.55 0.55 -31.7 0.15
260 3.3 3.1 6.3 0.48 0.57 -35.0 0.19
270 3.7 3.8 7.1 0.48 0.59 -36.7 0.25
280 4.1 3.6 7.5 0.45 0.51 -44.7 0.29
297 4.7 4.7 8.1 0.42 0.58 -44.8 0.28

a T1,n of toluene without radical. b Temperature calibrated with TBuild-up.

diameter, and then degassed with freeze-pump-thaw cycles. The effective saturation

factor seff was measured with ELDOR sequence, as described in section 5.3.5. Due to the

lack of NMR sensitivity, the nuclear relaxation time T1,n was measured recording the signal

intensity as a function of the delay time after a mw pump pulse. The latter was calibrated
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Table 5.7: Nuclear relaxation times and Overhauser parameters for each temperature
measured in chloroform at 0.34 T. The sample was doped with ∼ 0.5−1 mM of tempol.
For repeated measurements, the average of the coupling factor values has been reported
in the text. Errors on f is ∼ 5%, while for ε and seff is ∼10%. Error on ξ has been
quantified as 15%.

Temperature (K) T1,n (s) TBuild-up (s) T dia
1,n (s)a f seff ε ξ

230b 1.1 1.15 29.3 0.96 0.63 -24 0.063
230b 1.1 1.15 29.3 0.97 0.61 -43 0.11
240b 1.55 1.4 32.8 0.96 0.39 -36 0.15
240b 1.55 1.4 32.8 0.96 0.55 -44 0.13
250b 1.69 1.8 38.1 0.96 0.46 -55 0.19
250b 1.69 1.8 38.1 0.96 0.50 -58 0.18
250 1.69 1.8 44.9 0.96 0.48 -49 0.16
250 1.69 1.8 44.9 0.96 0.48 -55 0.18
260 2.1 2.1 52.7 0.96 0.45 -57 0.20
270 2.2 2.3 61.2 0.96 0.49 -60 0.19
270 2.2 2.3 61.2 0.96 0.45 -55 0.19
280c 2.7 2.4 69.9 0.96 0.44 -62 0.22
280c − − 69.9 ≈ 0.96 0.45 -81 0.28
297 2.8 2.9 82.5 0.97 0.45 -85 0.30d

a T1,n of chloroform without radical. b Temperature calibrated with TBuild-up. c Due to temperature
instabilities, error on this data point has been quantified as 20%. d Within the experimental error, the value

agrees with the prediction from MD theory reported in ref. [160].

to observe the 13C NMR signal and limit heating effects. Overhauser parameters obtained

at 1.2 T are summarised in tab. 5.10.
13C enhancements at 9.4 T and 14.1 T have been previously published in ref. [34]. The

effective saturation seff at 14.1 T was previously estimated as seff ∼ 0.1 and, being

f ∼ 0.98 for c ∼ 10mM, the coupling factor results ξ13C = −0.01. The effective

saturation could not be experimentally measured at 9.4 T. We assumed a variability

interval between seff = 0.1, considering that the mw is provided by a gyrotron source,[34]

and seff = 0.6, which can be assumed as the maximum value in case the irradiated line is

fully saturated.[88] Therefore, the coupling factor range is ξ13C = 0.0002− 0.035. Despite

the error is quite large, the absolute values are small and do not compromise our analysis.
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Table 5.8: Nuclear relaxation times and 1H Overhauser parameters for chloroform
doped with nitroxide derivatives (c ∼ 1−1.5 mM) at room temperature at 0.34 T.

Solvent Radical T1,n (s) TBuild-up (s) f seff ε ξ

Chloroform TP-CLST 2.2 2.2 0.97 0.60 -104 0.27
Chloroform FN-1a 0.9 0.9 0.99 0.86 -104 0.21
Chloroform FN-2a 0.7 0.7 0.99 0.87 -116 0.20

Table 5.9: Nuclear relaxation times and 1H Overhauser parameters at 0.34 T for tempol
and FN-2a in chloroform at room temperature. Radical concentration was ∼ 10 mM.

Solvent Radical T1,n (s) TBuild-up (s) f seff ε ξ

Chloroform tempol 0.18 0.13 0.998 0.70 -170 0.37a

Chloroform FN-2a 0.11 0.10 0.998 0.93 -121 0.20
a A severe temperature deviation has been observed for this sample, causing a shift of the coupling factor

value with respect to the one measured with c ∼ 1 mM (tab. 5.7).

Table 5.10: Nuclear relaxation times and 13C Overhauser parameters for nitroxide
derivatives at room temperature at 1.2 T. Radical concentration is ∼ 10 mM for all the
samples. Relative error in coupling factors is 15%.

Solvent Radical T1,n (s) TBuild-up (s) f seff ε ξ
13CCl4 TN 18.5 16.6 0.925 0.25 252 −0.41a

13CCl4 TP-CLST 2.9 3.4 0.99 0.12 150 −0.48
13CCl4 FN-2a 19.6 18.4 0.90 0.28 425 −0.64
13CCl4 FN-2a 3.8 3.8 0.98 0.33 550 −0.65a

13CHCl3 TN 4.5 4.0 0.85 0.25 260 −0.46a

13CHCl3 TP-CLST 2.8 2.9 0.90 0.29 350 −0.51
13CHCl3 FN1a 2.6 2.8 0.92 0.22 355 −0.67b

13CHCl3 FN-2a 3.5 3.1 0.89 0.30 370 −0.53a

a ref. [34]. b Instability of the fullerene nitroxide FN-1a was observed in labelled compound 13C labelled
chloroform. Error for this data point has been estimated as 20%.
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5.3.8 Simulation of the 1H Coupling Factor

The fit of ξ1H as a function of the temperature for TL either in chloroform or toluene

was performed with eq. 5.4. The rotational contribution R1,rot and the scalar component

R1,con are both negligible. Therefore, eq. 5.4 reduces to

ξ =
5

7

(
1−

3JD(ωn,τD)

7JD(ωe,τD) + 3JD(ωn,τD)

)
, (5.6)

where JD(ωi ,τD) is defined by the ffhs model (eq. 2.33). The diffusion coefficients Ds and

DTL,s have been obtained as described in section 5.3.3. Consequently, the fit required

only rD as fit parameter. The best fit is obtained for r ringD = 3.5Å and rmethyl
D = 3.9 Å for

toluene, and rD = 3.65 Å for chloroform.

ξ1H for nitroxide derivatives as polarizing agents was measured at room temperature and

simulated with eq. 5.4 as a function of the rotational correlation time τC = τEPRC . With

the scalar contribution being R1,con = 0, eq. 5.4 results

ξ =
5

7

(
1−

3krotJrot(ωn,τC) + 3kDJD(ωn,τD)

R1,D + R1,rot

)
. (5.7)

The translational diffusion contribution is completely defined (i.e. R1D independent of

τEPRC ) by the diffusion coefficient Ds (for either chloroform or toluene), the distance

of minimum approach rD as determined from the previous analysis, and the radical

concentration c experimentally determined. The rotational contribution has τC = τEPRC as

correlation time, where τEPRC was measured by cw EPR (Section 5.3.2). The amplitude

krot is the only fit parameter, and resulted krot = 0.8× 108 for toluene and krot = 0.5 · 108

for chloroform. The summary of the parameters used in the fit procedure is reported in

tab. 5.11.

Figure 5.14 is the same figure as fig. 5.2 with a larger τEPRC range. It showcases that

for very short and very long τEPRC values (20 × 10−12 s> τC > 10−5 s), R1rot becomes

negligible and the coupling factor is dominated by translational diffusion.
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Table 5.11: Fit parameters used in eq. 5.2 to fit ξ1H as a function of the correlation
time τC = τEPRC . Error on krot is ∼10%.

Translational diffusion Rotation
Solvent Ds (m2/s)a rD (Å) τD (ps)b c (mM) krot

Toluene (ring) 2.14× 10−9 3.5 57 1.5 0.8× 108

Toluene (methyl) 2.14× 10−9 3.9 73 1.5 0.8× 108

Chloroform 2.16× 10−9 3.65 61 1 0.5× 108

a Self-diffusion coefficient of the solvent at 297 K. b τD = r2
D/Ds.
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Figure 5.14: Experimental data (red dots) and simulation (red line) of ξ1H as a function
of τC of of the PA in CHCl3. R1,rot (black line) and R1,D (dashed red) are displayed in
the top panel. For clarity, values were normalized to unity as a maximum value.

5.3.9 Simulation of the 13C Coupling Factor

Coupling factor ξ13C was measured at room temperature in 13CCl4 and 13CHCl3 doped

with nitroxide derivatives. Equation 5.4 can be used to predict ξ13C as a function of τC.

The translational diffusion contribution was computed with the ffhs model and the values

rD from ref. [34] and the diffusion coefficient rescaled for large polarizing agent. We

note that rD is larger for 13C (3.85 Å) than for 1H (3.65 Å), as expected. However, as

previously noted by Sezer in ref. [153], rD only partly correlate with a single structural

property, while it reflects a more complex dynamic behaviour (and includes, for instance,
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Table 5.12: Parameters used for simulating ξ13C as a function of τC at 1.2 T for 13CCl4
(eq. 5.8) and 13CHCl3 (eq. 5.9) doped with nitroxide derivatives.

Transl. diffusiona Rotation Contact 1a Contact 1,Ha

τD (ps) krot τEPRC (ps)
√
F1 rad/s τcon,1 (ps)

√
F1,H rad/s τ1,H (ps)

CCl4 115b 5 · 108 637 1.25 · 1012 0.5 − −
CHCl3 76/55c 5 · 108 385 1.25 · 1012 0.5 0.5·1012 12

a ref. [34]. b rClD = 4.0 Å; DCCl4 = 1.4·10−9 m2/s. c rClD = 4.0 Å; rHD = 3.4 Å; DCHCl3 = 2.1·10−9 m2/s.

the angle of approach). Therefore, the comparison of rD extracted from the ffhs model

should take into account such approximation.

The contact contribution was described with the pulse model (eq. 5.3) and consists of

short timescale collisions with duration τcon,1 = 0.5 ps.[34,60] The rotational contribution

was calculated with: (i) the amplitude krot obtained from the analysis performed at 0.34

T and rescaled linearly for a concentration of c ∼ 10 mM; since a bound state due to

secondary interactions is unlikely, we did not include other scaling factors (such as the

distance). (ii) τC = τEPRC , where τEPRC was measured by cw EPR for FN-2a. For 13CCl4
doped with nitroxide derivative, the coupling factor results

ξ =
5

7

(
1−

3kClD JD(ωn,τ
Cl
D ) + 3krotJrot(ωn,τC)

RCl
1,D + R1,rot + R1,con1

)
−

12

7

(
R1,con

RCl
1,D + R1,rot + R1,con1

)
. (5.8)

In the case of chloroform, the polarization transfer is mediated by either H or Cl. The

coupling factor has been calculated considering 3/4 of the CCl4 contribution, accounting

for Cl mediated collisions and diffusion[34,60]

ξ =
5

7

(
1−

0.75 · 3kClD J
Cl
D (ωn,τ

Cl
D ) + 3kHDJ

H
D(ωn,τ

H
D) + 3krotJrot(ωn,τC)

0.75 · RCl
1 + R1,rot + RH

1,D + R1,con1,H

)
(5.9)

−
12

7

(
0.75 · R1,con1 + R1,con1,H

0.75 · RCl
1 + R1,rot + R1,con1,H

)
, (5.10)

where RCl
1 = RCl

1,D + R1,con1. Table 5.12 shows a summary of the parameters used for

simulating ξ13C at 1.2 T as a function of τC for 13CCl4 and 13CHCl3.

The field dependence of ξ13C was investigated for 13CCl4 and 13CHCl3 doped with FN-2a.

The coupling factor was simulated with eq. 5.8 and eq. 5.9 plus an additional contact
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Figure 5.15: Coupling factor of FN-2a in CCl4 as a function of the magnetic field. The
simulations were performed with eq. 5.8 and a second contact contribution R1,con2 with
τcon,2 as collision time and

√
F2 = 1.2 · 1012 as amplitude.

TN chair TN twist

Erel = 0 kJ/ mol Erel = 2.86 kJ/ mol

Figure 5.16: DFT-optimized conformations and relative energies (excluding dispersion
correction) for TN.

component R1,con2 described with the Pulse model and having
√
F2 = 1.2 · 1012 for CCl4

(
√
F2 = 0.8 · 1012 for CHCl3) and τcon,2 = 3.0 ps (see tab. 5.15). The latter has been

chosen as the best fit parameter within the range τcon,2 = 2.0− 6.0 ps (fig. 5.15).

101



5 The Influence of Molecular Dynamics on Scalar Dynamic Nuclear Polarization

5.3.10 DFT and MD Simulations of TN and FN-2a

5.3.10.1 DFT Calculations

All calculations were performed with Orca 4.0.1.[120,121] For the investigation of the

conformations of the TN and FN-2a polarizing agents, geometry optimizations were

performed using the B3LYP functional in combination with the def2-TZVPP basis

set.[170] Additionally, the resolution-of-the-identity and chains-of-spheres approximations

(RIJCOSX with def2/J auxiliary basis set) as well as dispersion correction (D3BJ) were

employed.[122,123,171,172] Tight convergence criteria for the SCF (TIGHTSCF) and the

optimization procedure (TIGHTOPT) were chosen. For comparison of the relative energies

of the various conformations, the calculated dispersion corrections were neglected. To

reduce the computational demand, a small model system for FN-2a was used, wherein

only two six-membered rings of the C60 moiety were retained. Graphical representations

of the determined minima and corresponding relative energies are summarized in fig.5.16

and fig.5.18.

5.3.10.2 MD Parameters and Simulations

Partial charges Partial charges for chloroform and TN were obtained by the following

approach: the structure of the respective system was geometry-optimized (Orca 4.0.1,

HF/6-31g*). Based on this, charges were fitted using the RESP methodology as

implemented in Multiwfn 3.6.[173,174] During the fitting procedure, identical charges were

imposed for symmetry-related positions. Charges for chemically equivalent groups (e.g.

nitroxide methyl groups) were subsequently averaged. The charges for chloroform are

summarized in tab. 5.13. Notably, the values for Cl and H are close to previously reported

data with some variation for the central carbon atom.[175]

Table 5.13: Partial charges for chloroform.

Atom Partial charge (e)
C −0.16354

Cl −0.03217

H 0.26005
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Table 5.14: Partial charges for TN, labeling of the atoms is displayed in fig.5.17.

Atom Partial charge (e) Atom Partial charge (e)
O1 −0.29810 C3 0.87587

O2 −0.59783 C4 −0.44168

N −0.15144 H1 0.16391

C1 0.59983 H2 0.11526

C2 −0.65010

The large system size of FN-2a leads to uneconomical computational demand of the

direct DFT investigation. In addition, the RESP methodology is known to give inaccurate

results for buried atoms.[173] Thus, charges for this molecule were determined using

several smaller models for parts of the system. The structures of all model systems were

geometry-optimized (Orca 4.0.1, HF/6-31g*), prior to RESP fitting. First, the effect of

the radical linker on the fullerene was investigated using a system containing a C60 core

and an attached N-methyl pyrrolidine ring (see fig. 5.20, left). RESP fitting showed that

all fullerene carbon atoms except those in the pyrrolidine ring (+0.40319 e) have charges

very close to zero with a total charge of −0.34694 e (sum over 58 atoms).

Similarly, a model of a fullerene with an attached dimethyl malonate ester was used to

study the effect of this type of substitution (fig. 5.20, right). For this second system,

RESP fitting indicated that the fullerene carbons in the cyclopropane ring (+0.54709

e) and their nearest neighbors (−0.19764 e) have partial charges significantly different

from zero, leaving a total of +0.20118 e on the remaining 52 fullerene carbon atoms.

The charges for the malonate group were also derived with this model and are included

Figure 5.17: Atom numbering scheme for TN.
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FN-2a model twist-1 FN-2a model twist-2 FN-2a model twist-3

FN-2a model twist-4 FN-2a model boat

FN-2a model chair-1 FN-2a model chair-2

Erel = 0 kJ/mol

FN-2a model chair-3

Erel = 34.42 kJ/mol Erel = 28.82 kJ/mol

Erel = 11.48 kJ/mol Erel = 8.42 kJ/mol Erel = 20.43 kJ/mol

Erel = 24.23 kJ/mol Erel = 4.35 kJ/mol

Figure 5.18: DFT-optimized conformations and relative energies (excluding dispersion
correction) for the FN-2a model system.

in tab. 5.15. Finally, the sum charge of the methyl groups (0.50406 e) was used as a

restraint for the charges of the various chain conformations (see below).

Next, the charges of the TEMPO radical and pyrrolidine linker were inferred from the model

depicted in fig. 5.21, corresponding to the most favorable conformation as determined by

DFT (chair-1, see above). For the RESP fitting procedure, the charges of the fullerene

carbon atoms were fixed to +0.40319 e for those in the pyrrolidine ring and −0.00598 e

for the remainder (−0.34694 e evenly distributed over 58 atoms). The charge values
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chain model configuration 2

chain model configuration 5

chain model configuration 8

Erel = 4.35 kJ/mol

Erel = 3.75 kJ/mol

Erel = 3.10 kJ/mol

chain model configuration 3

chain model configuration 6

chain model configuration 9

Erel = 44.76 kJ/mol

Erel = 2.13 kJ/mol

Erel = 26.19 kJ/mol

chain model configuration 1

Erel = 0 kJ/mol

chain model configuration 4

chain model configuration 7

chain model configuration 10

Erel = 6.54 kJ/mol

Erel = 6.42 kJ/mol

Erel = 7.50 kJ/mol

Figure 5.19: DFT-optimized conformations and relative energies (excluding dispersion
corrections) for the chain model system.

obtained for this system (except those in the fullerene) were directly used for FN-2a (see

tab. 5.15).

Finally, for the determination of the charges in the substituent chain, various conformations
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Figure 5.20: Model systems for investigations of fullerene charges.

of a suitable model system (see fig. 5.19) were DFT-optimized (Orca 4.0.1, HF/6-

31g*). As previously, the fullerene was replaced by two six-membered rings to reduce the

computational demand. As expected, the all-trans conformation 1 is the most favourable

one. Gauche conformations involving the C3 chain are associated with only slightly higher

energies (conformations 5-8) unless they lead to significant steric interaction of the tert-

butyloxycarbonyl protecting group (conformations 9 and 10). Additionally, the rotation of

the entire chain (resulting in parallel orientation of both ester groups, conformation 2)

and formation of a cis-peptide bond (conformation 4) appears to be possible at 300K.

For the ester group, the Z -isomer is clearly preferred (compare conformation 3).

Partial charges for the atoms in the chain substituent were obtained by RESP fitting of

the conformations given in fig. 5.19, excluding the high-energy conformations 3 and 9.

The total sum charge of the chain was constrained to 0.25203 e, the value for each of

the methyl groups in the model system discussed above (fig. 5.20, right). The charges

were subsequently averaged based on the Boltzmann populations of the remaining 9

Figure 5.21: Model system for the determination of the partial charges of the nitroxide
group and linker.
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Figure 5.22: (Left) FN-2a molecules with different positions for the two cyclopropyl
substitutions. (Right) Time traces of the C-C distance between the methyl groups on
the nitroxide ring. Simulation details are described in the text.

conformations at 300K, leading to the values given in tab. 5.15. For the fullerene carbon

atoms in FN-2a an additive model was assumed, combining the weak electron-donating and

electron-withdrawing effects of the pyrrolidine and cyclopropyl substituents, respectively

(models in fig. 5.20). The resulting charge value was evenly distributed over all fullerene

carbon atoms not directly influenced by the substitutions (46 atoms in FN-2a).

Since the precise position of the cyclopropyl substitutions on the FN-2a molecule is

unknown (it is likely a mixture of different substitutions), two models with different

substitution patterns were arbitrarily chosen for the MD simulations (fig. 5.22). The

results indicate that the dynamic behavior of the nitroxide moiety - responsible for DNP -

is independent on the substitution positions (fig. 5.22).

Bond, angle and non-bonding parameters For chloroform, the relevant bond and

angle parameters were taken from the literature[175] and translated to the Gromacs

format. Parameters for the TN and FN-2a systems were built using Acpype 0.1.[176]

The parameters for the TEMPO moiety were then adjusted manually to match those

specifically derived for nitroxide radicals.[165] The dummy atoms representing the nitroxide

oxygen lone pairs in the original setup were omitted in our simulations.
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Table 5.15: Partial charges for FN-2a. All fullerene carbon atoms except those indicated
and their sysmmetry equivalent ones are assumed to have the same charge as C1. For
atoms labels please refer to fig. 5.23.

Atom Partial charge (e) Atom Partial charge (e)
O1 −0.27273 C11 −0.98987

O2 −0.62003 C12 1.08481

O3 −0.47427 C13 0.04027

O4 −0.61824 C14 0.06630

O5 −0.58987 C15 0.32713

N1 0.12799 C16 1.05500

N2 −0.32471 C17 0.74084

N3 −0.86661 C18 −0.45627

C1 0.00121 H1 0.28600

C2 0.40318 H2 0.18655

C3 −0.19764 H3 −0.22414

C4 0.54706 H4 0.14261

C5 −1.08335 H5 0.06602

C6 0.29144 H6 0.01557

C7 −0.71061 H7 −0.02143

C8 0.31753 H8 0.38150

C9 0.61905 H9 0.10713

C10 −0.57676

Figure 5.23: Atom numbering scheme for the side chain and the nitroxide group of the
fullerene nitroxide.

System setup, equilibration and simulation details All MD simulations were carried

out with Gromacs 2018.4.[125–128] The PA was placed in a pre-equilibrated box of chloroform

molecules (1348 for TN, 2485 for FN-2a), energy minimized and equilibrated for 500 ps in
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the nvt and 500 ps in the npt ensembles, giving final densities (1.485 g · cm−3) very close to

the experimental value for chloroform (1.49 g/cm3 at 25◦C from Sigma-Aldrich catalogue).

The isothermal compressibility was matched to the literature value of 1.01·10−4 bar−1.[177]

Simulation runs of 10 ns duration were then conducted with a temporal resolution of

200 ps. For all procedures integration steps of 2 fs were used.
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Electron Spin Relaxation Times at
9.4 Tesla 6

Electron spin relaxation properties are essential in liquid state DNP. Specifically, the

electron spin transverse relaxation time (T2e) and the electron spin longitudinal relaxation

time (T1e) contribute significantly to the saturation factor s of the Overhauser equation

(see eq. 2.17 and eq. 2.56).[85] Knowledge of T1e and T2e enables the evaluation of

the microwave efficiency from DNP experiments.[85] Additionally, optimization of T1e
and T2e may significantly boost the saturation factor and therefore the NMR signal

enhancement.[84]

While T2e is obtained from the linewidth (LW) of a cw EPR measurement, T1e is usually

determined via pulsed EPR experiments.[96,178]

However, experimental data at magnetic fields larger than 3.4T (93GHz) are rare,[134]

because only a few pulsed EPR spectrometers exist beyond this frequency (ν > 93GHz).

Furthermore, due to strong mw absorption of the solvent, pulsed EPR experiments

at ∼ 263GHz are challenging. Therefore, the product T1eT2e ≈ 3.5 · 10−16 s2 for

tempol (TL) in water was estimated from a cw power saturation curve.[51] Together with

T2e ≈ 28 ns,[179] determined from the cw EPR linewidth of 50mM TL in H2O, T1e was

estimated to be ∼ 120 ns for TL in water.[179]

Notably, these measurements were performed in the presence of dissolved oxygen, which

should decrease the electron spin relaxation times.[95] This could be one explanation for

the discrepancy of T1e ≈ 120 ns to a prediction from semi-classical relaxation theory

of T1e ≈ 850 ns reported by the same group.[101] The latter value also agrees with

T1e reported at 3.4T (T1e ≈ 830 ns)[100] and with a simulation of the T1e frequency
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6 Electron Spin Relaxation Times at 9.4 Tesla

dependence (see fig. 2.8).[96]

In order to critically evaluate the mw performance of the DNP instrument and optimize

the sample preparation and the mw efficiency, T1e and T2e were measured with a 263GHz

(9.4 T) EPR spectrometer. To ensure comparability of the experimental results with DNP

samples, the electron spin relaxation times were measured at room temperature and under

exclusion of oxygen that would otherwise drastically reduce both T1e and T2e. Furthermore,

the radical concentration and the solvent were also the same as for DNP experiments

being 3− 15mM of 15N-TN-d16 (4-Oxo-2,2,6,6-tetramethylpiperidine-d16,1-15N-1-oxyl)

in CCl4.

6.1 Electron Spin Transversal Relaxation Time

The electron spin transverse relaxation time was accessed by evaluation of the LW of cw

EPR experiments. T2e depends mostly on the radical concentration and the presence of

other paramagnetic species such as oxygen.[178,180] Yet, the LW of a cw spectrum at high

magnetic field may be broadened due to the residual (i.e. not averaged) g anisotropy at

high magnetic fields and frequencies.[178,181] Therefore, the same sample was measured

at low magnetic field (0.34T, ∼ 9.5GHz) as well as high field (9.4T, and ∼ 263GHz).

Continuous wave experiments at 263GHz were conducted on a Bruker 263GHz spec-

trometer (see sec. 3.2.4) with a non-resonant probe that allowed for large sample volumes

(∼ 1− 4µL). The samples were prepared in commercial Q-band tubes (O.D. = 1.6mm,

I.D. = 1.1mm, Wilmad Labglass), degassed by freeze-pump-thaw cycles and sealed with

a torch. However, as the probehead limits the tube height to ∼ 4 − 5 cm, sealing of

the tube was performed close to the solution, thereby partially quenching the radical

during the sealing process. Additionally, some solvent (∼ 0− 50 %) evaporated during

the freeze-pump-thaw cycles. Nevertheless, through careful monitoring by X-band cw

measurements, the radical concentration was determined to be c ≈ 5− 15mM during

experiments at 9.5 GHz and 263GHz.

Figure 6.1 shows the first derivative of cw spectra of three different samples at X-band as
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Figure 6.1: Continuous wave measurements at 9.5GHz (a-c) and 263GHz (d-f).
Experimental parameters for a), b), and c): modulation frequency (MF) = 100 kHz,
modulation amplitude (MA) = 0.2G, RG = 60 dB, power P = 20 dB, (≈ 2.0mW),
number of scans (NS) = 3, 1024 points, sweep width (SW) = 100G. Experimental
parameters for d), e), and f): MF = 100 kHz, MA = 1.5G, RG = 39 dB, P = 10−20 dB
(≈ 0.5− 5mW), NS = 1, 1024 points, SW = 100G. Measurements were performed on
5− 15mM 15N-TN-d16 in CCl4.

well as at mm-band. In order to determine T2e from such a spectrum, first the general

form of a complex signal h(t) in the time domain is considered,[74,182]

h(t) = exp(−t/T2e) exp(iω0t). (6.1)
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6 Electron Spin Relaxation Times at 9.4 Tesla

Here, ω0 is the resonance offset and t the time. Fourier transformation of such a signal

leads to[10,74]

F{h(t)} =
∫ +∞

0
h(t) exp(−iωt)dt = H(ω) = A(ω) + iD(ω), (6.2)

with ω being the angular frequency, A(ω) the real and D(ω) the complex (absorption)

and imaginary (dispersion) part of the EPR signal, respectively. In cw EPR, the first

derivative of the absorption spectrum is detected (fig. 6.1). The absorption part of the

signal is expressed as[74,182]

A(ω) =
T2e

1 + (ω − ω0)2T 2
2e
. (6.3)

Calculation of the full width at half maximum (FWHM, Γ) leads to[74,182]

Γ =
2

T2e
. (6.4)

Finally, the FWHM in the absorption spectrum is converted to the peak-to-peak distance

of the first derivative.[182,183]

T2e =
2√

3∆Bppγe
, (6.5)

where ∆Bpp is the separation between the two maxima of the EPR derivative and the

gyromagnetic ratio γe ≈ 1.760859 · 1011 [Hz·radT ].[73] The factor 1/
√

3 arises from the

conversion from absorption signal to the first derivative and γe converts from an angular

frequency to a magnetic field.[183]

The results for T2e are listed in tab. 6.1 and show that the average T2e at 0.34T is a

factor of two larger than at 9.4T (T2e(0.34T) ≈ 47 ns and T2e(9.4T) ≈ 24 ns). The

experimental error is estimated to be ∼ 5− 10 % and mainly depends on the uncertainty

of c. This difference of T2e between X-band and mm-band indicates a more significant

contribution of the g anisotropy to T2e at high magnetic field and highlights the importance

of measuring relaxation properties at the field of interest instead of extrapolating from

low field values. Notably, at W-band (3.4T), T2e = 28 ns[60] for 20mM of 15N-TN in
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6.2 Electron Spin Longitudinal Relaxation Time

Table 6.1: Peak-to-peak distance ∆Bpp and T2e obtained from fig. 6.1 from the low
field resonance of the spectrum. The average T2e at 0.34T (X-band) ist T2e ≈ 47 ns
and at 9.4 T T2e ≈ 24 ns. Uncertainties of these measurements are ≤ 5− 10 % at both
magnetic fields.

∆Bpp at 0.34T (G) ∆Bpp at 9.4T (G) T2e at 0.34T (ns) T2e at 9.4T (ns)
1.4 3.1 39 21
1.4 2.6 47 25
1.2 2.6 25 25

CCl4 was reported, while at 9.4T T2e = 28 ns[179] was obtained for 50mM TL in H2O.

Both reports are in agreement with the herein reported T2e values.

6.2 Electron Spin Longitudinal Relaxation Time

6.2.1 Electron Spin Longitudinal Relaxation Time at 0.35T, 1.2 T,
and 3.4 T

Electron spin longitudinal relaxation times T1e at high magnetic fields in the liquid state

are rare and mostly do not extend beyond 3.4T (93GHz).[60,100,179] Furthermore, while

up to magnetic fields of 3.4 T (∼ 93GHz) the frequency dependence for T1e of TN-d16 in

water was experimentally determined and theoretically reproduced,[96,100] no experimental

data exists at higher magnetic fields to test the theoretical treatment. However, another

study predicted T1e ≈ 850 ns[101] at 263GHz, which agrees with the frequency dependence

calculated by ref. [96] and suggests a frequency independent T1e for magnetic fields

larger than 1.2T (34GHz) (see fig. 2.8). Nevertheless, as already demonstrated for T2e,

experimental evidence is important to draw definitive conclusions for liquid state DNP.

Moreover, these calculations exist only for water and absolute values of T1e may vary

significantly among different solvents.[60,96]

Thus, to experimentally demonstrate the frequency dependence of T1e, measurements

were performed at X-, Q-, W-, and mm-band covering a frequency range of 250GHz.

Following the theoretical framework established in sec. 2.7, experiments were compared

to theoretical predictions. As the goal was to understand the saturation behaviour during
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Figure 6.2: a) Saturation recovery experiment to obtain T1e at X-band. Experimental
parameters: ν = 9.692GHz, B0 = 343.5mT, P = 10 dB, video gain (VG) = 33 dB,
video bandwidth (VB) = 200MHz, 1024 points, tp(π/2) = 36 ns, tp(saturation) = 5µs,
τ(increment) = 4 ns, shots per point (SPP) = 10, shot repetition time (SRT) = 10ms,
NS = 7, dead time after π/2 detection pulse 370 ns. Phase adjustment after the
measurement was 25 ◦. b) Inversion recovery experiment to obtain T1e at Q-band.
Experimental parameters: ν = 34.909GHz, B0 = 1241mT, P = 0 dB, VG = 0 dB,
VB = 200MHz, 512 points, tp(π/2) = 20 ns, τ(increment) = 10 ns, SPP = 20,
SRT = 15ms, NS = 1, dead time after π/2 detection pulse 296 ns, two step phase
cycling (x and −x) of π-pulse. Phase adjustment after the measurement was 7 ◦. c)
Inversion recovery experiment to obtain T1e at W-band. Experimental parameters:
ν = 94.114GHz, B0 = 3343mT, P = 0 dB (≈ 0.6W), VG = 0 dB, VB = 25MHz,
4096 points, tp(π/2) = 20 ns, τ(increment) = 2 ns, SPP = 1, SRT = 3µs, NS = 1,
dead time after π/2 detection pulse 300 ns. Phase adjustment after the measurement
was 0 ◦. Orange lines are mono-exponential fits (y = A exp(−τ/T1e) + y0) for a) and c)
and a bi-exponential fit (y = A exp(−τ/T1e) + B exp(−τ/Tb) + y0) for b). Radical c was
∼ 10mM 15N-TN-d16 for X- and Q-band and ∼ 3mM at W-band in CCl4.

116
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DNP, the experiments were performed with ∼ 3− 10mM 15N-TN-d16 in CCl4.

Access to the electron spin longitudinal relaxation time is usually gained by pulsed EPR

with the inversion recovery or saturation recovery experiment (see sec. 3.3.1), where the

magnetization is either inverted or depleted and its return to equilibrium is monitored via

FID detection. Figure 6.2 shows an FID detected saturation recovery measurement at

X-Band and inversion recovery experiments at Q- and W-band. Measurements at X- and

W-band were performed without phase cycling, while at Q-band a two step phase cycle

for the π pulse was applied. This removed undesirable signals during the FID detection.

Fitting the Q-band data to a bi-exponential fit (y = A exp(−τ/T1e) + B exp(−τ/Tb) + y0))

produced T1e ≈ 463 ns and Tb ≈ 49 ns for the second time constant. The error for

T1e is approximately 10 − 15 % and mainly depends on the signal-to-noise ratio and

the phase stability of the spectrometer during the experiment. Bi-exponential fits for

inversion recovery experiments were previously reported to analyze the Heisenberg exchange

contribution.[84,87,88,103] In such cases, an inversion recovery curve is fitted together with

an electron double resonance (ELDOR) recovery experiment to[84]

i1,2 = A1,2 exp(−2wet)± B1,2 exp(−2we + 2wn + cKX). (6.6)

Here, i1,2 is the signal intensity of the two experiments, we the electron transition rate

((2we)
−1 = T1e), wn the nuclear transition rate of the nitrogen of the nitroxide, c the

nitroxide concentration, and KX the Heisenberg exchange factor. In the ELDOR recovery

experiments, the inversion pulse is performed on the second hyperfine resonance of the

spectrum, while detection is performed on the first resonance.[84]

Even though in this work no ELDOR recovery experiments were performed, Tb was

still used to evaluate the Heisenberg exchange factor using Tb = (2we + 2wn + cKX)−1.

Neglecting wn due to a negligible contribution at high radical concentration,[84] leads

to KX ≈ 2GHzM−1. Both values (T1e ≈ 463 ns, KX ≈ 2.0GHzM−1) agree with

previously reported values obtained on 4mM 15N-TN in CCl4 (T1e ≈ 520 ± 50 ns and

KX ≈ 2.5± 0.8GHzM−1)[60] at the same frequency.

On the other hand, saturation and inversion recovery curves recorded at X- and W-band

(fig. 6.2a and c) were fitted to a mono-exponential decay (T1e(0.34T) ≈ 463 ns and

T1e(3.4T) ≈ 411 ns), because a bi-exponential fit led to T1e ≈ Tb and therefore did
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6 Electron Spin Relaxation Times at 9.4 Tesla

not improve the fit quality. At W-band this may be reasonable, because the radical

concentration was only c ≈ 3.5mM and therefore Heisenberg exchange may be less

significant for the relaxation.[103] A similar behaviour was reported earlier in toluene, albeit

for a concentration below 1mM.[103] As at X-band, measurements were performed on the

same sample as at Q-band, this behaviour remains peculiar, however the obtained results at

X-band (T1e ≈ 463 ns) as well as at W-band (T1e ≈ 411 ns) are in the same range as results

reported in the literature (T1e(0.34T) ≈ 500 ns[184] and T1e(3.4T) ≈ 280− 380 ns).[60]

6.2.2 Electron Spin Lattice Relaxation Time at 9.4 T

After the initial measurements at low to mid magnetic fields, EPR measurements were

performed at 9.4T. As the size of the sample tubes (O.D. = 0.33mm, I.D. = 0.2mm)

reduces significantly at 263GHz, a large amount of solution ∼ 100µL was degassed

by freeze-pump-thaw cycles and transferred to a glove box. The sample consisted of

∼ 10mM 15N-TN-d16 in CCl4. Sample capillaries were filled with the solution under N2
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Figure 6.3: a) Inversion recovery experiments to obtain T1e of 10mM 15N-TN-d16 in
CCl4 at 263GHz at different time points t after removing the sample from N2 atmosphere.
Experimental parameters: ν = 264.139GHz, B0 = 9417mT, P = 0 dB (≈ 50mW),
VG = 21 dB, VB = 200MHz, 512 points, tp(π/2) = 80 ns, τ(increment) = 6 ns,
SPP = 50, SRT = 8ms, NS = 5, dead time after π/2 detection pulse = 130 ns,
measurement time ≈ 20min. Phase adjustment was between 0 and −16◦. b) Blue
circles are the T1e values as obtained from the experiments shown in a) as a function of
the time the sample was exposed to atmospheric oxygen. The orange line is a linear fit
of the T1e data.
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Table 6.2: T1e at 263GHz obtained from inversion recovery experiments on differ-
ent samples. Measurements were performed on 10mM 15N-TN-d16 in CCl4. (*)
c(15N-TN-d16) ≈ 5mM. Inversion recovery measurements and the experimental parame-
ters of the samples 3− 6 are shown in appendix A (fig. A.1 and tab. A.1), while sample 1
and sample 2 are described in fig. 6.3 and fig. 6.4, respectively.

Sample 1 2 3 4* 5 6 ∅
T1e (ns) 300 378 271 226 240 322 289
Tb (ns) 13 0 25 10 17 9

atmosphere and both ends were closed with sealing rubber (Critoseal). Samples were

transported to the spectrometer under N2 atmosphere and only upon insertion into the

resonator exposed to air.

Figure 6.3a shows inversion recovery experiments at 263GHz at different times after

the sample was exposed to air. The inversion recovery experiments were fitted to a

bi-exponential decay (y = A exp(−τ/T1e) + B exp(−τ/Tb) + y0) that produced the electron

spin relaxation time (T1e ≈ 300 ns) and a second time constant Tb ≈ 13 ns (see tab. 6.2,

Tb will be discussed later). Even though the resonator is constantly flushed with He gas,

it is evident that with increasing time T1e reduces. This is attributed to oxygen dissolving

in the sample, thereby reducing the electron spin longitudinal relaxation time. Figure 6.3b

shows a linear dependence of T1e on the time between measurement and exposing the

sample to air. Therefore, the time between the experiment and sample contact to air was

minimized.

Due to the challenging experimental conditions reproduction of the experimental results

was carefully monitored. Table 6.2 lists T1e for six samples, measured under comparable

experimental conditions. The results show that the T1e values range from T1e ≈ 226 ns to

T1e ≈ 378 ns, with reintroduced oxygen probably contributing significantly to the shorter

T1e values.

In contrast to the measurements at Q-band, Tb was too short (Tb ≈ 0 − 25 ns) to

correspond to the Heisenberg exchange rate (see Tb ≈ 49 ns at Q-band).[84] The shorter

time constant may therefore be explained by hardware limitations of the setup, because

the short FID at 9.4T (. 300 ns) required a small dead time (∼ 135 ns) after the π/2

pulse. This led to significant background signal, due to residual signal produced by the
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Figure 6.4: a) Real and imaginary part of the inversion recovery experiment to obtain T1e
of 10mM 15N-TN-d16 in CCl4 at 263GHz without phase adjustment and b) after phase
adjustment by 20 ◦. Experimental parameters: ν = 264.2417GHz, B0 = 9431.1mT,
P = 0 dB (≈ 50mW), VG = 27 dB, VB = 200MHz, 512 points, tp(π/2) = 100 ns,
τ(increment) = 4 ns, SPP = 50, SRT = 15.3ms, NS = 4, dead time after π/2 detection
pulse = 146 ns, measurement time ≈ 20min.

pulse, and may have produced the shorter time constant.

Additionally, the phase stability during the experiment was challenging. Figure 6.4 shows

the real and imaginary part of an inversion recovery experiment without and with phase

adjustment during post processing in a and b, respectively. Under optimized conditions, the

signal intensity of the imaginary part would be zero, however even after phase adjustment

real and imaginary part are not entirely separated.

Furthermore, to assess the quality of the experimental results, the frequency dependence

of T1e was calculated based on the framework established in sec. 2.7. For this eq. 2.75

was used and is recalled here for clarity,[95,96]

1

T1e
=

1

T SR
1e

+
1

T A
1e

+
1

T g
1e

+
1

T therm
1e

+
1

T SD
1e

+
1

TOx
1e
. (6.7)

The different contributions to 1
T1e

are spin rotation 1
T SR
1e
, anisotropy of the hyperfine coupling

1
TA
1e
, anisotropy of the g tensor 1

T g
1e
, rotation of the methyl groups of the nitroxide,[98,99]

1
T therm
1e

, spin diffusion 1
T SD
1e
, and relaxation caused by dissolved oxygen 1

TOx
1e
. For the calculation

1
T SD
1e

and 1
TOx
1e

were neglected, because oxygen was removed during the sample preparation

(although insufficiently at 9.4T). As input data for the other contributions were used:
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Figure 6.5: Experimental values of (T1e)−1 of 15N-TN-d16 in CCl4 as a function of the
frequency (blue symbols). Circles indicate measurements at ∼ 9.5GHz, ∼ 33GHz, and
∼ 93GHz, while the blue square is the smallest experimental (T1e)−1 and the triangle
the average (T1e)−1 at 263GHz. Equation 2.75 (blue line) produced the theoretical
predication for the field dependence considering contributions from spin rotation, g
anisotropy, A anisotropy, and methyl group rotation (spin diffusion). Error bars for
measurements at 9.5− 93GHz represent an uncertainty of 10%. Simulation parameter:
g = [2.0092, 2.0061, 2.0022],[96] A = [29.0, 29.0, 127.0]MHz,[185] I(15N) = 0.5, τC =

3.7 ps (free parameter), Ctherm = 7.0 · 1016, τtherm = 100 ps, and ωref = 9.5GHz.[96,98]

Black circles and black line are the experimental and calculated (T1e)−1 frequency
dependence of TN in H2O and are reproduced from fig. 2.8. Errors for the literature
data were reported to be ∼ 3 %, which lie within the symbol.

g = [2.0092, 2.0061, 2.0022],[96] A = [29.0, 29.0, 127.0]MHz,[185] I(15N) = 0.5, τC =

3.7 ps (free parameter), Ctherm = 7.0 · 1016, τtherm = 100 ps, and ωref = 9.5GHz.[96,98]

Figure 6.5 shows the calculated frequency dependence of (T1e)
−1 for 10mM 15N-TN-d16

in CCl4 (blue line) together with the herein obtained experimental values at 9.5, 33, and

93GHz (blue circles). At 263GHz, the blue triangle represents the experimental average

(T1e)−1 = 1/T1e ≈ 1/282 ns ≈ 3.5µs and the blue square indicates the experimental minimum

(T1e)−1 = 1/T1e ≈ 1/378 ns ≈ 2.6µs. As a comparison, the frequency dependence of TN-d16

in water is also reproduced from the literature (black, for details see fig. 2.8).[96] The

experimental data at low to medium frequency agree well with the calculated behaviour,
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6 Electron Spin Relaxation Times at 9.4 Tesla

while the mean T−1
1e at 263GHz deviates significantly from the predicted dependency. On

the other hand, the discrepancy of the minimum T−1
1e at 263GHz and the simulation is

comparable to the deviations between theory and experiment observed in the literature

(see black data points).[96] This comparison indicates that T1e at high magnetic field

follows the predicted behaviour, if O2 is excluded efficiently from the sample solution.

Notably, the only free parameter of the simulation was the rotational correlation time τC
and the displayed simulation was obtained with τC = 3.7 ps. A previous study obtained

τC = 7.7 ps from fitting cw EPR spectra at 3.4 T for 15N-TN.[60] However, for the herein

presented T1e simulation, g values of TN-d16 in water were employed.[96] As the g values

depend on the solvent,[181] measurement of the g tensor of 15N-TN-d16 in CCl4 will

improve the quality of the simulation. Yet, as the main contribution to T1e at high

magnetic field is the radical (spin) rotation, the g anisotropy only partially accounts for

the discrepancy of τC that should be further investigated.

In summary, the electron spin transverse relaxation time T2e was successfully measured

at 263GHz. Furthermore, also the electron spin longitudinal relaxation time T1e was

measured at four different frequencies including 263GHz. Despite hardware and sample

preparation limitations, T1e was obtained from inversion recovery experiments and the

comparison to the theoretical prediction delivered evidence that the experimental results

are indeed in the range expected by calculations. Further confirmation of the data could

be achieved by improving the phase stability during acquisition as well as better exclusion

of O2 from the sample.

Nevertheless, these results are important for further optimization of DNP at 9.4T,

because they enabled the calculation of the saturation factor as well as an estimation

of B1e. The saturation was estimated to be s ≈ 0.3 − 0.4 (see sec. 7.1.5) using the
13C NMR signal enhancement in neat CCl4 (ε ≈ 135, see fig. C.10), and data from the

literature (ξ ≈ −0.17, f ≈ 0.9− 1).[34] With this and the herein obtained relaxation data

(T1e ≈ 280− 500 ns, T2e ≈ 13− 25 ns) the effective microwave field strength B1e at the

sample was estimated (B1e ≈ 0.5 − 1.0G). A detailed discussion is given in sec. 7.1.5.

As B1e quantifies the efficiency of the mw irradiation, this enabled the evaluation of the

mw components of the DNP setup and contributes to further improvements of the mw

irradiation and sample preparation. Additionally, with the knowledge of T1e and T2e of
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6.2 Electron Spin Longitudinal Relaxation Time

15N-TN-d16, other promising polarizing agents may be identified based on their electron

spin relaxation behaviour.
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Dynamic Nuclear Polarization at
9.4 Tesla 7

Dynamic Nuclear Polarization at 9.4Tesla in liquids at room temperature is the core of

this work. Until recently, DNP in liquids at high magnetic field was deemed mechanistically

unfeasible, because the enhancement of 1H decays rapidly with increasing magnetic field.[46]

Yet, our recent studies reported very large 13C signal enhancement on various compounds,

i.e. ε(CCl4) ≈ 1000 at 3.4T and ε(CBr4) ≈ 600 at 9.4T.[34,60] This demonstrated the

mechanistic viability of liquid state DNP at high magnetic field (B0 ≥ 9.4T).

Not only delivered these studies the proof of concept for DNP at high magnetic field,

they also defined the necessary microwave capabilities for a DNP instrument operating at

a frequency of ∼ 263GHz (B0 ∼ 9.4T). In order to reach a saturation factor of s ≈ 0.5,

an average microwave field of B1e ≈ 0.5 − 1.0G is necessary for nitroxide radicals in

CCl4.[34,60]

Currently, only a few other DNP instruments that operate at high magnetic field have

been reported.[33,68,69] Non-resonant (i.e. without microwave resonator) setups are built

with unconventional geometries: the sample is distributed over a metal mirror, creating a

thin layer of sample[68] or placed in a tube with mw irradiation applied along the axis of

B0.[69] These allow for sample volumes of up to 100µL but, due to mw absorption of

the solvent, cause severe sample heating. Microwave resonant setups either use a helical

resonator or a Fabry-Pérot assembly, which, for the most part, solves the heating problem

but limits the sample volume to V ≤ 100 nL and the magnetic field homogeneity at the

sample position.[33,51]

Building on these results and electron spin relaxation measurements (chapter 6), a new
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7 Dynamic Nuclear Polarization at 9.4 Tesla
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Figure 7.1: a) 263GHz cw EPR wave measurement of ∼ 25− 50mM 15N-TN-d16 and
∼ 5− 10mM BDPA in toluene (black) and ∼ 10mM BDPA and ∼ 10mM galvinoxyl in
toluene (red). The spectra were referenced to giso of BDPA.[186] b) 263GHz cw EPR
measurement of ∼ 2mM 15N-TN-d16 in CCl4 (blue), CHCl3 (red), and H2O (black,
c(15N-TN-d16) ≈ 10mM). N@C60 was used as a reference and calibrated to a carbon
fiber (see appendix B fig. B.1).[105] Experimental parameters are listed in appendix B
tab. B.2 and tab. B.3. c) Microwave power of different sources at varying frequency.
Here, PHEMT means pseudomorphic high electron mobility transistor and IMPATT
impact ionization avalanche transit time diode. (*) Klystrons are available at 263GHz
with 5W output power. (**) Gyrotrons for DNP reach ν = 593GHz with an output
power of at least P ≈ 50W.[187,188] Figure adapted from [189, 190].
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Table 7.1: Aiso and giso of different PAs in different solvents at 9.4 T obtained from the
cw EPR spectra at 263GHz displayed in fig. 7.1. (*) Referenced to giso of BDPA in
toluene.[186] (**) referenced to N@C60. The giso factor of N@C60 was calibrated to the
literature using a carbon fiber (see appendix B fig. B.1).[105]

PA solvent Aiso (MHz) giso
BDPA toluene − 2.0025[186]

Galvinoxyl toluene − 2.0044*
N@C60 CHCl3 − 2.0022
N@C60 CCl4 − 2.0022

15N-TN-d16 toluene 50 2.0059*
15N-TN-d16 CCl4 53 2.0062**
15N-TN-d16 CHCl3 56 2.0060**
15N-TN-d16 H2O 62 2.0057**

liquid state ODNP setup at 9.4T was developed as part of the herein presented work.

Due to the advantage of large sample volumes and high magnetic field homogeneity,

which enables narrow NMR linewidths at 50% peak intensity (LW . 30Hz, under

DNP conditions, see sec. 7.2.2), a non-resonant mw irradiation approach was chosen.

Furthermore, our laboratory houses a 263GHz EPR spectrometer that enables the

measurement of parameters that are important for DNP, such as electron spin relaxation

times and EPR linewidths of different polarizing agents in a variety of solvents at 9.4T

(chapter 6). Therefore, a mw frequency of 263GHz was selected for the new DNP setup.

The EPR spectrometer was used to characterize the properties of radicals commonly

used as PAs in liquid state DNP.[58,60,191] Figure. 7.1a shows the cw EPR spectra of

∼ 25− 50mM 15N-TN-d16 (4-Oxo-2,2,6,6-tetramethylpiperidine-d16,1-15N-1-oxyl) and

∼ 5− 10mM BDPA-d27 (α,γ-Bisdiphenylene-β-phenylallyl-d27) in toluene (black) and of

∼ 10mM BDPA and ∼ 10mM galvinoxyl in toluene (red) that were referenced to giso of

BDPA.[186] At B0 ≈ 9.4T, the resonance frequencies of 15N-TN-d16 and galvinoxyl differ

by ∼ 200MHz and the separation between 15N-TN-d16 and BDPA is ∆ν ≈ 446MHz (see

tab. 7.1 for giso values).

Moreover, fig. 7.1b shows the cw EPR spectra of ∼ 2mM 15N-TN-d16 in CCl4, CHCl3,

and H2O referenced to an N@C60 standard, a fullerene with a nitrogen placed in the

center (giso ≈ 2.022, see appendix B fig. B.1 for g value calibration according to ref. [105]).
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7 Dynamic Nuclear Polarization at 9.4 Tesla
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Figure 7.2: a) Sketch of the 9.4T DNP setup that includes all relevant components
and connections. b) Picture of the installation of the gyrotron in 2020.

Table 7.1 reports the Aiso and giso values, determined from the spectra shown in fig. 7.1.

The comparison reveals that both Aiso and giso are affected by the choice of the solvent.

Along with the observed EPR linewidth of 15N-TN-d16 in CCl4 at ∼ 9.4T (2 − 3G,

5.5− 8.5MHz for a degassed sample, see fig. 6.1), the in fig. 7.1 reported variations of

giso indicated that a frequency agile mw source would be necessary to perform DNP with

different PAs and in different solvents.

Aside from the mw frequency, also the mw power is important for ODNP and one goal of

the new setup was to avoid any power limitations due to the choice of the mw source.

Figure 7.1c shows the mw output power of different mw sources: Although the plot is from

1999,[189,190] it is still valid for the frequencies that concern DNP NMR and demonstrates

that the gyrotron enables the largest flexibility in terms of mw power at a frequency of

263GHz.

These two requirements (high power and frequency flexibility) led to the decision to

equip the liquid state DNP setup with a frequency agile gyrotron, which is shown in

fig. 7.2 together with a picture of the installation. The tunability of the gyrotron was

specifically developed for our setup and covers a range of ∼ 200MHz at high mw output

power (P ≈ 10 − 50W) and by changing the magnetic field of the gyrotron a range

of ∼ 500MHz at low power (P ≤ 10W). To further improve the control over the mw,
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7.1 Development of a 9.4 Tesla Liquid State DNP Setup

a quasi-optical table equipped with a mechanical shutter, a power attenuator, and a

polarization transforming reflector (PTR) enable mw gating, mw power adjustments, and

control over the polarization of the mw beam.

To ensure NMR linewidths compatible with routine NMR experiments, the DNP probehead

was based on a commercial NMR probehead, in which the mw components were imple-

mented. Microwave irradiation of the sample from the side was preferred over irradiation

along the B0 axis, because it allows for maximization of the irradiation window on the

sample, which is further increased by sample tube rotation (along the B0 axis).

In order to maximize the penetration of the sample by the mw, the liquid sample was

confined to a layer that is thinner than the penetration depth of the mw (see sec. 7.1.4.3

and sec. 7.1.6 for details). This guaranteed efficient mw penetration of the sample and

reduced sample heating induced by mw absorption of the solvent. The latter was further

controlled by active cooling with a cold N2 gas flow.

A combination of these considerations led to the current design of the DNP setup that is

depicted in fig. 7.2a with a picture of the installation of the gyrotron shown in fig. 7.2b.

In the following section (sec. 7.1) each component of the new setup is characterized and

explained. Furthermore, the microwave field strength at the sample position is evaluated

and compared with the literature. Section 7.2 compares the DNP signal enhancement

of model systems with the literature and reports the DNP enhancements of a variety of

target molecules. This is complemented by mechanistic considerations of possible new

spin polarization transfer pathways. Section 7.3 demonstrates the capability to perform

DNP in polar solvents such as water. Finally, sec. 7.4 shows 2D NMR experiments under

DNP conditions.

7.1 Development of a 9.4 Tesla Liquid State DNP Setup

7.1.1 The Gyrotron as a Microwave Source

Figure 7.2a shows a sketch of the DNP setup, which comprises a gyrotron (Communica-

tions & Power Industries, CPI) and an accompanying console, an NMR magnet (400MHz

Bruker wide-bore Ultrashield), an NMR console (Bruker Avance NEO), and a quasi-optical

table (Bridge12 Technologies Inc.).
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7 Dynamic Nuclear Polarization at 9.4 Tesla

The gyrotron produces mw on a second harmonic, meaning that the generated frequency

(∼ 263GHz) is twice the frequency of the fundamental frequency required by the magnetic

field (4.8 T) of the gyrotron. This design choice is optimized for NMR DNP, where power

requirements usually do not exceed ∼ 100W.[192] The gyrotron consists of a cryogen free

magnet that hosts a vacuum tube (p ≤ 10−10 Torr), where mw irradiation is produced by

acceleration of electrons. Figure 7.3b shows a sketch of the vacuum tube and indicates

the different gyrotron parameters. Electrons are generated by a heated filament and

accelerated by the cathode voltage V0 to the collector.[192,193] The collector current I0
regulates the amount of accelerated electrons. The gun coil produces a small additional

magnetic field that focuses the electron beam[21] and can have the same or the opposite

sign of the main gyrotron magnetic field.

Waveguide 

Tcav

Cavity

Collector
I0 

V0

Cathode
Voltage 

Igun

Gun Coil
Imain

Gyrotron
Magnetic Field

Cathode

Anode

Figure 7.3: Sketch of the vacuum tube of the gyrotron.
It shows the generation of the mw radiation inside the
gyrotron and highlights all different gyrotron parameters.

The cavity is placed in the vac-

uum tube of the gyrotron. On

their way from the heated filament

to the collector, electrons perform

a circular movement that, inside

the cavity, leads to emission of

mw irradiation.[21,192] The electro-

magnetic radiation is guided by

a so-called launcher (not shown)

and transferred through a set of

mirrors to the corrugated waveg-

uide (19.3mm inner diameter (I.D.)) that ends at a taper at the beginning of the

probehead.[21,192] Corrugated waveguides have a grooved surface that significantly reduces

the losses if compared to flat waveguides.[194] The losses are minimized if the grooves

have a depth of ∼ λ/4, a period of ∼ λ/3, and a width of < λ/3.[194] Commercially available

gyrotrons (as the one discussed) produce a linearly polarized mw beam in the transverse

electromagnetic mode (TEM00, indices indicate the half-cycle variations of the oscillating

electromagnetic wave in different dimensions),[183] which turns inside the corrugated

waveguide into the hybrid electric mode (HE11).[192]
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Figure 7.4: a) Power dependence for defined gyrotron power settings (tab. 7.2) and
b) their microwave frequency. c) Correlation between the mw power observed with the
water-load and the corresponding voltage detected by the calorimeter. d) Microwave
output power and frequency of the gyrotron as a function of the cathode voltage V0.

7.1.2 Gyrotron Output Power and Frequency Characterization

Microwave power monitoring during DNP experiments is important for the optimization of

the signal enhancement. For the characterization of the mw output power, a water-load

was therefore connected to the end of the wave guide, right before the probehead. A

frequency meter (Virginia Diode), which was connected via directional coupler to the

waveguide, was used to determine the microwave frequency. Experiments were carried out

together with Nicolas Mathieu (Bruker service engineer), who also provided the frequency

meter and the water-load.
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7 Dynamic Nuclear Polarization at 9.4 Tesla

Table 7.2: Power measurements performed for the most commonly used gyrotron power
settings within this work. P9 was estimated with fig. 7.4c and the ratio VGyr,H2O/VGyr,DNP.

Pn VGyr,H2O (V, H2O load) VGyr,DNP (V, DNP exp.) VGyr,H2O/VGyr,DNP P (W)
P1 0.42 0.5 0.84 22
P2 0.58 0.85 0.68 29
P5 0.95 1.25 0.76 43
P7 1.05 1.5 0.7 50
P9 − 1.7 − 51− 53

Additionally, a calorimeter that is mounted on the transmission line and allows for power

monitoring during DNP measurements was calibrated. Figure 7.4c shows the mw power (P

was changed by variation of the gyrotron parameters Igun, I0, V0, and Tcav) measured with

the water-load as a function of the corresponding voltage measured with the calorimeter

VGyr,H2O. Unfortunately, the calorimeter showed different values for the same measurement

with attached water-load (VGyr,H2O) and without water-load (VGyr). In order to accurately

determine the power of a DNP measurement with the calibration curve shown in fig. 7.4c,

VGyr must be converted into VGyr,H2O. Table. 7.2 displays the ratio VGyr,H2O/VGyr,DNP of selected

gyrotron settings that are used to convert from VGyr to VGyr,H2O. The reason for the

differences may be reflections of the mw irradiation that are absent, if the water-load is

connected to the waveguide.

To ensure that all DNP measurements were performed under comparable conditions,

several sets of gyrotron parameters with a different output power were employed for most

of the measurements presented in this thesis. Their power and frequency dependence is

depicted in fig. 7.4a and b and the output power is listed in tab. 7.2. Reported mw power

levels in this thesis always refer to the mw power at the end of the waveguide (entrance

of the probehead).

Access to different electron spin resonance conditions during DNP experiments was previ-

ously realized by sweeping of the main magnetic field B0 with an additional sweep-coil,[131]

however in our setup the frequency agile gyrotron facilitates this task. Figure 7.5 shows the

frequency ranges at different power levels at a main current of Imain = 69.89A. The sweep

range is approximately 200MHz at each power level. This is mainly achieved by varying

the temperature of the cavity Tcav. However, all gyrotron parameters (Imain, V0, Igun, I0,
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Figure 7.5: Frequency sweep by changing the cavity temperature Tcav at a target
output power of Ptarget of a) ∼ 10W, b) ∼ 25W, c) ∼ 40W, and d) ∼ 50W. Minor
variation of the collector current I0 and the gun current Igun were used to compensate
for output power changes upon variation of Tcav. Gyrotron parameters are listed in the
insets.

and Tcav) affect the frequency as well as the output power of the gyrotron. Unfortunately,

the dependence is mostly nonlinear. For example, the gyrotron frequency may be further

decreased than displayed in fig, 7.5d through changing V0, however this comes with a

significant increase in output power. The frequency and power dependency on V0 is shown

in fig. 7.4d. The maximum frequency sweep range of 500MHz is available at a power of

10W through variation of the main magnetic field (Imain).
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7 Dynamic Nuclear Polarization at 9.4 Tesla

Table 7.3: Frequency stability of the microwave at different power levels. Stability of
the frequency is approximately ±0.5MHz during long term measurements (t ≥ 12 h).
(*) Measurement performed by the supplier CPI.

power (W) mw frequency (t0, GHz) mw frequency (t1, GHz) ∆ν (MHz) ∆t (h)
41 263.4014 263.4019 0.5 12.5
12 263.2946 263.2952 0.6 16.0
62 263.232 263.232* − 336

Finally, the stability of the microwave frequency was characterized using the frequency

meter. The frequency was measured at different power levels at two time points (t0 and t1)

and the results are shown in tab. 7.3. During the course of 12− 16 h, the frequency varied

by ±0.5MHz. However, during this time, the frequency was not monitored, therefore

larger fluctuations cannot be excluded but appear rather unlikely. The frequency stability

is thus assumed to be ∆ν ≈ ±0.5MHz over 12 h. Comparing this to the linewidth of the

EPR line at 263GHz (5.5− 8MHz) demonstrates that the mw frequency stability allows

for long DNP measurements under microwave irradiation (measurement time ≥ 12 h).

7.1.3 The Quasi-Optical Table

As published recently,[69] a quasi optical table significantly improves the control over the

microwave irradiation in liquid state DNP. The quasi-optical table (Bridge12 Technologies

Inc.) is sketched in fig. 7.6.

The alignment of the components was tested with thermo-electric paper (Edmund Optics

LtD.), which changes colour upon elevated temperatures (sensitivity range T = 35−40 ◦C),

thanks to a liquid crystal medium that is coated on the surface of the paper. The

beam shape was tested with a very low output power of the gyrotron (Imain = 69.89A,

V0 = 16.1 kV, Tcav = 15 ◦C, Igun = 6.45A, I0 = 60mA, P � 10W) and the alignment of

the second absorber is shown in the top right inset of fig. 7.6.

The mw beam enters on the left side and proceeds through a variable grid. If the wires of

a grid are aligned with the E - field of the electromagnetic wave, it will fully reflect the

wave.[195] On the other hand, the beam will go through, if the grid wires are orthogonal

to the E - field component (full transmission).[195] An angle in the range of 0− 90 ◦ will
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Figure 7.6: Sketch of the optical table with all components (wire grid, mirrors, po-
larization transforming reflector (PTR), and a shutter) and pictures of the alignment
measurements at the absorber and at the end of the optical table.

partially reflect the mw beam, thereby, depending on the angle of the grid, attenuating

the power of the mw beam.[195] The reflected microwave is directed into a water-cooled

absorber.

After reflection from a mirror, the mw beam reaches the PTR that consists of a grid in

front of a flat mirror. The distance between the grid and the mirror is variable as well

as the orientation of the wire grid. Through that, this device enables the conversion

from linearly to circularly polarized microwave irradiation. Moreover, it also allows for the

adjustment of the polarization angle of a linearly polarized beam.[195]

A small outlet on the third mirror directs a small part (≤ 1 %) of the mw beam to a

diode that monitors the power. Finally, a mechanical shutter with blades made of AlMgF2

coated with a BeCu alloy (Uniblitz CS35, 35mm aperture) was installed to gate the

microwave beam. The opening time of the shutter is 3ms and it can be triggered by a

5V transistor-transistor logic (TTL) signal that enables implementation in routine NMR

experiments. At the end of the optical table, the microwave beam re-enters the waveguide.

The inset of fig. 7.6 shows that the microwave beam is still aligned with the entrance of

the waveguide thereby minimizing losses.

So far, the wire grid attenuator and the PTR were not tested, because the remote control

of the two components is still missing. The wire grids of the two components were

therefore set to full transmission to not disturb the mw beam. The mw polarization inside

the NMR magnet was therefore optimized by monitoring the 13C NMR signal enhancement
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Figure 7.7: a) Drawing of the liquid state DNP probehead. At the bottom of the
probehead the taper reduces the corrugated waveguide diameter from 19.3 to 7.6mm.
b) Enlarged picture of the quasi-optical mirror system of the probehead. The microwave
is delivered from the side onto the sample. c) Schematic sketch of the mirror system.
Mirror 3 expands the waist of the microwave beam to maximize the irradiated window on
the sample. Here, k is the propagation vector of the electromagnetic wave, H indicates
the magnetic field and E the electric field component, respectively.

while rotating the DNP probehead inside the NMR magnet (along the B0 axis) until a

maximum of the NMR signal was reached. The power diode is working, however power is

usually monitored with the calibrated calorimeter (see fig. 7.4). Finally, the mechanical

shutter is fully operational and was employed for DNP measurements in polar solvents

(see sec. 7.3).

7.1.4 The Probehead

The probehead is a commercially available wide-bore liquid state Bruker NMR probehead

(Z3829_0033), which was initially dedicated to an optimized NMR performance. There

are two radiofrequency saddle coils, the larger one (h = 17.2mm, d = 16.6mm, ν ≈
380− 400MHz) is tuned to the resonance frequencies of 1H or 19F and the smaller one

(h = 16.3mm, d = 6.1mm, ν ≈ 100MHz) to 13C. The latter is also used for frequency

locking and can therefore be tuned to 2H.

In order to transmit the mw to the sample, the central support pillar of the probe was

hollowed and a corrugated waveguide (I.D.= 7.6mm) placed inside. At the end of the

support pillar, the microwave beam propagates through open air, is guided by a three

mirror system, and irradiates the sample from the side. A fourth mirror behind the sample

reflects residual mw irradiation. Figure 7.7a and b show the DNP probehead including

136



7.1 Development of a 9.4 Tesla Liquid State DNP Setup

M3

b) c) d)

M3M4

Top View
Camera Perspective

from the Position of M4Side View

M1M2

M3

Camera

a)

Thermo-electric Paper

Figure 7.8: a) Sketch of the setup for the mw beam alignment tests. The probehead
is mounted on an external support to enable the observation of the beam via digital
camera. Side (b) and top (c) view of the mirror arrangement with the NMR coils.
Quartz tubes that support the NMR coils are included in b). M4 was removed in c) and
thermo-electric paper placed in the center of the NMR coils. d) Observation of the mw
beam spot in the center of the NMR coils. The spot extends over the whole available
irradiation window.

the taper, the waveguide, the mirror arrangement, and the NMR coils. The development

of an efficient mw pathway to the sample was a collaboration with Bruker BioSpin and

Thomas Keating LtD.

One key feature of the probehead is that the shape of the third mirror expands the mw

beam over the whole irradiation window of the sample. Preliminary calculations, performed

by Bruker, showed that the mw beam only propagates through the space between the

NMR coils and is scattered by the NMR coils. Therefore, the mw beam was directed

through the window of the NMR coils, to maximize the irradiation window of the sample.

A sketch of the microwave propagation through the mirrors and its expansion at the third

mirror is shown in fig. 7.7c.

As the microwave components were newly integrated into the probe, the shape, power and

polarization of the mw beam inside the probehead were evaluated. The correct polarization

of the mw beam at the sample is crucial, because only if the H - field component (with

µ0µrH = B, µ0 and µr being the vacuum permeability and the relative permeability of

the medium, respectively)[196] of the mw beam is orthogonal to the main magnetic field,

it can induce electron spin transitions.[10,183]
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7.1.4.1 Microwave Beam Shape

The mw beam shape at the center of the NMR coil was characterized, because the

quasi-optical components were newly implemented in the probehead. For this, the probe

was mounted on an external support outside the NMR magnet and a digital camera

(Canon Ixus) was placed at the position of the fourth mirror (see fig 7.8). The gyrotron

was connected to the probehead and operated at minimal power level (Imain = 69.89A,

V0 = 16.1 kV, Tcav = 15 ◦C, Igun = 6.45A, I0 = 60mA, P � 10W). Figure 7.8d shows a

picture of the thermo-electric paper (see sec. 7.1.3) in the center of the NMR coil. As

expected from the design, the microwave beam is distributed over the whole available

NMR coil window. Microwave beam alignment and mw polarization tests were performed

in conjunction with Dr. Igor Tkach.

7.1.4.2 Microwave Beam Polarization and Power Losses

The polarization of the microwave beam at the sample position and the power losses in

the probe were characterized. In order to ensure comparability to DNP measurements

in the NMR magnet, it was important to verify that the mw beam polarization before

M1 was comparable between the test setup (fig. 7.9a) and DNP measurements inside the

NMR magnet. However, similar to the alignment test, the characterization of the mw

polarization was not feasible inside the NMR magnet. Additionally, because the output

power of the gyrotron was too high, a different microwave source was necessary.

The arrangement, used for the polarization tests, is displayed in fig. 7.9a. Because the

microwave bridge of the 263GHz EPR spectrometer feeds linearly polarized microwave

radiation (with the same polarization as the gyrotron, stated by the manufacturer Bruker

BioSpin) from the top, the probehead was mounted upside down on an external support.

The probehead was then carefully aligned to guarantee the same polarization of the

incident beam as in the DNP instrument.

A vectorial network analyzer (VNA, Keysight E5063A) served as a low microwave fre-

quency source and detector of the scattering parameter S11 and fed mw with ν ≈ 9.5GHz

to the quasi-optical front-end of the 263GHz spectrometer. There, mw irradiation was

upconverted to 263GHz and sent to the DNP probehead. Similarly, the reflected mi-

crowave is converted down to 9.5 GHz by the front-end of the 263GHz EPR spectrometer
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Figure 7.9: a) Sketch of the setup for the test of the polarization and power losses of
the microwave in the probehead. b) Schematic representation of the microwave pathway
including the mirrors. M4 is replaced by a wire grid (polarization measurement) or by a
metal plate (power measurement). The same measurements were performed at position
M3. Here, k is the propagation vector of the electromagnetic wave, H indicates the
magnetic field and E the electric field component, respectively. c) Reflected mw power
in dB as a function of the rotation angle of the wire grid at M3. d) Reflected mw power
in dB as a function of the rotation angle of the wire grid at M4. 0 ◦ indicates that the
wire grid is parallel to the E - field component of the mw beam. The difference between
the measurement at M3 and M4 in reflected power arises from increased losses at M4
due to the NMR coils and the coil support quartz tubes and a possible worse alignment
of the mw bridge and the probehead during the measurement at M4. This would reduce
the reflected mw power but leave the mw polarization unaffected.

and detected by the VNA. The mw power was referenced to the source. Importantly,

these measurements would have been impossible without the mm-band spectrometer.

This highlights the benefits that the DNP setup and the EPR spectrometer operate at

the same mw frequency.

Finally, either M3 or M4 were replaced by a wire grid with variable rotation angle (fig. 7.9b).
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Table 7.4: Experimental one way power losses inside the probehead as measured in the
setup described in fig. 7.9.

position included components power loss (dB)
M3 − 0.8
M4 NMR coil 2.0
M4 NMR coil and coil support quartz tubes 6.5

For the polarization test, the wire grid was rotated between 0 and 140 ◦ and the change

in power was monitored with the VNA, with 0 ◦ corresponding to the grid being parallel

to the E - field component of the mw beam. The measurements were performed with

the NMR coil support tubes in place (see fig. 7.8b) and without sample tubes. Figure 7.9

shows the results for M3 in panel c and for M4 in d. Both measurements reveal the

expected maximum at ∼ 0 ◦ (full reflection) and minimum at ∼ 90 ◦ (full transmission).

The difference in reflected power at M3 and M4 arises from increased losses at M4 due

to the NMR coils and the coil support quartz tubes (∼ 13 dB two way power losses, see

tab. 7.4) and a possible worse alignment of the mw bridge and the probehead during the

measurement at M4. The latter would reduce the reflected mw power but leave the mw

polarization unaffected. These measurements indicated that the polarization is preserved

throughout the probehead and that the magnetic component is orthogonal to the axis of

the sample tube.

Importantly, the orientation of the probehead, with respect to the polarization of the

incoming microwave beam, was similar to DNP measurements in the NMR magnet.

Therefore, the polarization of the mw beam at the sample during DNP experiments should

be comparable between the polarization test arrangement (fig. 7.9a) and the DNP setup

(fig. 7.2a).

Aside from the polarization, this setup also enabled the quantification of power losses in

the probehead. For these measurements, the wire grid was replaced with a metal plate

(full reflection) and results were compared with a reference (metal plate at the top of

the waveguide entrance). The results are shown in tab. 7.4. Measurements were again

performed without sample tubes. Overall, the power losses along the path from the input

of the probehead to M4 are about 6.5 dB. This is reasonable, considering that the mw
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Figure 7.10: a) CST calculation of the absolute H - field distribution at the sample
inside the probehead. Horizontal cross-section as sketched in fig. 7.11b. b) Zoom-in-view
of a) on the sample tubes. c) Sketch of the sample tubes and the sample. For quartz a
dielectric constant of εr(quartz) ≈ 3.74, while for CCl4 εr(CCl4) ≈ 2.17 was used (from
the simulation software). A comparison of εr to the literature is drawn in the text below.

beam propagates through a four mirror system, two cylindrical quartz tubes and is partially

scattered by a metal NMR coil.

7.1.4.3 Simulations of the Microwave Beam Propagation

To support the experimental results on the characterization of the probehead, the prop-

agation of the beam along the probehad and through the sample was simulated. For

this, numerical finite element simulations of the Maxwell equations were performed with

CST Microwave Studio (Dassault Systemes / CST Studio Suite 2019). Simulations were

executed and analyzed by Dr. Igor Tkach. Interpretation and evaluation was performed by

Dr. Igor Tkach and the author. Simulation details are described in chapter 3.3.6.1. The

simulations were conducted with a linearly polarized Gaussian beam (TEM00-mode) at the

entrance of a short waveguide, a power of 20W and a frequency of 263.1− 263.6GHz.

The model included the corrugated waveguide, the four mirror system, NMR coils, sup-

port NMR coil quartz tubes, sample tubes and the solvents. The dielectric constants

εr for the different materials were extracted at ∼ 263GHz with the Debye model[197]
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implemented in the simulation software, being εr(quartz) ≈ 3.74, εr(CCl4) ≈ 2.17, and

εr(H2O) ≈ 5.37. The dielectric constant of water at ∼ 263GHz agrees well with the

literature (εr(H2O) ≈ 5.36).[198,199] For quartz and CCl4, the experimental values are

reported only at 3.0 GHz (εr(quartz) ≈ 3.82 and εr(CCl4) ≈ 2)[200,201] and agree with the

estimated ones at ∼ 263GHz assuming a small frequency dependence.

Figure 7.10a shows a cross-section of the simulated H - field distribution on the sample.

The two NMR coil support quartz tubes, the NMR coils, the sample tubes, and the sample

are included in the calculation. A zoom-in-view on the on the sample tubes and the sample

is shown together with a sketch for visual aid in fig. 7.10b and fig. 7.10c, respectively.

Sample tube sizes and layer thicknesses of the sample are listed in tab. 7.5.

Several distinct maxima are obtained for the H - field component on the sample. Specifi-

cally, maxima of the H - field component of the mw beam are observed at areas close to

a transition between components with different dielectric constant (εr).

One reason for the observed maxima of the H - field component may be that, due to a

larger εr, the wavelength λ in quartz is decreased in comparison to air (or a solvent with

smaller εr).[183,202] This increases the energy density of the mw, and thus the field strength

of the H - component.[183] However, because the walls of the sample quartz tubes are

smaller than λ (λ ≈ 1.1mm at 263GHz), being ∼ 0.38mm and 0.5±0.2mm for the outer

and inner sample tube, respectively (Wilmad Labglass and Hilgenberg GmbH), and the

sample layer (d ≈ 25− 75µm) is smaller than λ/4, the energy density is also increased in

areas close to the quartz tubes.[183,202] Furthermore, the reflectivity R0 =
∣∣∣n1−n2

n1+n2

∣∣∣2 (Fresnel

law for the case of normal incidence with the refraction index n =
√
µrεr)[202] at the

interface between materials of different εr depends on the difference of the two dielectric

constants ∆εr with a larger ∆εr leading to a larger R0. This causes a standing-wave-ratio

≥ 1 that leads to an enhancement of the microwave field strength.[202] A similar effect

was observed upon addition of dielectric particles into a solid-state DNP sample, where

the electromagnetic field confinement happened at the interface of the particles.[203]

In this work, the sample is restricted to a thin layer between two quartz tubes, therefore

it is inherently confined to an area, where the microwave field is enhanced possibly by a

combination of the aforementioned reasons.

The calculations also revealed that the microwave field is not homogeneous over the

whole sample. Figure 7.11d showcases the B1e distribution along the z axis for CCl4 with
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Figure 7.11: Horizontal cross-section of the calculated H - field distribution in the
sample using (a) CCl4 and (c) H2O as a solvent, respectively. Sample layer thickness was
∼ 75µm and ∼ 25µm for CCl4 and H2O, respectively. b) Sketch of the mw pathway.
H - field cross-section for the field pattern in a) and c) are indicated in green, while axes
for the B1e evaluation are indicated in dark blue. d) and e) display the B1e distribution
along the z axis at the position of the sample for CCl4 and H2O, respectively. For a
better comparison with the experimental data, H and B can be interconverted using
µ0µrH = B,[196] because in MR the microwave field strength is usually expressed in units
of Tesla (or Gauß). The y axis in d) and e) is referenced to the bottom of the fourth
mirror as indicated in b).

B1e roughly showing a Gaussian distribution along the z axis and a clear maximum of

B1e ≈ 1.2G at the center of the NMR coil around 11mm (referenced to the bottom of

fourth mirror, see fig. 7.11). Interestingly, the maximum at the front (see fig. 7.11d) is

smaller than at the back, which might be counter-intuitive, because at the front the mw

beam did not yet pass through the sample. However, even though no standing wave is

observed, reflected mw irradiation from M4 might create interferences that seem to add

up to an overall increased effective microwave field.

Figure 7.11 also shows the microwave propagation simulated for CCl4 and H2O. The
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sample layers were chosen to stay significantly below the penetration depth of the solvents

to enable optimized mw penetration of the sample and to reduce sample heating induced

by mw absorption of the solvent. The penetration depth of the mw irradiation is ∼ 100µm

and ∼ 500− 700µm for H2O and CHCl3 at ∼ 263GHz, respectively.[196,204] Due to its

non-polar nature, the penetration depth of CCl4 should be even larger than for CHCl3.

The comparison reveals a different microwave field distribution within the xy plane.

Additionally, as shown in fig. 7.11d and fig. 7.11e, the difference in B1e between CCl4
and water is less pronounced as expected, with the maximum B1e being ∼ 1.2G and

∼ 1.0G for CCl4 and H2O, respectively. Reasons for this might be the different sample

layer thickness (d ≈ 75µm for CCl4 and ∼ 25µm for H2O) and the different dielectric

constants (εr(CCl4) ≈ 2 and εr(H2O) ≈ 80.4 at 3.0 GHz) of the two solvents.[201]

7.1.5 Evaluation and Comparison of B1e with the Literature

As in the herein presented setup no standing wave is created and B1e is inhomogeneously

distributed over the whole sample, an effective microwave field B1e cannot be uniquely

defined. Still, from DNP measurements, an "average" B1e field may be estimated with

the saturation factor and compared with CST calculations and the literature.

From the measured NMR signal enhancement in neat CCl4 (ε ≈ 135, see fig. C.10) and

data from the literature (ξ ≈ −0.17, f ≈ 0.9−1),[34] the saturation factor was calculated

with the Overhauser equation (eq. 2.17) resulting in s ≈ 0.3− 0.4. Through combination

of s with electron spin relaxation data (T1e ≈ 280 − 500 ns, T2e ≈ 13 − 25 ns, see

chapter 6, KX ≈ 2.5GHzmol−1[60]) and utilizing eq. 2.56, a microwave field strength of

B1e ≈ 0.5−1.0G was obtained. This value agrees well with the calculations in sec. 7.1.4.3,

which predict a maximum B1e ≈ 1.2G with a broad distribution over the whole sample.

However, as already pointed out, a quantitative comparison of the two remains difficult,

because the experimental B1e originates from an NMR measurement that detects more

nuclear spins compared to the nuclear spins which are exposed to the mw irradiation.

Other non-resonant setups report B1e values on the order of 1.3− 2.8G.[61,68] Yet, their

reported enhancement is smaller, which may be attributed to a limited irradiation time

with a sample volume (100µL) that could lead to a sample layer that significantly exceeds

the penetration depth of the solvent.[61] As expected from DNP instruments with a mw
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cavity, large B1e values were reported for a Fabry-Pérot and a helical resonator with

B1e ≈ 4.5G and B1e ≈ 3.5G, respectively.[55,112] Interestingly, the helical mw resonator

reaches a saturation factor of s ≈ 0.9 with B1e ≈ 1.4G (100mW with 0.45 mT√
W as a

conversion factor).[55] A comparison of this with the B1e ≈ 0.5 − 1.0G of the herein

presented DNP instrument indicates that even small improvements on the mw irradiation

efficiency can significantly boost the signal enhancement. This is also consistent with the

theory, which predicts a steep increase of s upon small changes in B1e in the range of

s ≈ 0.2− 0.8 (see fig. 2.6).

7.1.6 Sample Volume and Geometrical Arrangement

The DNP probehead accommodates sample tubes with an outer diameter (O.D) of up to

5mm. Due to sample heating caused by mw absorption of the solvent (see sec. 7.3), the

solution is confined to a thin layer created by the insertion of a smaller tube (Hilgenberg

GmbH, see tab. 7.5) into a larger 5mm outer tube (O.D.= 4.936 ± 0.0065mm and

I.D.= 4.2065±0.065mm, Wilmad Labglass). To account for different penetration depths

of the solvents, the layer thickness of the sample was adjusted by selecting tubes with

different O.D. as inner tubes. A list of the layer thicknesses and sample volumes is given

in tab. 7.5 and the sample arrangement is sketched in fig. 7.12a.

To reach the best magnetic field homogeneity and maximum saturation of the EPR

resonance during DNP, the sample volume was optimized. To this end, DNP measurements

of the same sample composition but with different sample heights (h) were performed.

Figure 7.12b shows the DNP spectra collected with a mw power of P ≈ 43W (P5) for

different h of ∼ 500mM 13CHCl3 in CCl4 doped with ∼ 25mM 15N-TN-d16 using a sample

layer thickness of d ≈ 75µm. Comparing the sample height with the NMR coil (17.2mm)

reveals that the best linewidth and maximum signal enhancement is obtained with a sample

height that exceeds the size of the NMR coil by almost a factor of two. Measurements

with a sample height lower than the NMR coil show significant line distortions, while a

larger sample height appears to have no influence on the signal. The lineshape distortions

observed under DNP are invisible in the Boltzmann spectra (see appendix C fig. C.1) and

likely a result of an increased temperature gradient in the sample caused by low sample

volume or worse heat dissipation.
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Figure 7.12: a) Sketch of a typical DNP sample. The sample is restricted to a thin layer
between two concentric quartz tubes. b) DNP spectra of ∼ 500mM 13CHCl3 in CCl4
doped with ∼ 25mM 15N-TN-d16 with different sample heights h using a layer thickness
of d ≈ 75µm. Microwave power (cw irradiation): P = 43W (P5). NMR parameters
(pulse sequence: zgig see fig. 3.4c): pulse length tp (π/2) = 10µs, P (π/2) = 43W, NS =
8, Dummy Scans (DS) = 2, relaxation delay (RD) = 30 s, line broadening (LB) = 2Hz
(refers to exponential line broadening applied during processing of the spectrum), 1H
decoupling: waltz64, 0.58W. Notably, the reported ε are smaller than in fig. 7.13, because
experiments were performed at lower mw power (P = 43W) than in fig. 7.13 (P =

51 − 53W). Furthermore, here c(13CHCl3) ≈ 500mM and c(15N-TN-d16) ≈ 25mM
was used, while in fig. 7.13 experiments were performed with c(13CHCl3) ≈ 200mM and
c(15N-TN-d16) ≈ 10mM.

The best signal enhancement and linewidth is obtained with a sample height of ∼
40− 45mm and a sample volume of Vsample ≈ 15− 40µL depending on the thickness of

the sample layer (see tab. 7.5). Notably, the sample volume that is directly irradiated by

the mw beam is less (Virradiated . 15µL), because the coil height is limited to h ≈ 17mm.

The sample preparation, in practice, requires V ≈ 60µL to account for the space on the

bottom of the tube and losses on the walls.

Furthermore, tab. 7.5 reports the sample volume of a full tube calculated with the same

filling height (h ≈ 40− 45mm). As the volume of a full tube is ∼ 15 times larger than

for a DNP sample, the NMR sensitivity under DNP exceeds the one of a full tube with

similar sample composition and with the same pulse sequence as soon as an NMR signal
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Table 7.5: Calculated sample volume and layer thickness for samples prepared with
inner tubes of different O.D. as well as the corresponding suitable solvents for DNP
measurements. Calculated sample volumes Vsample with h ≈ 40− 45mm. Measurements
conducted in this thesis were performed with outer tubes with O.D.= 4.936±0.0065mm
and I.D.= 4.2065± 0.065mm (Wilmad Labglass 528(535)-PP-7QTZ). Inner tubes were
specifically manufactured for this project by Hilgenberg GmbH.

O.D (mm) Vsample (µL) layer thickness d (µm) solvents
4.059 ∼ 40 ∼ 75 CCl4, C6H6, C6H12

4.066 ∼ 40 ∼ 75 CCl4, C6H6, C6H12

4.127 ∼ 20 ∼ 40 CHCl3
4.158 ∼ 15 ∼ 25 CH2Cl2, CH3CN, H2O

full tube ∼ 590 − −

enhancement of ε ≈ 15− 20 is reached. However, in cases where the amount of sample

is limited,[205,206] small sample volumes are required and therefore DNP becomes useful

even if the signal enhancements are smaller.

To reduce the influence of inhomogeneous mw irradiation of the sample, the tube spins

with a frequency of 20Hz around the B0 axis. Rotation of the sample has previously been

employed to improve the magnetic field homogeneity in commercial NMR and is therefore

a very common feature of liquid state probeheads. Additionally, the sample is actively

cooled with cold nitrogen gas that is directed through a liquid nitrogen bath (dewar from

Cryogen Diffusion L2025, 25 L capacity). The sample temperature was carefully calibrated

before performing DNP experiments (see sec. 7.3).

All DNP samples were prepared in a glove box (N2 atmosphere, O2 ≤ 0.1 ppm, H2O≤
0.1 ppm, MBraun). Usually, a solution of the PA and the target molecule was degassed

together in the large outer tube by freeze pump thaw cycles (5 times at p ≈ 5×10−5 mbar)

and then transferred into a glove box. The inner tube was inserted and closed with a

home-built gas-tight cap (see. sec. 3.1.1).

7.2 DNP in Non-Polar Solvents

In this section, first the signal enhancements of CCl4 and CHCl3 are presented and

compared with the literature. The more exhaustive comparison with the literature also
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includes diethylmalonate, ethylacetoacetate, and indole. Subsequently, the linewidth at

50% peak intensity (LW) of the NMR signals under DNP is compared to Bruker test

samples and to the literature.

Furthermore, to gain an understanding of the DNP efficiency at high magnetic field of

different substrates and functional groups, the scope of target molecules is extended

to halogenated compounds, a variety of functionalized aromatics, cyclic aliphatics, and

esters. Examples with large signal enhancements and narrow linewidth are presented.

Several structural motifs that display large enhancements were identified and their possible

DNP mechanisms are subsequently discussed. Based on these new insights, promising

biologically active target molecules (drugs, pesticides and a protein inhibitor) were selected

and DNP results of these compounds are presented in the last part of this section.

The report of 1H signal enhancement is omitted, because this setup is dedicated to 13C

and initial tests produced insignificant 1H signal enhancements (ε ≈ −5− 1). Dr. Luming

Yang is acknowledged for significant contributions to the measurements presented in

sec 7.2.1-7.4.3. If not noted otherwise, spectra were referenced to the respective solvent

peak.[207,208] Pulse acquire experiments are abbreviated by zg, pulse acquire power gating

experiments by zgpg, pulse acquire inverse gating experiments by zgig, and pulse acquire

gated decoupling by zggd. In pulse sequences, black bars in the pulse sequences indicate

a π/2 pulse and empty bars resemble π pulses. Signal assignment is performed in the

figures. Red letters indicate enhanced signals and black letters refer to signals that do

not benefit from mw irradiation. The recycle delay (RD) during NMR experiments was

∼ 5 · T1n. If not noted otherwise DNP and Boltzmann spectra were acquired with the

same pulse sequence. All measurements used 15N-TN-d16 as a PA.

7.2.1 Evaluation of the Signal Enhancement of Model Systems

Initial DNP experiments were performed on model systems that were previously investigated

by our group. The model sample consisted of chloroform (∼ 200mM 13C enriched) in

tetrachloromethane (solvent, natural abundance) with ∼ 10mM 15N-TN-d16 as a PA.

CCl4 and CHCl3 have been previously studied at high magnetic field.[34] Measurements

were performed on a sample volume of Vsample ≈ 40µL with a layer thickness of d ≈ 75µm.

Figure 7.13e shows a 13C NMR signal enhancement of ε ≈ 120 and ε ≈ 200 for 13CCl4
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7.2 DNP in Non-Polar Solvents

and 13CHCl3, respectively. Experimental details are given in the caption of the figure.

During DNP experiments, cw mw irradiation caused sample heating and was compensated

by active cooling with cold N2 gas. The maximum of the EPR resonance was reached by
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Figure 7.13: Pulse sequence of a) a pulse acquire (zg), b) a pulse acquire inverse gated
(zgig), c) a pulse acquire gated decoupling (zggd), and d) a pulse acquire power gating
experiment (zgpg). 1H pre-saturation was applied in zggd and zgpg. The small delays in
between pre-saturation and waltz-64 decoupling in the zgpg experiment are due to power
switching. Enhanced and Boltzmann spectrum of ∼ 200mM 13CHCl3 in CCl4 doped
with 10mM 15N-TN-d16 collected with the pulse sequences shown in the same column,
i.e. e) with zg, f) with zgig, g) with zggd, and g) with zgpg. Note, black enhancements
were obtained by comparing the enhanced spectrum to the Boltzmann spectrum of the
zg experiment, while red enhancements were obtained by comparing to the Boltzmann
spectrum acquired with the same pulse sequence. Boltzmann spectra were normalized to
the zg spectrum shown in black. Experimental error for ε is estimated to be 10− 20 %.
Microwave power (cw irradiation): P = 51W (P9). NMR parameters: tp (π/2) = 10µs,
P (π/2) = 41W, DS = 2, RD = 30 s, LB = 2Hz, 1H decoupling: waltz64, 0.58W, and
1H pre-saturation (zggd and zgpg) with 0.29W.
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7 Dynamic Nuclear Polarization at 9.4 Tesla

Table 7.6: Comparison of the 13C NMR signal enhancement of 13C6-BrC6H5, 13C6-
C6H5I, and diethylmalonate doped with 15N-TN-d16 obtained with and without 1H
pre-saturation during mw irradiation. Importantly, reported signal enhancement were
obtained from DNP and Boltzmann spectra collected with the same pulse sequence.
Here, [1H] indicates the apparent signal enhancements obtained with 1H pre-saturation
during DNP and Boltzmann measurement. The term apparent highlights to the fact
that signal enhancements were obtained from Boltzmann spectra with 1H pre-saturation.
Experimental parameters are listed in the appendix C (tab. C.5 and tab. C.4). Spectra are
shown in fig. C.3, fig. C.4, fig. 7.14b, and fig. C.9b. Experimental error for ε is estimated
to be 10− 20 %.

target ε(Cipso) [1H] ε(Cipso) ε(Co,m) [1H] ε(Co,m) ε(Cp) [1H] ε(Cp)
13C6-BrC6H5Br 4 3 6 10 6 9

13C6-C6H5I 21 25 5 9 5 9

target ε(CA) [1H] ε(CA) ε(CB) [1H] ε(CB) ε(CD) [1H] ε(CD)

diethylmalonate 2 5 4 9 5 10

sweeping the NMR magnetic field, which is possible in a range of ∼ 2.2mT (see sec. 7.3.2).

In order to reach the best signal enhancement, the mw power was gradually raised until

no further increase in NMR signal intensity was observed. Notably, as s ≈ 0.3− 0.4 (see

sec. 7.1.5), no saturation of the EPR resonance was reached. The observed plateau in

NMR signal intensity was attributed to an increased temperature gradient of the sample.

The uncertainty of the signal enhancement for all 1D measurements is estimated to be

10 − 20 % and this is indicated by the notation ε ≈ n in this thesis. The uncertainty

mainly arises from the sample temperature and the signal to noise ratio of the Boltzmann

spectrum.

In routine NMR experiments, 1H pre-saturation and decoupling are applied to increase the

signal intensity of 13C signals. In particular, 13C signals benefit from 1H-13C NOE through
1H pre-saturation by up to a theoretical maximum of η = 3 in the fast motion regime.[10]

Furthermore, at low magnetic field a study reported the suppression of a three-spin effect

by 1H decoupling.[89]

In order to test the influence of 1H pre-saturation and decoupling on the signal, DNP

experiments were performed on the same sample with four different pulse sequences.

Figures 7.13a-d show the zg, zgig, zggd, and the zgpg pulse sequence, while figs. 7.13e-h

report the DNP and Boltzmann spectra obtained using these pulse sequences. Importantly,
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7.2 DNP in Non-Polar Solvents

the enhancements reported in black were obtained by comparing the enhanced spectrum

(red) to the Boltzmann spectrum acquired with the zg pulse sequence (black, no 1H

pre-saturation). Enhancements listed in red were obtained by comparison of the enhanced

spectrum with the Boltzmann spectrum of the same sequence (blue). Through comparison

of the enhanced spectra to the Boltzmann spectrum obtained with the zg sequence,

it is evident that the overall signal intensity of the DNP spectra is independent on

the pulse sequence, because similar 13C NMR signal enhancements for all sequences

(εCCl4 ≈ 110− 130 and εCHCl3 ≈ 200− 185, see fig. 7.13e-f) were obtained.

The situation changes slightly if the DNP spectra are compared to Boltzmann spectra of

the same pulse. Indeed, pulse sequences that utilize 1H pre-saturation (zggd fig. 7.13g and

zgpg fig. 7.13h ) show a by ∼ 10 % reduced signal enhancement of CHCl3 (εCHCl3 ≈ 170)

if the Boltzmann spectrum of the same sequence is considered. The reason for this

is the different signal intensity of the Boltzmann signals obtained with different pulse

sequences. The Boltzmann signals of CHCl3 in fig. 7.13g (zggd) and fig. 7.13f (zgpg)

are ∼ 10 % larger than in fig. 7.13e (zg), which is attributed to a 1H-13C NOE induced

by 1H pre-saturation. This is consistent with a recent report at 14T, where a difference

of ∼ 20 % of the Boltzmann spectra obtained with and without 1H pre-saturation was

observed.[41]

Even though the experimental error of the NMR signal enhancement is 10− 20 %, the

difference of ∼ 10 % is important to demonstrate that the overall signal intensity of the

DNP spectra is independent on 1H pre-saturation. This also rules out a possible three-spin

effect (see sec. 2.6), which is consistent with results at low field at high PA concentration

(c(PA) & 10mM)[89]

Additionally, the influence of 1H pre-saturation on the Boltzmann spectra becomes more

evident if other representative target molecules such as 13C6-BrC6H5, 13C6-C6H5I, and

diethylmalonate are considered (spectra are shown in fig. C.3, fig. C.4, fig. 7.14b, and

fig. C.9b). The 13C signal enhancements of these compounds are listed in tab. 7.6. Notably,

the reported apparent enhancements were obtained from DNP and Boltzmann spectra of

the same pulse sequence. The terms apparent and formal are used to clarify that here the

signal enhancement was obtained from a comparison of a DNP spectrum to a Boltzmann

spectra acquired with 1H pre-saturation (see tab. 7.6). The apparent 13C NMR signal

enhancements are ∼ 10− 60% smaller than ε obtained without 1H pre-saturation. This
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Figure 7.14: 13C NMR spectra of ∼ 500mM a) ethylacetoacetate and b) diethyl-
malonate with (red) and without (blue) mw irradiation. Concentration of 15N-TN-d16

was ∼ 25mM. Experimental error for ε is estimated to be 10 − 20 %. Microwave
power (cw irradiation): P = 43W (P5). NMR parameters (pulse sequence: zgig):
tp (π/2) = 10µs, P (π/2) = 41W, DS = 2, RD = 30 s, LB = 4Hz, 1H decoupling:
waltz64, 0.58W. Boltzmann and DNP spectra were acquired with the same pulse
sequence.

is caused by a stronger 1H-13C NOE of 13C6-BrC6H5, 13C6-C6H5I, and diethylmalonate

compared to CHCl3.
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A molecule dependent efficiency of 1H-13C NOE can be rationalized considering the

different relaxation pathways of the 13C nuclei. In presence of a paramagnetic substance

(here the PA), the nuclear relaxation time is reduced, because the electron spin acts as an

additional relaxation pathway for the nuclear spin.[10,41] This reduces the contribution of

other relaxation pathways such as 1H-13C NOE.[10,41] However, the interaction between

the electron spin and the nuclear spin is molecule dependent, which explains the observed

differences of the formal signal enhancements in tab. 7.6.

To properly relate the signal enhancement to the signal intensity of the DNP spectrum

and to ensure comparability with the literature (ref. [41] is the first study to apply 1H

pre-saturation on more than one target molecule), unless noted otherwise DNP and

Boltzmann experiments in this work are always performed without 1H pre-saturation.

To date, only our previous study reported 13C signal enhancements at 9.4 T on the model

systems CCl4 and CHCl3.[34] In a cylindrical cavity with a sample volume of 35 nL and

c(PA) ≈ 100mM, we observed an enhancement of ε ≈ 430 and ε ≈ 320 for CCl4 and

CHCl3, respectively.[34] The cavity arrangement enabled s ≈ 1 with c(PA) ≈ 100mM

and therefore large ε. The same study also reported NMR signal enhancements for

diethylmalonate (ε ≈ 30) and ethylacetoacetate (ε ≈ 13− 18). In these measurements,

the target molecule served as the solvent with a PA concentration of c(PA) ≈ 100mM.[34]

A more recent study utilized the same cavity and reported |ε| ≈ 2− 25 at 9.4T for 2M

indole in CCl4 with c(PA) ≈ 100mM.[33]

Given the difference in saturation factor between this work (s ≈ 0.3− 0.4, see sec. 7.1.5)

and our previous work (s ≈ 1),[34] the observed 13C signal enhancements for CCl4 (ε ≈ 120)

and CHCl3 (ε ≈ 200) agree with the literature. Furthermore, fig. 7.14 reports the signal

enhancement for ∼ 500mM natural abundance ethylacetoacetate (ε(C2,4) ≈ 7 − 10)

and diethylmalonate (ε(C2) ≈ 10) measured with c(PA) ≈ 25mM and fig. 7.15 the

enhancement of 2M indole with c(PA) ≈ 100mM in CCl4 (ε ≈ 0 − 7). The sample

composition of indole was chosen for comparison with the literature[33] and a second sample

with 500mM indole and 25mM PA in CCl4 displayed 13C enhancements of |ε| ≈ 0− 5

(see appendix C fig. C.18). Similar to the results obtained for CCl4 and CHCl3, the signal

enhancements of diethylmalonate, ethylacetoacetate, and indole agree with the literature

after rescaling with s.[16,33]

Notably, due to low sensitivity, all reports in the literature were obtained with 13C
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Figure 7.15: 13C NMR spectra of 2M with (red) and without (blue) mw irradiation.
doped with ∼ 100mM of 15N-TN-d16. The sample composition was chosen for a
comparison with ref. [33]. Experimental error for ε is estimated to be 10 − 20 %.
Microwave power (cw irradiation): P = 43W (P5). NMR parameters (pulse sequence:
zgig): tp (π/2) = 10µs, P (π/2) = 41W, DS = 2, RD = 30 s, LB = 6Hz, 1H decoupling:
waltz64, 0.58W. Boltzmann and DNP spectra were acquired with the same pulse
sequence.

enriched (labelled) compounds.[33,34] With the new instrument described here, measure-

ment of natural abundance samples is performed routinely (e.g. fig. 7.14), as reason-

able signal-to-noise ratios (≥ 2 − 5) are accessible with ∼ 1 − 2 h measurement time

(c(target molecule) ≈ 500mM) under DNP conditions. Boltzmann spectra were usually

recorded overnight (∼ 12− 16 h). Measurement of natural abundant samples is enabled

by a 500− 1000 fold larger sample volume (Vsample ≈ 40µL).

A second study at 14T, reported |ε| ≈ 1 − 3 for 440mM 13C8-indole in a mixture of

heptane-d18 and p-xylene-d10 (4:1, v/v).[41] Considering a limited mw irradiation time

(2 s) and power (∼ 13W), a comparison of the 13C signal enhancement between this

publication and the herein presented work is challenging but the results seem to agree

with the observations in this work.

Furthermore, another study conducted with the same instrument at 14T reported

ε ≈ 21 and ε ≈ 71 for 13CCl4 and 13CHCl3, respectively in 100µL n-pentane and with
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7.2 DNP in Non-Polar Solvents

Table 7.7: Pulse length tp, power P , and NMR linewidth measurements performed with
the DNP probehead and comparison to a commercial probehead. Pulse measurements
were performed on 100mM urea (15N), 100mM methanol (13C) in DMSO (d6) (Bruker
sample Z10263). 1H linewidth was measured at peak heights of 50%, 0.55% and 0.11%
with spinning 3% CHCl3, 0.2% tetramethylsilane (TMS) in acetone (d6) (Bruker sample
Z10230) and for 13C on 40% dioxane in benzene (d6, ASTM) (Bruker Sample Z10163).
Measurements on both probeheads were performed with the same samples.

DNP Probehead
nucleus tp (π/2) (µs) P (π/2) (W) 50% (Hz) 0.55% (Hz) 0.11% (Hz)

1H 14.7 23.3 0.42 29.6 73.7
13C 9.8 48.2 0.54 21.3 36.3

Commercial 400MHz Standard Bore Probehead (Bruker Z116098)
nucleus tp (π/2) (µs) P (π/2) (W) 50% (Hz) 0.55% (Hz) 0.11% (Hz)

1H ≤ 10 − ≤ 0.5 ≤ 6 ≤ 12
13C ≤ 10 − ≤ 0.2 ≤ 2 ≤ 4

c(PA) ≈ 10mM.[61] Due to sample heating of this non-resonant setup, mw irradiation

was limited to 3 s and caused NMR linewidth distortions. This will be discussed in the

following section.

7.2.2 Evaluation of the NMR Linewidth During DNP of Model Com-
pounds and Comparison with the Literature

As this work also aims at developing a liquid state DNP setup that retains an NMR LW

that is comparable to commercial NMR spectrometers, the NMR linewidth was carefully

evaluated.

The achievable LW without mw irradiation with our probehead was determined with

standardized test samples provided by Bruker (see tab. 7.7 for sample details) and the

results were compared with a commercial 400MHz standard bore NMR probehead. The

results are listed in tab. 7.7 and particularly the LW at full-width at half-maximum (FWHM,

50% of the signal maximum intensity) is only ∼ 0.1Hz (1H) and ∼ 0.3Hz (13C) larger

than for a standard liquid state NMR probehead at 400 MHz (see tab. 7.7). However,

at 0.55% and 0.11% of the signal intensity the LW for 1H and 13C is increased by a

factor of ∼ 5 and ∼ 10, respectively for the DNP probehead. This is probably caused
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Table 7.8: Comparison of two sample under DNP conditions using a layer thickness of ∼
75µm. Sample A consists of ∼ 200mM 13CHCl3 in CCl4 with ∼ 10mM 15N-TN-d16 (see
fig. 7.13) and sample B of 90/10 of CCl4 and CHCl3 (v/v) (no PA, see fig. 7.22a). NMR
parameters (pulse sequence: zg): tp (π/2) = 10.0µs and P (π/2) = 41W. Microwave
power (cw irradiation): 51W (P9)

sample A FWHM (Hz) mw sample B FWHM (Hz) mw
13CCl4 ∼ 3.8 off 13CCl4 ∼ 5.5 off

13CHCl3 ∼ 15.5 off 13CHCl3 ∼ 5.2 off
13CCl4 ∼ 6.9 on 13CCl4 ∼ 18 on

13CHCl3 ∼ 16.6 on 13CHCl3 ∼ 5 on

by the introduction of two mirrors in close proximity of the NMR coils (see fig. 7.8),

which increases the inhomogeneity of the external magnetic field and therefore affects

the linewidth.

Secondly, the influence of mw irradiation on the LW was compared for two samples.

Sample A was composed of ∼ 200mM 13CHCl3 in CCl4 with ∼ 10mM 15N-TN-d16 (see

fig. 7.13) and sample B of 90/10 of CCl4 and CHCl3 (v/v) (no PA, see fig. 7.22a). The

Boltzmann signals of the two samples display differences in their LWs with ∼ 3.8Hz

(CCl4) and 15.5Hz (CHCl3) for sample A and ∼ 5.5Hz (CCl4) and ∼ 5.2Hz (CHCl3)

sample B (see tab. 7.8). This demonstrates that the influences of the PA on the LW

varies significantly among different molecules. Furthermore, the LW obtained without

PA is ∼ 5Hz, significantly larger than LW < 1Hz obtained with Bruker standards, (see

tab. 7.7). This indicates that the sample geometry also affects the LW.

Upon mw irradiation, the LWs of the signals of sample A and sample B are affected in

a similar way. While for sample A the linewidth of 13CCl4 increases to LW ≈ 6.9Hz the

one of 13CHCl3 (LW ≈ 16.6Hz) remains almost unchanged (see fig. 7.13e), for sample B

the LW of CCl4 increases from ∼ 5.5Hz to ∼ 18Hz and the LW of CHCl3 also remains

constant (∼ 5Hz, see fig. 7.22 for the spectra).

The increase in linewidth is mostly due to a temperature gradient over the sample, caused

by inhomogeneous microwave irradiation across the sample tube. The chemical shift of

an NMR signal is temperature dependent and therefore a temperature gradient of the

sample is reflected in an increased LW.[61] Even though, these chemical shift variations

are highly sample dependent, most signals measured under DNP conditions display a LW
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in the range of 10 − 30Hz. For example ethylacetoacetate and diethylmalonate show

LWs of ∼ 8− 20Hz during cw mw irradiation (fig. 7.14) and for favorable cases such as

C6H5F LWs as narrow as 2.3Hz were measured (see fig. 7.18).

A comparison of the linewidth between different DNP setups is difficult, because many

important parameters, such as PA concentration, sample arrangement, sample composition,

mw irradiation scheme, and mw irradiation time are different. Yet, the crude numbers

may give an idea on the current state of the research area. To recall the numbers

of this setup: The LWs of CCl4 and CHCl3 under mw irradiation are ∼ 6.9Hz and

∼ 16.6Hz (c(15N-TN-d16) ≈ 10mM), respectively. A non-resonant setup at 14T in

Tallahassee (National High Magnetic Field Laboratory) was capable of a similar LW for

CCl4, while the two lines of the 13C doublet of CHCl3 were almost merged corresponding

to LW ≥ 150Hz,[61] probably due to a large temperature gradient inside the sample tube.

A mw resonant setup using a helical resonator obtained LW ≈ 50Hz for CCl4 as well as

for CHCl3, while a Fabry-Pérot setup produced very sample dependent linewidths in a

range of ∼ 20− 100Hz in H2O.[33,34]

In conclusion, the linewidths presented in this work are by a factor of 2 − 3 narrower

compared to other liquid state DNP instruments. This allows for the investigation of

complex and crowded spectra of larger molecules.

7.2.3 DNP Efficiency of Various Substrates and Functional Groups

After a comparison with the literature, the scope of DNP was expanded by measuring

different substrates and functional groups at 9.4T. Specifically, the DNP efficiency of

molecules such as halogenated aromatics and -aliphatics, functionalized aromatics, ester,

and cyclic aliphatic compounds were investigated. Measurements were mostly performed

in non-polar solvents such as CCl4, C6H6 and C6H12, because they allowed for the largest

sample volume. Selected molecules were also measured in chloroform to investigate the

influence of the polarity of the solvent and to increase the solubility of the substrate.

The investigated target molecules along with the solvent are displayed in fig. 7.16. The

signal enhancement differs considerably between carbon atoms. Interestingly, particularly

large signal enhancements were obtained for iodinated compounds (ε ≈ 10− 33 on the

ipso position). Additionally, also -CCl3 groups delivered significant signal enhancements
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Figure 7.16: 1D signal enhancement of the investigated molecules (red). If not
indicated differently, measurements were executed in CCl4 (solvent shown in brackets).
Experimental error of ε is 10− 20 %. Vsample for CCl4, C6H6, and C6H12 was ∼ 40µL,
for CHCl3 ∼ 20µL, and for CH2Cl2 and H2O ∼ 15µL. Microwave power (cw irradiation)
in non-polar solvents was P = 43W (P5) or P = 50W (P7), (for CHCl3 in CCl4
P = 51− 53W was used). Measurements in CHCl3 were performed with a mw power
P = 29W (P2, cw irradiation) and in other polar solvents (CH2Cl2, CH3CN, and H2O)
with P = 22 − 29W (P1, P2, 2 − 7 s gated). NMR parameters (pulse sequences:
zg and zgig): tp (π/2) = 10µs, P (π/2) = 41W, DS = 2, RD = 30 − 40 s, LB =
0− 4Hz (depending on the natural LW of the spectrum). Boltzmann and DNP spectra
were acquired with the same pulse sequence. Sample temperatures were adjusted with
calibration curves and were in the range of Tsample ≈ 290− 310K. All measurements
were performed with 15N-TN-d16 and a concentration of c(PA) ≈ 10− 25mM. Spectra
and experimental details are shown in appendix C.

(ε ≈ 10− 37), which was expected, due to their similarity to CHCl3. Furthermore, substi-

tution of electron-withdrawing-groups (EWG) slightly increased the signal enhancement

(ε (nitrobenzene) ≈ 10) on the aromatic ring, while electron-donating-groups (EDGs)

decreased the enhancement (ε (anisol) ≈ 5) in comparison to unsubstituted benzene with

ε ≈ 7. As expected, due to the previously observed dipolar dominated polarization transfer

(ε ≤ 0), no significant enhancement is observed for carbonyl groups.[34,60] Additionally, also

the loss of NMR signal of the Cipso position of different aromatics and functional groups
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Figure 7.17: Enhanced (red) and Boltzmann spectra (blue) of a) 500mM p-IC6H4F in
CCl4 and b) 500mM 1-fluoro-4-(trichloromethyl)benzene in C6H12. Both measurements
were performed with c(15N-TN-d-16) ≈ 25mM. The solvent peak in b) was omitted for
clarity. Microwave power (cw irradiation): P = 43W (P5). NMR parameters (pulse
sequences: zg and zgpg): tp (π/2) = 10µs, P (π/2) = 41W, DS = 2, RD = 30 s, LB =
4Hz (a), LB = 2Hz (b). Sample temperatures were adjusted with calibration curves and
were in the range of Tsample ≈ 290− 310K. Experimental error for ε is estimated to be
10− 20 %. Boltzmann and DNP spectra were acquired with the same pulse sequence.

during DNP measurements may be ascribed to a dipolar dominated DNP mechanism.

The exception to this are the Cipso position of chlorinated, brominated, and iodinated
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compounds.

The observed trends for halogenated and otherwise functionalized aromatics are discussed

in sec. 7.2.4, however first, as examples for large ε, the DNP spectra p-IC6H4F and

1-fluoro-4-(trichloromethyl)benzene measured with ∼ 500mM natural abundance target

molecule and ∼ 25mM PA are presented in fig. 7.17. For p-IC6H4F, the enhancement

varies from ε ≈ 33 on the iodinated position to ε ≈ 7 on the respective ortho position,

while no enhancement was observed for the fluorinated carbon signals in both compounds.

The signal vanished during the DNP experiment, which is most likely a result of a dipolar

dominated polarization transfer (see fig. 7.18 and sec. 2.2).

In order to further demonstrate the high resolution of DNP experiments, the spectra of 13C

enriched and natural abundant fluorobenzene are showcased in fig. 7.18. Both experiments

were conducted with 1H decoupling. Figure 7.18c shows in addition to the Boltzmann

and DNP spectrum a simulation (performed with MestReNova Vers. 11.4.4-18998) of

the ortho position of 13C6-C6H5F. Notably, a coupling as small as 2.9Hz arising from a

Cortho-Cmeta coupling is resolved.[209]

Furthermore, 7.18d and 7.18f show zoom-in-views of the meta and ortho position of natu-

ral abundance C6H5F. While they display a well resolved J - coupling to 19F (3JCF ≈ 7.9Hz

and 2JCF ≈ 21Hz), the linewidth of both signals is LW ≈ 2.3Hz and remains almost

unchanged upon mw irradiation.

7.2.4 New Mechanistic Insights in the DNP Enhancement of Small
Molecules

A thorough understanding of the DNP mechanism is essential for the selection of favorable

target molecules and polarizing agents. Because the dipolar contribution to the spin

polarization transfer is almost negligible at 9.4 T, the transfer for carbon mainly proceeds

via molecular collisions. Recalling the spectral density (eq. 2.37) of this process,

Jcon(ωe, τcon,i) =
n∑
i=1

〈Aiso,i〉2

~2τp,i
[τcon,i · exp(−τcon,iωe)]2 (7.1)

shows the dependence of Jcon on the isotropic hyperfine (hf) coupling Aiso, the collision

frequency τ−1
p , and the duration of such collisions 2τcon. Experimental conditions such as
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Figure 7.18: Enhanced (red) and Boltzmann spectrum (blue) of 13C enriched ∼ 500mM
fluorobenzene in CCl4 with zoom-in views on the a) Cipso and b) Co,m,p positions.
c) Excerpt of the ortho position including a spectral simulation with a table of the
literature parameters.[209] The spectra are scaled to similar intensity. Enhanced (red)
and Boltzmann spectrum (blue) of ∼ 500mM natural abundance fluorobenzene doped
with 25mM 15N-TN-d16 in CCl4 with zoom-in views on the d) Co, e) Co,m,p and f) Cm
position (spectra were scaled according to their number of scans). d) and f) display a
LW of LW ≈ 2.3Hz and a J - coupling of 2JCF ≈ 21Hz and 3JCF ≈ 7.9Hz, respectively.
For clarity, the CCl4 signal is omitted. Microwave power (cw irradiation): P = 43W
(P5). NMR parameters (pulse sequence: zgig): tp (π/2) = 10µs, P (π/2) = 41W, DS =
2, RD = 30 s, LB = 0Hz. Sample temperatures were adjusted with the calibration curves
and were in the range of Tsample ≈ 290− 310K. Experimental error for ε is estimated to
be 10−20 %. Boltzmann and DNP spectra were acquired with the same pulse sequence.

13C enrichment and the choice of the solvent might influence τ−1
p or Aiso, respectively.

Additionally, different functional groups may differ significantly in their collisions with
15N-TN-d16. In this context, the different collisions of C-Hal (Hal = F, Cl, Br, and I) and

C-H σ-bonds with the PA are particularly important. However, also electronic changes

in the π-system of a target molecule may alter the preferred molecular collision with

nitroxides.[59]
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Table 7.9: 13C NMR signal enhancement of 13C6-BrC6H5 and 13C6-C6H5I doped with
15N-TN-d16 in different solvents. Experimental parameters are listed in the appendix C
(tab. C.5 and tab. C.4). Spectra are shown in the appendix C (fig. C.3a, fig. C.14a,
fig. C.14b, fig. C.15, fig. C.4a, fig. C.16a, and fig. C.16b). Experimental error for ε is
estimated to be 10− 20 %.

target solvent ε(Cipso) ε(Co,m) ε(Cp)
13C6-BrC6H5

13CCl4 4 12 10
13C6-BrC6H5 CCl4 3 10 9
13C6-BrC6H5 C6H6 3 10 7
13C6-BrC6H5 C6H12 4 11 9

13C6-C6H5I CCl4 25 9 9
13C6-C6H5I C6H12 26 12 11
13C6-C6H5I CHCl3 14 6 5

First, the influence of the 13C enrichment on ε was tested by comparing 13C6-C6H5F with

its natural abundance version (fig. 7.18). As 13C enrichment may change the collision

frequency, this could lead to an increased signal enhancement for 13C enriched samples.

However, no difference in ε was observed for C6H5F and BrC6H5 (appendix fig. C.3a and

fig. C.5b). This is in agreement with a very recent study, where the influence of 13C

label content on the enhancement of CHCl3 was investigated and also excludes a possible
13C-13C NOE effect.[40]

Next, the influence of the solvent on the DNP efficiency was quantified. From EPR, it is

known that the solvent affects the g- and the intramolecular A tensor of nitroxides.[181]

A similar behaviour might exist for the transient intermolecular hf coupling between the

PA and the target molecule during DNP. Furthermore, solvation of the substrate or the

radical could block the approach to either of them, thus reducing the DNP effect.[86]

The investigation of the model compounds bromobenzene and iodobenzene in different

non-polar solvents revealed no solvent dependence of ε for measurements in CCl4, C6H6,

and C6H12 (see tab. 7.9). However, the signal enhancement for 13C6-C6H5I decreased by

∼ 50 % when the experiments were carried out in chloroform. A similar behaviour was

observed for acetonitrile (see fig. 7.25) and might be related to the higher polarity and

therefore stronger mw absorption of CHCl3. Nevertheless, as the selection of solvents

as well as the substrates are here not exhaustive, an influence of the solvent on the spin
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Figure 7.19: 1D signal enhancement of uniformly 13C enriched halogenated benzenes in
CCl4 at the different 13C positions. Experimental error for ε is estimated to be 10−20 %.
Experimental parameters are listed in the appendix C (tab. C.5 and tab. C.4). Spectra
are shown in fig. 7.18 and in appendix C (fig. C.2a, fig. C.3a, and fig. C.4a).

polarization transfer cannot be excluded. Particularly, protic solvents could impact the

DNP mechanism by solvating the NO moiety of the PA or the target molecule, thereby

hampering the scalar hf interaction between the two molecules.[181] However, for these

solvents (e.g. alcohols and H2O) disentangling a mechanistic contribution of the solvent

from mw absorption remains challenging.

After the verification of the sample conditions (choice of the solvent and 13C content),
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the spin polarization transfer mechnanism between PA and target molecule was analyzed.

In principle, this can proceed on two pathways. First, the electron spin containing group

interacts directly with the target nucleus and second the electron spin interacts with

a substituent of the 13C spin (e.g. H, F, Cl, Br, I, a π-system, and many others) and

polarization reaches the spin for example via the σ-bond of the substituent. The latter

appears to be the dominant pathway, because carbon nuclei that are in many cases inac-

cessible for a direct interaction, deliver very large signal enhancements (ε(CCl4) ≈ 430,

ε(CBr4) ≈ 600 at 9.4T).[34]

In this light, the comparison between C-H and C-Hal was investigated. Figure 7.19 shows

the signal enhancement at the different carbon positions of different uniformly 13C enriched

mono halogenated benzenes (F, Cl, Br, and I). The enhancements on the ortho, meta,

and para positions of all four investigated compounds are positive and comparable in

magnitude. This suggests a similar scalar dominated spin polarization transfer mechanism.

The nitroxide may interact with the carbon nuclei through the C-H bond or the π-system

of the benzene ring. A direct interaction with the carbon atom is also possible, however,

at low magnetic field, large signal enhancements were found preferably on carbons with

acidic protons.[59] This would favor a polarization transfer via C-H bond.

The situation is different for the Cipso position of the benzene rings (see fig. 7.19a). For
13C6-C6H5F an enhancement of −0.1 is observed, which indicates a dipolar dominated

polarization transfer (ε ≤ 0). The reason could be that F[210] as well as the NO moiety

(see fig. 4.9) show a high and localized electron density, which could lead to a repulsive

interaction between F and the NO group, thereby minimizing the hyperfine coupling.

The other three compounds show positive signal enhancement on Cipso, however, while

the enhancement for 13C6-C6H5Cl and 13C6-C6H5Br are similar (ε ≈ 2− 3), the signal

enhancement for 13C6-C6H5I is ε ≈ 25. This is a remarkable ten fold increase by replacing

Cl/Br with I. Therefore, the spin polarization transfer mechanism not only differs between

the ipso position and the other positions of the benzene ring (ortho, meta, and para) but

also between the different substituents.

The large difference on Cipso is surprising, because in previous experiments halogenation

(Cl and Br) favored large signal enhancements on sp3 hybridized carbon atoms.[34,59]

On the other hand, fig. 7.16 shows that only minor/negligible signal enhancements are

observed on Cipso for all investigated aromatic systems independently on the substituent
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(i.e. the functional group). The exception to this represent iodinated carbon atoms that

show an increased signal enhancements with respect to other carbon atoms on the same

molecule with an enhancement of up to ε ≈ 33 (see fig. 7.17a). Therefore, understanding

the underlying spin polarization transfer mechanism of this particular moiety is of interest.

A possible interaction favoring a strong hf interaction between iodine and the PA is

halogen bonding. In a halogen bond, halogens act as an electron acceptor through an

interaction of the so-called σ-hole of the halogen (a result of the antibonding orbital of

the for example C-Hal σ-bond) with an electron donor (e.g. a nitroxide radical).[211–214]

Halogen bond motifs between chlorinated,[215] brominated,[216] and iodinated,[211–214,217]

compounds and nitroxides have been previously reported in the literature. EPR was used

to observe the halogen bond complex between nitroxides and C6F5I, while NMR was,

among many others, employed in the liquid- as well as in the solid-state to characterize

halogen bonds.[218,219] Even ODNP in liquids was used to analyze the dynamics of a

halogen bond between C6F5I and 1,4-diazabicyclo[2.2.2]octane (DABCO) at low magnetic

field (0.35T).[220]

Furthermore, halogen bonds are highly directional and contributions to the strength are

of electrostatical, charge transfer, and also of dispersive nature. The strength increases

with the introduction of functional groups that further reduce the electron density of

the halogen atom. Generally, a higher polarizability of the halogen atom favors a strong

halogen bond, meaning that the halogen bond strength increases from fluorine to iodine

(F<Cl<Br<I).[211]

Indeed, the electrostatic potential at the same isosurface (0.001 au) of halogenated

benzenes (C6H5Hal) calculated from DFT simulations reveals a larger positive potential

for iodine than for chlorine (about a factor of ∼ 3) and bromine (a factor of ∼ 1.4)[221,222]

This trend also holds, if the interaction between halogenated benzene and a halogen bond

acceptor (e.g. acetone or trimethylamine) is investigated, and scales with the attractive

interaction energy of the two molecules.[221,222] Furthermore, additional substitution of the

aromatic ring with e.g. fluorine (i.e. EWGs) increases the halogen bond strength.[211,221,223]

Interestingly, this correlates well with the observed enhancement for p-IC6H4F with

ε(Cipso) ≈ 33 (see fig. 7.17a), which is 25% larger than for iodobenzene (ε(Cipso) ≈ 25).

Aside from theoretical calculations, also two experimental reports indicate a more signifi-

cant role of the halogen bond for iodinated compounds than for chlorinated/brominated
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molecules.[224,225] These studies compared the 1H chemical shifts changes of CHCl3,

CHBr3, and CHI3 as well as of CH2Cl2, CH2Br2, and CH2I2 upon interaction with an

electron donor (e.g. esters, ketones, ethers, and amines). While H-bonding causes a

low field shift, halogen bonding increases the resonance frequency of the 1H nucleus.

Therefore, both interactions are counter-acting and can be distinguished from one another

considering the chemical shift.[224,225] Both studies report almost negligible contributions

of the halogen bond for the Cl and Br containing compounds, while for the two iodinated

compounds halogen bonding plays a major role being the dominant interaction mechanism

with amines.[224,225]

While a direct interaction between carbon and electron spin as well as a π-system interac-

tion with the nitroxide cannot be excluded, the aforementioned reports suggest a significant

involvement of the halogen bond in the spin polarization transfer mechanism. Experimen-

tal verification of this hypothesis could be achieved by DNP measurement of iodinated

benzenes with substituents that increase the halogen bond strength (e.g. C6H5−nF0+nI

with n = 0− 5). Additionally, so far, only static contributions were considered, therefore

the dynamics of the interaction (e.g. collision duration, collision frequency) could also

influence the spin polarization transfer mechanism, but this is beyond the scope of this

work.

Finally, the potential influence of an interaction of the π-system with the nitroxide radical

on the DNP efficiency was tested. To this end, the electronic structure of the π-system

was altered through introduction of different functional groups. Nitro (NO2) and aceto

(COCH3) reduced (EWGs) while methoxy (OCH3) and methyl (CH3) increased (EDGs)

the electron density of the π-system. Figure 7.20 shows the NMR signal enhancement

at different carbon positions of substituted benzenes. None of the ipso positions show

any significant signal enhancement. In contrast, benzene reveals ε ≈ 7. On the other

hand, larger signal enhancements (ε(Co,m,p) ≈ 7− 10) than for benzene are observed for

nitrobenzene and acetophenon, while anisole and toluene display smaller enhancements

(ε(Co,m,p) ≈ 3− 7).

Even though a general trend is visible, certain features need further investigations. Indeed,

as soon as benzene is functionalized, the electron density is inhomogeneously distributed

among the ring. For example, EWGs reduce the electron density on the ortho position

more than on the meta position, however this is not resembled by the obtained signal
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Figure 7.20: 1D signal enhancement of functionalized benzenes in CCl4 at the different
13C positions. Tendencies of the functional groups are indicated by the arrows. Experi-
mental error for ε is estimated to be 10− 20 %. Experimental parameters are listed in
the appendix C (tab. C.5 and tab. C.4). Spectra are shown in in appendix C (fig. C.6a,
fig. C.6b, fig. C.8a, fig. C.8b, and fig. C.7b.).

enhancement with ε(Co) ≈ ε(Cm) for nitrobenzene and acetophenone. In order to draw

mechanistic conclusions on the influence of the electronic structure of the π-system, the

data set needs to be expanded with additional functionalized aromatics.

In conclusion, the two discussed observations (iodination and EWG vs. EDG) affect 13C
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NMR the signal enhancement. In the case of iodo compounds, the halogen bond may play

an important role in the spin polarization transfer. Additionally, according to the obtained

results, 13C enrichment and the choice of solvent (within the selection of investigated

solvents) have little influence on the DNP enhancement. Notably, these observations

were drawn from an unprecedented large data set that was enabled by the new liquid

DNP instrument.

7.2.5 DNP Results on Biologically Active Compounds

DNP of small biological molecules is a promising application for ODNP in liquids but

such experiments demand high resolution NMR spectra, because otherwise signal overlap

may prevent an unambiguous assignment of the resonances. Section 7.2.2 and sec. 7.2.3

demonstrated that the newly developed setup is able to provide large signal enhancement

combined with good resolution enabling the measurement of such biological active

molecules.

Based on the observations reported in the previous sections, promising biologically active

target molecules were investigated. Figure 7.21 shows the DNP enhanced spectra of an

inhibitor of the adenylyl cyclase 1 (ST034307),[226] the drug mitotane, which is used to

treat certain forms of cancer,[227] and amiodarone, an antiarrhythmic drug.[227]

All of these compounds display sizable signal enhancements (ε ≥ 10) with a signal enhance-

ment of up to ε ≈ 37 for the CCl3 group of ST034307. Indeed, the previously identified

chemical environments (iodinated carbons and CCl3 groups) show large enhancements

(ε ≈ 10−37). Other positions produce ε ≈ 2−7, while some carbon signals are suppressed

during DNP (ε ≤ 1). The large variations in the DNP enhancements may be due to the

different accessibility the carbon sites, influences of the carbon chemical environment,

and dynamic processes.[33,83,86] These preliminary observations suggest that large signal

enhancements could be obtained with site-specific labelling (e.g. with iodine).[229]

Not only did the experiments depicted in fig. 7.21 reveal large signal enhancement, they

also showed that the linewidth of the different NMR signals remained within a rea-

sonable range (LW ≈ 5 − 30Hz of the largest NMR signals). Moreover, the change

of the linewidth upon microwave irradiation was almost negligible for ST034307 with
LWBoltz
LWDNP

≈ 5.5Hz
5.7Hz ≈ 1 for the CCl3 group of ST034307, while for mitotane and amiodarone

168



7.2 DNP in Non-Polar Solvents

a)

εB≈2
εA≈12

εCCl4≈69

εC≈2

εE≈3

εF≈2
εG≈1

εD≈3

B

A
C

D

E

FG

Cl

ClCl
Cl

F
D

C

E
D

F
D

E

BG

C

E

G

A

130 110 90 70
ppm

b)mw on, NS = 256 

mw off, NS = 2048
Pulse sequence: zgig

mw on, NS = 512

mw off, NS = 128
Pulse sequence: zgig

εA≈37

εB≈7εD≈8εC≈4

150 130 110
ppm

90

O

O

Cl

CCl3
A

C

D

B

(C6H6)

εC6H6≈7 

A

BDC

*

O

O

I

I

O

NH

Cl

B
EJ

A

G

I
H

T

V

N

D

R

A

G

J
Q

R U

F

L

S K

O
M

P

(CHCl3)

mw on, NS = 512

mw off, NS = 1792
Pulse sequence: zgig

c)

170 150 130 110

ppm
90 70 50 30 10

εA≈2

εCHCl3≈80

BEG F

εB≈3

εE≈3

εF≈3εG≈2
A

O
N

M

K

J

εJ≈10

εK≈3εM,N,O≈1 − 4

D

TU S

R

Q P L HI

εD≈3

εR≈2

V

**

E

Figure 7.21: Enhanced (red) and Boltzmann spectrum (blue) of a) 100mM
ST034307[226] in benzene, b) of 500mM mitotane in CCl4, and c) 500mM amio-
darone in CHCl3. The spectra in c) were scaled according to their number of scans. The
three measurements were performed with c(15N-TN-d-16) ≈ 25mM. (*) The Boltzmann
spectrum of b) was recorded with a full tube (Vsample ≈ 550− 630µL) and scaled based
on the volumetric ratio. (**) Poor signal to noise of the Boltzmann signal. Assignment of
a) is based on AIST database (SDBS 22206CDS-09-294) while b) is based on chemical
shift increment calculation performed with ChemDraw Vers. 16.0.1.4(77), and c) was
assigned according to the literature.[228] Enhanced signals are marked with red letters,
while signals with ε ≤ 1 are marked in black or assignment is omitted. Microwave power
(cw irradiation): P = 43W (P5) (a,b), P = 29W (P2) (c); NMR parameters for a), b),
and c) (pulse sequence: zgig): tp (π/2) = 10µs, P (π/2) = 41W, DS = 2, RD = 30 s,
LB = 4Hz. Sample temperatures were adjusted with calibration curves and were in the
range of Tsample ≈ 290− 310K. Experimental error for ε is estimated to be 10− 20 %.
Boltzmann and DNP spectra were acquired with the same pulse sequence.

linebroadening is observed with LWBoltz
LWDNP

≈ 8.4Hz
27.7Hz ≈ 0.3 for the CHCl2 group of mitotane and

LWBoltz
LWDNP

≈ 4.4Hz
20Hz ≈ 0.2 for the iodinated carbon positions of amiodarone (fig. 7.21). Notably,
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amiodarone was measured in CHCl3, where generally a larger temperature gradient during

DNP measurements is observed (see sec. 7.3.1).

These experiments demonstrate the possibility of liquid state DNP of complex molecules

with reasonable resolution, including biologically active drugs and other related compounds.

7.3 DNP in Polar Solvents

Because of extensive sample heating induced by mw absorption of the solvent, only two

DNP instruments reported liquid state DNP measurements in water at high magnetic field

(9.4 T). The Prisner group used a helical resonator as well as a Fabry Pérot resonator for

DNP in water.[33,112,135] Particularly, the latter alleviates sample heating but limits the

sample volume to Vsample ≤ 100 nL. Nevertheless, they reported a 13C signal enhancement

of up to ε ≈ 50 for imidazole and signal enhancements of ε ≈ 2 − 11 on different

amino acids (glycine, alanine, serine, and proline) and glucose.[33] In a follow up study,

they observed an enhancement of ε ≈ 16 for Na 13C1-C3-pyruvate.[112] Furthermore, the

Ansermet group in Lausanne reported a 1H enhancement of ε ≈ −10 on water with a

volume of V ≈ 10µL.[68] They built a probehead that confines the sample to a thin layer

on a planar surface and mw irradiation is applied from the top, i.e. orthogonal to the

sample plane.[68] However, the setup suffers from an inhomogeneous magnetic field and

thus a large NMR linewidth (LW(1H) ≈ 4000Hz).[68]

As already mentioned, sample heating is also observed in the herein presented DNP

instrument and is counteracted by sample rotation, thin sample layers, and active cooling

with cold N2 gas. Since the Boltzmann polarization depends on the temperature, similar

sample temperatures during Boltzmann and DNP measurement are crucial to obtain

reliable signal enhancements.[83]

Due to the fact that sample heating is caused by mw absorption of the solvent, it is mostly

independent on the target molecule and the PA.[201] Therefore, the sample temperature

for each solvent was carefully calibrated to reach Tsample ≈ 290− 310K during DNP and

Boltzmann measurements. As previously demonstrated (see fig. 7.1b) the giso of the

organic radical depends on the solvent, therefore resonant mw irradiation was ensured by

magnetic field and gyrotron frequency optimization. After this, the influence of microwave

absorption on ε is described by the measurement of the 13C NMR signal enhancement of
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acetonitrile in different solvents and finally signal enhancements in H2O of compounds

such as Na pyruvate and Na diatrizoate are shown.

7.3.1 Temperature Calibration for DNP Experiments

The temperature of NMR samples is monitored by measuring the chemical shift difference

∆ (in ppm) of two signals as a function of the temperature.[61] Figure 7.22 shows the

temperature calibration for sample solutions of tetrachloromethane and chloroform. Tset
was calibrated with a Bruker standard method using methanol and it was found that

Tset ≈ Tsample in the range of Tset ≈ 270−300K (see appendix E fig. E.3) The chemical shift

difference between the solvent and the reference compound (10% CHCl3 (v/v) in CCl4)

was measured without mw irradiation. The sample was then cooled to Tset = 210− 250K

and mw irradiation at different power was applied. The NMR spectra are displayed in

fig. 7.22a and ∆ is plotted as a function of Tset in fig. 7.22b. The latter plot reveals that

a sample temperature of Tsample ≈ 300K for CCl4 is achieved even under high power cw

mw irradiation. However, even for non-polar solvents, line broadening is observed during

mw irradiation (see fig. 7.22a) that stems from a temperature gradient of the sample.

Similar measurements were performed for other non-polar solvents (cyclohexane) and led

to comparable results, which was expected due to their similar dielectric constants. Thus,

the calibration curve of CCl4 was also employed for solvents such as cyclohexane and

benzene.

Temperature induced line broadening invigorates with increasing polarity of the solvent. By

using CCl4 as a solvent, a LW of LW(CHCl3)≈ 16.6Hz with a mw power of P = 51−53W

(P9) is obtained for CHCl3 (c ≈ 200mM, see fig. 7.13). Using CHCl3 as a solvent

(fig. 7.22c and d), allows for a mw power of P = 43W for obtaining a sample temperature

of T ≈ 300K under cw mw irradiation. However, largest 13C NMR signal enhancements

with CHCl3 as a solvent are usually observed at P2 (29W), possibly because of temperature

induced line broadening. Nevertheless, for chloroform cw mw irradiation is possible,

however, due to the increased dielectric heating in chloroform, the layer thickness of

the sample is limited to 40µm, whereas for CCl4, C6H6, and C6H12 a layer thickness of

d ≈ 75µm is viable without compromises on the NMR LW (see tab. 7.5). Larger sample

layers lead to significantly higher sample heating, lower enhancement, and NMR lineshape

171



7 Dynamic Nuclear Polarization at 9.4 Tesla

Tetrachloromethane

a) b)

20 15 10 5
ppm

0

20.2 19.7 2 1 0

MW OFF, Tset = 320 K
MW OFF, Tset = 310 K

MW OFF, Tset = 300 K

MW OFF, Tset = 290 K

MW OFF, Tset = 270 K

MW ON, P2 = 29.3 W 

MW ON, P5 = 43.3 W 

MW OFF, Tset = 250 K

MW ON, P7 = 49.6 W 

MW ON, P9 = 51.0 W 

MW OFF, Tset = 280 K

Δ (ppm)

13CCl4
13CHCl3

220 240 260 280 300 320
18.00

18.05

18.10

18.15

18.20

18.25

Δ
 (

pp
m

)

Tset (K)

P2, 29.3 W

P5, 43.3 W

P9, 51 W

P7, 49.6 W

MW ON
MW OFF

c)

25 10 -5 -20
ppm

-35

-18.8-18 -18.4 -19.226.752727.5 27.25

Chloroform

MW OFF, Tset = 310 K

MW OFF, Tset = 290 K
MW OFF, Tset = 270 K

MW OFF, Tset = 250 K

MW OFF, Tset = 230 K

MW ON, P2 = 29.3 W 

MW ON, P5 = 43.3 W 

Δ (ppm)

n-Hexane13CHCl3
d)

320200 220 240 260 280 300
45,52

45,54

45,56

45,58

Δ
 (

pp
m

)

Tset (K)

P2, 29.3 W

P5, 43.3 W

MW ON
MW OFF

Figure 7.22: Temperature calibration of the solvents CCl4 and CHCl3. a) 13C NMR
spectra of 1M 13CHCl3 (10% of the volume) in CCl4 (10% 13C labelled) as a function
of the temperature without microwave (mw off) and for different power levels under
microwave irradiation (mw on). Microwave power settings are listed in fig 7.4. NMR
parameters (pulse sequence: zg): NS = 4, DS = 2, LB = 2Hz, D1 = 30 s, P (π/2) =

41W, tp (π/2) = 10µs. b) Plot of the chemical shift difference of the reference
compounds against the set sample temperature under Boltzmann conditions (black)
and their chemical shift difference during cw mw irradiation (red). Lines are a guide
for the eye. c) and d) The same temperature measurements but with chloroform as
the solvent doped with ∼ 760mM n-hexane (10% of the volume). Microwave power
settings are listed in tab. 7.2. NMR parameters (pulse sequence: zgpg): NS = 8, DS = 0,
LB = 0.3Hz, RD = 30 s, P (π/2) = 41W, tp (π/2) = 10µs, waltz64, 0.58W.
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Figure 7.23: Temperature calibration of water with 10% glycerol (w/w). a) 13C
NMR spectra of ∼ 250mM 13C-urea and 13C-methanol in H2O as a function of the
temperature. b) Plot of the chemical shift difference of the reference compounds against
the set sample temperature under Boltzmann conditions (black) and the duration of
mw irradiation (red). c) The same spectra as in a) but for different mw irradiation
times (Tset = 275K). The asterisks mark glycerol. Microwave power settings are listed
in fig 7.4. NMR parameters (pulse sequence: zgpg, see fig. 3.4b): NS = 8, DS = 2,
LB = 2Hz, RD = 30 s, P (π/2) = 48W, tp (π/2) = 10µs, waltz64, 0.58W.

distortion.

Accordingly, even smaller sample layers (d ≈ 25µm) were utilized for polar solvents such

as dichloromethane, acetonitrile, and water. In order to exclude sample tube breaking

inside the probehead caused by freezing water, DNP measurements were performed in a
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mixture of 90% water and 10% glycerol (w/w), the latter serving as a glassing agent

and therefore preventing volume expansion upon freezing.

Continuous wave mw irradiation in these solvents was impossible, because the NMR

signal was broadened below the detection limit or bubbles formed in the solution that

compromised the NMR spectrum. Instead, the microwave was gated at low power (P1

and P2) with the shutter introduced in sec. 7.1.3. Figure 7.23 shows the temperature

calibration for H2O that was performed with the same method as the one in CCl4 and

CHCl3 but with 13C-methanol and 13C-urea as the chemical shift probes. It is evident that

line broadening due to inhomogenous sample heating is the limiting factor for DNP in

polar solvents. However, short microwave irradiation at low mw power (P1 and P2) of up

to 4− 7 s is possible without compromising the NMR signal (see fig. 7.23c). Temperature

calibration for CH2Cl2 and CH3CN are shown in the appendix (fig. E.1 and fig. E.2).

In summary, temperature calibration of non-polar solvents demonstrated the possibility of

DNP with high power mw irradiation. While cw mw irradiation is still possible for CHCl3,

more polar solvents such as CH2Cl2, CH3CN, and H2O were accessed via reduction of the

mw power as well as the irradiation time. Nevertheless, the calibration data established

mw irradiation schemes in all investigated solvents while retaining a sample temperature

of Tsample ≈ 290− 310K.

7.3.2 Magnetic Field Calibration

In order to maximize the signal enhancement, mw irradiation was applied precisely

on resonance with the electron spins, however giso of the PA is solvent dependent (see

fig. 7.1).[181] Therefore, the gyrotron frequency was matched with the resonance frequency

of the electron spin for each sample. While for non-polar and most polar solvents, the

sweep capabilities of the main magnetic field (∼ 22G) were sufficient to account for

minor changes in the resonance frequency of the PA, measurements in water required

changing of the gyrotron frequency (see fig. 7.1b).

This is illustrated in fig. 7.24. Here, the NMR signal intensity of acetonitrile is plotted as

a function of the main magnetic field. Three field sweeps were performed, each with a

different temperature of the gyrotron cavity (Tcav). A larger Tcav leads to a lower mw

frequency (∼ 4.3 MHz
K ). At Tcav = 22 ◦C no increase in the NMR signal was observed
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Figure 7.24: Magnetic field dependence of 13C2-CH3CN doped with ∼ 25mM 15N-TN-
d16 in H2O obtained at different cavity temperatures of the gyrotron (Tcav). Microwave
parameters: Imain = 69.89A, V0 = 16.27 kV, Igun = 2.75A, I0 = 115mA, P ≈ 22W
(P1), mw gating = 2 s. NMR parameters (pulse sequence: zg with mw gating, see
fig. 3.4d): tp (π/2) = 10µs, P (π/2) = 48W, DS = 0, RD = 40 s, LB = 2Hz, NS = 2.

(blue symbols and line). However, at Tcav = 30 ◦C a clear maximum was observed (green).

With a cavity temperature of Tcav = 36 ◦C, the maximum moved accordingly (black). As

a result, water DNP experiments are performed on the high field resonance of the EPR

spectrum, while irradiation in all other solvents is applied on the low field line. For a two

line radical, irradiation of the first resonance is beneficial and boosts the saturation factor

by 5− 20 %[34,83]

7.3.3 Analysis of DNP Experiments in Polar Solvents

Because of its high solubility in various solvents, acetonitrile (2-13C c(13CH3CN) ≈ 500mM

and c(PA) ≈ 25mM) was used as a test molecule to compare the DNP performance of

the same system in non-polar and polar solvents. Figure 7.25 shows the DNP experiments

of acetonitrile in CCl4, CHCl3, CH3CN, and H2O. Measurements were performed with

maximum available power (light red fig. 7.25a and b) and with an irradiation time of
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Figure 7.25: Comparison of the signal enhancement of the methyl group (13C2) of
acetonitrile in different solvents. Spectra are scaled according to their number of scans.
Spectra in light red were obtained under cw mw irradiation (P7 and P2 for measurements
in CCl4 and CHCl3, respectively), while spectra displayed in dark red were measured with
4 s (2 s in H2O) mw irradiation with P = 22W (P1). Boltzmann spectra are shown in
blue. NMR parameters for a), b), c), and d) (pulse sequence: zg): tp (π/2) = 10µs,
P (π/2) = 41W, DS = 2, RD = 30− 40 s, LB = 4Hz (for a and b), LB = 2Hz (for c and
d). Sample temperatures were adjusted with the calibration curves and were in the range
of Tsample ≈ 290− 310K (mw off spectrum of CCl4 was acquired at Tsample ≈ 275K).
c(PA) ≈ 25mM, c(13CH3CN) ≈ 500mM. (*) LW of these signals are listed in tab. 7.10.
Experimental error for ε is estimated to be 10 − 20 %. Boltzmann and DNP spectra
were acquired with the same pulse sequence.

4 s at P1 (red, 2 s mw irradiation in the case of water), the latter being the highest

possible power setting in polar solvents. Sizable signal enhancement ranging from 23 to 3

were observed. The LW is highly solvent dependent, ranges from 6Hz to 60Hz, and is

surprisingly the narrowest in H2O. Enhancements and LWs are listed in tab. 7.10.

Under comparable power settings, the signal enhancement decreases from εCCl4 ≈ 12

to εH2O ≈ 3. The smaller signal enhancement in H2O compared to CCl4 is most likely

related to a reduced saturation factor that is caused by an increased mw absorption of the

solvent. Assuming that the reduced ε results exclusively from a smaller s, the comparison

of acetonitrile in different solvents leads to s ≈ 0.05 in H2O as opposed to s ≈ 0.3− 0.4
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Table 7.10: Signal enhancements and linewidths of the marked signal (*) of acetonitrile
in different solvents displayed in fig. 7.25. (†) The enhancement in dichloromethane was
obtained with 6.0 s irradiation at P1. (‡) In water, mw irradiation was applied for 2 s.
Experimental error for ε is estimated to be 10− 20 %.

parameter CCl4 CHCl3 CH2Cl2 CH3CN H2O
ε (mw on = cw) 22 14 10† − −
ε (mw on = 4 s) 12 6 7 6 3‡

LW (mw on = cw) (Hz) 23 40 − − −
LW (mw on = 4.0 s) (Hz) 11 17 ∼ 55 7.7 4.2

LW (Boltzmann) (Hz) 8.2 4.0 6.2 4.2 4.9

in CCl4 (with ε(13CH3CN) ≈ 21 in CCl4). Nevertheless, it is important to point out that

these results demonstrate the feasibility of DNP with µL sample volume at high magnetic

field in polar solvents including water.

To further investigate DNP in water, different target molecules such as Na pyruvate

were tested. Na pyruvate is a biologically highly relevant compound and target of other

hyperpolarization techniques such as dissolution DNP.[6,31,230] Figure 7.26a shows the DNP

spectrum of the methyl group of Na pyruvate with an enhancement of (ε(3- 13C ≈ 3) with

c (15N-TN-d16) ≈ 25mM and a LW that is unaffected by mw irradiation (LW ≈ 6−7Hz).

In comparison, a recent study reported ε(3-13C) ≈ 16 (with s ≈ 1) for 1M Na pyruvate in

water in a Fabry-Pérot cavity with ∼ 100mM TEMPOL as a PA and Vsample ≤ 100 nL.[112]

While the herein presented ε is a factor of five smaller than previously reported by another

group,[112] the sample volume is a factor of ∼ 100 larger than in the literature resulting in

an overall increase in NMR signal sensitivity.

Furthermore, from the measurement of the nuclear relaxation time of the methyl group of

pyruvate (see fig. D.1) with and without PA, a leakage factor of f ≈ 0.75 was calculated.

Considering f and scaling the obtained signal enhancement (ε ≈ 3) to the literature,[112]

the saturation factor is estimated to be s ≈ 0.14. However, the earlier reported comparison

of acetonitrile in different solvents (see fig. 7.25) resulted in s ≈ 0.05 in H2O. As both

calculations of s contain many uncertainties (comparison of different setups, possible

solvent effects), a more precise estimation than s ∼ 0.05 − 0.14 remains challenging.

However, the results show that even though the mw efficiency is reduced due to mw

absorption of the solvent, lower mw power, and shorter mw irradiation time, sizable signal
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Figure 7.26: DNP enhanced spectra (red) and Boltzmann spectra (blue) of 13C3 Na
pyruvate (∼ 500mM, with ∼ 25mM 15N-TN-d16) and Na diatrizoate (∼ 500mM with
∼ 25mM 15N-TN-d16 and ∼ 500mM 13C2 acetonitrile) in H2O. b) shows a zoom-in-
view on the iodinated positions. The full spectrum is shown in appendix. C fig. C.13a.
Microwave parameters: P = 29W (P2) and 4 s mw irradiation for Na pyruvate and
Na diatrizoate, respectively. Tsample ≈ 290− 310K. NMR parameters (pulse sequence:
zgig, see fig. 3.4d): tp (π/2) = 10µs, P (π/2) = 41W, DS = 2, RD= 26 − 40 s, LB =
4Hz. b) shows a zoom-in-view on iodinated carbon positions. Experimental error for ε is
estimated to be 10− 20 %. Spectrum a) was referenced to 0 ppm, while the ppm scale
in b) is arbitrarily chosen, due to the lack of a reference. Boltzmann and DNP spectra
were acquired with the same pulse sequence.

enhancements of ε ≈ 3 are accessible with Na pyruvate in H2O, while retaining an NMR

linewidth of ∼ 6Hz. Optimization of the sample cooling setup could enable stronger and

longer mw irradiation and therefore further boost DNP in water.

As large enhancements for iodinated compounds were observed in non-polar solvents

(see sec7.2.3), this motif was also investigated in H2O. Indeed, DNP measurements

of Na diatrizoate, an X-ray contrast agent, showed ε ≈ 6 on the iodinated positions

in H2O (fig. 7.26), which is a factor of two larger than ε obtained for acetonitrile and

pyruvate (ε ≈ 3− 4). This demonstrates that also in water the spin polarization transfer

to iodinated carbon positions is highly favored over, for example, methyl groups (e.g. Na

pyruvate and acetonitrile). Consequently, site-specific iodination[229] might be a viable

strategy to obtain large 13C NMR signal enhancements also in water.
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An analysis of the LW of Na diatrizoate revealed that the signal at 94 ppm is mostly

unaffected by mw irradiation with LW ≈ 21Hz for the Boltzmann and for the DNP

spectrum. On the other hand, the signal at ∼ 102 ppm is significantly broadened

(LW ≈ 100Hz) but direct comparison with the Boltzmann signal remains difficult (see

fig. 7.26b) due to a poor signal-to-noise-ratio.

These first results on polar solvents including water are a proof-of-principle for DNP in

polar liquids with µL sample volume. It demonstrated the viability of DNP on different

target molecules as well as in a variety of polar solvents. Sizable signal enhancements of

up to ε ≈ 6 are accessible in DNP experiments in H2O. It can be anticipated that further

optimization of the cooling setup and irradiation scheme should enable stronger mw

irradiation and boost the enhancements in water. More sophisticated tube arrangements,

for example with many sample layers being exposed to the sample, enable mw irradiation

at elevated mw power and allow for significant larger sample volumes.

7.4 2D Dynamic Nuclear Polarization in Liquids at 9.4 T

One strength of NMR is the ability to obtain structural resolution on the atomistic scale by

identifying through bond but also through space correlations between different nuclei.[10,15]

This allows not only for the determination of the structure[231] of large systems such as

proteins but also enables the analysis of dynamical processes[4,232,233] and interactions

between pharmaceutical drugs and biological macromolecules.[13,232,234]

Many experiments require chemical shift encoding during two or more delays (ti) in the

pulse sequence, thus resulting in a multidimensional spectrum. Throughout the past

decades, hundreds of different iterations of multidimensional pulse sequences emerged[235]

and are nowadays applied in routine NMR experiments.[10] Among these powerful tools,

direct 13C-13C correlation experiments provide valuable information on large systems. For

example 13C detection may simplify NMR spectra in comparison to 1H, due to a larger

frequency range, and help with unambiguous signal assignment for the characterization of

large proteins.[57] Moreover, large chemical shift dispersion as well as longer relaxation

times for 13C compared to 1H in flexible and disordered proteins may promote the applica-

tion of 13C-13C correlation experiments to detect intermolecular interactions.[57] Finally,

paramagnetic samples may also benefit from direct 13C measurements, due to a reduced
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(in comparison to 1H) paramagnetic relaxation.[236] However, these measurements are

hampered by the low sensitivity of the 13C nucleus stemming from its low gyromagnetic

ratio (γ1H/γ13C ≈ 4) and natural abundance (1.1%). Therefore, hyperpolarization tech-

niques can boost the sensitivity of these pulse sequences.

Hyperpolarized 2D experiments in liquids were demonstrated with dDNP, where the

exchange of water protons with labile protons of proteins was used with ex situ hyperpo-

larized water.[32] Upon insertion of an unsaturated carbon-carbon bond, also PHIP was

used for hyperpolarized 2D experiments, however similarly to dDNP, para-hydrogen based

experiments exclude extensive signal averaging.[237] 2D experiments were also coupled

with rapid-melt and temperature-jump DNP experiments,[63,236] where hyperpolarization

is performed at ∼ 100K and the signal is detected in the liquid state after rapid melting

of the sample.

For Overhauser DNP, 1H and 19F 2D experiments were performed at low to medium

magnetic fields ranging from 0.34T over 1.2 T to 3.4T, because at these magnetic fields,

the polarization transfer mechanism of 1H is still favorable, thus allowing for large signal

enhancements.[191,238,239] However, at magnetic fields as high as 9.4T, the NMR signal

enhancement on proton has mostly decayed due to dipolar dominated cross-relaxation.[46]

At such high magnetic fields (B0 ≥ 9.4T), two recent studies demonstrated the spin

polarization transfer from 13C to 1H on model systems via the insensitive nuclei enhance-

ment by polarization transfer (INEPT) sequence and subsequent detection of 1H under

DNP conditions.[40,41] Furthermore, a triple resonant probehead (S, 1H and 13C) was

reported and showed the possibility of proton decoupling upon 13C detection.[41,112]

To demonstrate 2D liquid state DNP at 9.4T, 13C6-C6H5I as well as natural abundant

p-IC6H4F were selected as model systems and investigated with representative 2D pulse

sequences. Particularly, double quantum filtered correlation spectroscopy (DQF COSY),

total correlation spectroscopy (TOCSY), and the incredible natural abundance double

quantum transfer experiments (INADEQUATE) are pulse sequences that are routinely

applied on a variety of systems including small molecules and therefore represent a good

starting point for 2D DNP in the liquid state at 9.4 T. Enhancements were obtained from

integration of the 2D signals.
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7.4.1 Dynamic Nuclear Polarization Double Quantum Filtered Cor-
relation Spectroscopy (DNP DQF COSY)

Because of its widespread application as a routine tool to characterize small molecules,

correlation spectroscopy (COSY)[241,242] was the first 2D pulse sequence that was tested

under DNP conditions. The experiment correlates J - coupled nuclei, thus giving rise to a

cross peak in the 2D spectrum. Figure 7.27c shows a schematic spectrum of the target

molecule 13C6-C6H5I displayed in fig. 7.27a. In DQF COSY experiments, the intensity of

cross peaks is governed by the size of the scalar coupling for any pair of spins.[10,92] As

typically the coupling between direct neighboring 13C nuclei is much larger than between
13C atoms separated by two or more bonds (1JCC � nJCC), in a routine 13C DQF COSY

spectra, cross peaks were only observed for neighboring 13C-13C pairs.[10,92]

In a traditional COSY, the antiphase doublet cross peaks are shifted by 90 ◦ (inset of

fig. 7.27c) with respect to the diagonal peaks.[92] This leads to a dispersive lineshape

of either the diagonal or the cross peak. A dispersive lineshape is undesirable, because

peaks are significantly broadened and may cover important cross peaks. Furthermore, the

antiphase structure of the cross peaks might lead to signal cancellation if LW ≈ J.[92]

Therefore, a double quantum filter (DQF) is applied to overcome this limitation by

introducing an additional 90 ◦ pulse that selects double quantum coherences. This results

in an antiphase absorptive signal for diagonal- as well as for cross peaks. However, the

price to pay is that only half of the signal proceeds through the filter, thus reducing the

sensitivity of the experiment.[92] The product operator evolution is presented in sec. 3.3.4.2

and coherence selection is achieved via phase cycling. DNP can effectively improve DQF

COSY, because the obtained signal enhancement compensates for the reduced signal

intensity caused by the DQF.

Figure 7.27b and d show the DQF COSY spectra of ∼ 500mM 13C6-C6H5I in CCl4 doped

with ∼ 25mM 15N-TN-d16 under DNP and Boltzmann conditions, respectively, with the

experimental parameters listed in the caption. As indicated in the pulse sequence in

fig. 7.27a, mw irradiation is applied continuously throughout the whole measurement.

Sizable 13C signal enhancements are observed for all cross- and diagonal-peaks and the

observed ε is comparable to the values obtained in 1D DNP experiments of the same

compound. As the DNP DQF COSY experiment was compared to a Boltzmann spectrum
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Figure 7.27: a) Structure of 13C6-C6H5I indicating the magnetization transfer for the
Cipso position and the DQF COSY pulse sequence. b) DNP DQF COSY spectrum with
an independently measured 1D DNP spectrum of the same sample as a guide on the ω1

and ω2 dimension. c) Sketch of the DQF COSY spectrum of C6H5I, representatively
highlighting the magnetization transfer of Cipso. d) Boltzmann DQF COSY spectrum
with an independently measured 1D Boltzmann spectrum of the same sample as a guide
on the ω1 and ω2 dimension. Sample composition: ∼ 500mM 13C6-C6H5I and ∼ 25mM
15N-TN-d16. Microwave power (cw irradiation): P = 43W (P5), Tsample ≈ 290− 310K.
NMR parameters: NS = 8, DS = 16, RD = 6 s, tp (π/2) = 10µs, P (π/2) = 48W, 1H
decoupling: waltz64, 0.58W, number of points (TD)(ω1,ω2) = 128,2048, LB = 2Hz,
phase cycle:[240]. Experimental error for ε is estimated to be 10− 20 %.
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of the same sequence, i.e. with 1H pre-saturation, the obtained 2D enhancements are

compared to the apparent 1D enhancements for 13C6-C6H5I (see tab. C.3 and appendix C

fig. C.4b). Notably, even though 2D measurements were acquired with a much shorter

recycle delay (RD = 6 s) than in the 1D experiments (RD = 30 s), similar enhancement

factors were obtained in 1D and 2D measurements (see tab. 7.6 and fig. C.4b).

A comparison of the two cross peaks arising from the coupling of Cipso to Cortho on

the two sides of the spectrum shows a large difference in the observed enhancement

being ε ≈ 29 and ε ≈ 6. This is rationalized by comparing of the evolution of the

magnetization during the pulse sequence. For the cross peak with ε ≈ 29 (93.9 ,

136.8 ) ppm, (ω1, ω2) initial excitation is performed on the Cipso position (ε(1D) ≈ 25),

which leads to transverse magnetization of Cipso during t1. Subsequent transfer of the

magnetization via J - coupling to Cortho and detection during t2 results in the cross peak.

On the other hand, magnetization of the cross peak with ε ≈ 6 (136.8 , 93.9 ) ppm,

(ω1, ω2) stems from initial excitation of Cortho with ε(1D) ≈ 6 (see tab. 7.6 ε with 1H

pres-saturation) and is transferred to Cipso via J - coupling. Evidently, the 13C NMR signal

enhancement of the initially excited spin is decisive for the signal enhancement of the

cross peak. Therefore, the initial spin polarization is efficiently transferred during the

evolution of the magnetization within the COSY sequence.

Finally, even though in 13C COSY experiments mostly 1J - couplings deliver cross peaks, a

cross peak is also observed for Cipso coupled to the Cpara position (black circled fig. 7.27b),

while it is invisible in the Boltzmann (at the same noise level) as well as in the DNP

spectrum in quadrant four (bottom right, black circle).

7.4.2 Dynamic Nuclear Polarization Total Correlation Spectroscopy
(DNP TOCSY)

While COSY reveals correlations between adjacent nuclei, total correlation spectroscopy

(TOCSY) extends this to the whole coupled spin system. In order to observe a cross

peak between spin A and spin B, no J - coupling between these spins is necessary as long

as they are connected by a third (or fourth) spin that is coupled to both spins.[92]

As observed in the COSY experiment, the large spin polarization is conserved throughout

the pulse sequence and delivers large signal enhancements on the cross peaks. Therefore,

183



7 Dynamic Nuclear Polarization at 9.4 Tesla

b)

125135 115 105

ω2 (ppm)
95

125

135

115

105

ω
1 

(p
pm

)

95

Boltzmann Spectrum

125135 115 105

ω2 (ppm)
95

125

135

115

105

ω
1 

(p
pm

)

95

DNP Spectrum

ε≈25 ε≈23

ε≈24
ε≈25

ε(CCl4)≈104

ε≈4
ε≈6

ε≈6ε≈6

ε≈5
ε≈4

ε≈4

ε≈6

ε≈6
ε≈5

ε≈6

ε≈4

c) d)

I

a)

ω2

ω1

Ωo ΩpΩm Ωi

Ωo

Ωp

Ωm

Ωi

i o

m o

o o

m p

p m
p p

o m o i

m m

i ii m
i p

o p

p o

m i

p i

TOCSY

13C Enriched

TOCSY

e

13C
t

t1 t2

1H

Isotropic mixing 

τm

DIPSI-2

waltz64

cw mw irradiationRD

t

t

x x x

Figure 7.28: a) Structure of 13C6-C6H5I indicating the magnetization transfer for the
Cipso position and the TOCSY pulse sequence. b) 2D DNP TOCSY spectrum with
an independently measured 1D DNP spectrum of the same sample as a guide on the
ω1 and ω2 dimension. c) Sketch of the TOCSY spectrum of C6H5I, representatively
highlighting the magnetization transfer of Cipso. d) Boltzmann TOCSY spectrum with
an independently measured 1D Boltzmann spectrum of the same sample as a guide on
the ω1 and ω2 dimension. Sample composition: ∼ 500mM 13C6-C6H5I and ∼ 25mM
15N-TN-d16. Microwave power (cw irradiation): P = 43W (P5), Tsample ≈ 290− 310K.
NMR parameters: NS = 8, DS = 16, RD = 6 s, tp (π/2) = 10µs, P (π/2) = 48W,
1H decoupling: waltz64, 0.58W, number of points TD(ω1,ω2 = 256,2048, τm=20ms,
LB = 2Hz, phase cycle: 8 steps following the Topspin sequence dipsi2phdc. Experimental
error for ε is estimated to be 10− 20 %.
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it is expected that DNP TOCSY sequence can distribute the large spin polarization over

the whole spin system.

Figure 7.28a sketches the pulse sequence with cw mw irradiation. In contrast to the

COSY experiment, in TOCSY magnetization is transferred during a period of isotropic

mixing, where a spin lock pulse train consisting of multiple π pulses is applied. There are

multiple isotropic mixing schemes and therefore different iterations of TOCSY.[113–116]

Here, the DIPSI-2 mixing scheme is employed.[116] During the isotropic mixing period,

the spin system is in the strong coupling regime and magnetization is exchanged among

the different spins.[10] The efficiency of this process is different for each cross peak and

depends on the mixing time τm.[10] After initial tests, a mixing time of τm = 20ms was

chosen for the herein presented experiments. Figure 7.28c sketches the schematic TOCSY

spectrum of C6H5I that consists of a single spin system and cross peaks, that arise from

the excitation of the Cipso position, are highlighted.

Figure 7.28b and d show the DNP and Boltzmann spectrum of 13C6-C6H5I in CCl4 doped

with ∼ 25mM 15N-TN-d16, respectively. As in DNP DQF COSY, 13C signal enhancements

are observed for all diagonal- and cross peaks being comparable in magnitude to ε obtained

in the 1D experiments. Similarly to the DQF COSY experiment, the TOCSY was also

performed with 1H pre-saturation during DNP and Boltzmann measurement. Consequently,

the obtained enhancements were compared to 1D apparent signal enhancements (tab. C.3

and appendix C fig. C.4b). As expected from the COSY, large signal enhancements

(ε ≈ 23 − 25) are observed for the cross peaks centered at ω1 ≈ 93.8 ppm originating

from initial excitation of the Cipso position. This demonstrates that the polarization

transfer from highly polarized nuclei to nuclei with smaller signal enhancement is viable

with the TOCSY sequence. A comparison of the signal enhancement between COSY and

TOCSY also reveals that the spin polarization transfer efficiency is comparable between

the two sequences, thereby establishing the possibility to transfer nuclear spin polarization

of hyperpolarized nuclei with both pulse sequences to other nuclei on the same molecule.
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Figure 7.29: a) Structure of p-IC6H4F indicating the magnetization transfer for the Cipso
position and the INADEQUATE pulse sequence. b) 2D DNP INADEQUATE spectrum
of ∼1.5M p-IC6H4F doped with ∼ 25mM 15N-TN-d16 with an independently measured
1D DNP spectrum of the same sample as a guide in the ω2 dimension. Microwave power
(cw irradiation): P = 43W (P5), Tsample ≈ 290− 310K. NMR parameters: NS = 288,
DS = 16, RD = 6 s, 1JCC ≈ 55ms, tp (π/2) = 10µs, P (π/2) = 48W, 1H decoupling:
waltz64, 0.58W, TD(ω1,ω2) = 128,2048, LB = 2Hz, phase cycle: ref. [118]. c) Sketch
of the INADEQUATE spectrum of p-IC6H4F. d) Boltzmann INADEQUATE spectrum
with an independently measured 1D Boltzmann spectrum of the same sample as a guide
in the ω2 dimension. Sample composition: 50/50 (v/v) of p-IC6H4F and C6H12. NMR
parameters: as in b) except for NS = 128. Experimental error for ε is estimated to be
10− 20 %.
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7.4.3 Dynamic Nuclear Polarization Incredible Natural Abundance
Double Quantum Transfer Experiment (DNP INADEQUATE)

The two previously discussed pulse sequences were tested with 13C enriched iodoben-

zene. However, for the detection of 13C-13C correlations at natural abundance, neither

of these two sequences is better suited than the incredible natural abundance double

quantum transfer experiment (INADEQUATE), which was specifically designed for this

purpose.[10,117]

As discussed earlier, TOCSY requires a chain of coupled spins, however the natural

abundance of 13C is only 1.1%, thus the likelihood to have two 13C spins next to each

other is ∼ 10−4, rendering the TOCSY sequence unpractical. In principle, COSY is a

viable option for the measurement of 13C-13C correlations on natural abundance samples

but the intensity of the diagonal-peaks is a factor of 100 stronger than for the cross peaks.

Therefore, the diagonal-peaks may cover the more important cross peaks. On the other

hand, the INADEQUATE sequence suppresses signals stemming from isolated 13C spins,

thereby leaving only contributions to the spectrum originating from two coupled 13C spins.

The product operator treatment of the pulse sequence is summarized in sec. 3.3.4.4.

Figure 7.29c displays a sketch of the INADEQUATE spectrum of the tested compound

p-IC6H4F (fig. 7.29a). Notably, the signals are centered at Ω1 + Ω2 in the ω1 dimension

and at Ω1 and Ω2 in the ω2 dimension. p-IC6H4F serves as model a system, because in

1D measurements it displayed large signal enhancements of up to ε(Cipso) ≈ 33. Unfortu-

nately, and most likely due to complications during the sample preparation, the 1D signal

enhancement of this particular sample was reduced to ε . 23 (see appendix C fig. C.16b).

As in COSY and TOCSY, 2D signal enhancements were compared to apparent 1D

enhancements, because the 2D DNP and Boltzmann were acquired with 1H pre-saturation.

Notably, for a better comparison, 2D experiments could be repeated without 1H pre-

saturation, however based on the reported observations, 2D signal enhancements should

follow the expected behaviour and reproduce 1D enhancements.

Nevertheless, the DNP INADEQUATE as well as the Boltzmann spectrum are displayed

in fig. 7.29b and d, respectively. The sample composition used for DNP measurements

consisted of 1.5M target molecule (∼ 12− 20mg) in cyclohexane doped with ∼ 25mM
15N-TN-d16, while the Boltzmann spectrum was acquired with a mixture of 50% target
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molecule (∼ 570mg) and 50% cyclohexane (v/v).

Volumetric scaling of the Boltzmann spectrum and subsequent comparison with the DNP

spectrum produces a 13C NMR signal enhancement of up to ε ≈ 14, which is approximately

25% smaller than the 1D enhancement on the same sample. In contrast to COSY and

TOCSY, the expected enhancement for DNP INADEQUATE is obtained as the mean

value of the 1D enhancements of the two coupled spins that lead to the cross peaks,

εC1−C2
≈
ε1D(C1) + ε1D(C2)

2
, (7.2)

if the Boltzmann polarization of the two spins is comparable. This originates from

the pulse sequence that selects double quantum coherences arising from a coupled

spin pair and rejects single quantum magnetization.[10] These coherences are converted

into observable magnetization contributing to the signal centered at Ω1 as well as

at Ω2, independently on the initially excited spin.[10] Considering this, the obtained

signal enhancements during the INADEQUATE measurement agree with the 1D signal

enhancement with ε1D(C1)+ε1D(C2)
2

≈ 15 (see appendix C fig. C.16b).

Finally, the C4 signal (see fig. 7.29a for carbon numbering) is suppressed in the 1D

DNP spectrum (see ω2 trace in fig. 7.29b), most likely due to a dipolar dominated spin

polarization transfer mechanism. However, the C4 signal is recovered in the 2D spectrum

(see zoom-in-view insets fig. 7.29b).

This further solidifies the conclusion that, as soon as significant signal enhancement is

observed at one carbon nucleus, the spin polarization can be transferred to different

carbon sites of the molecule. Indeed, also carbon positions that do not show any signal

enhancement in a 1D spectrum, due to an unfavorable DNP mechanism, are visible as

hyperpolarized cross peaks in a 2D DNP experiment.

In summary, the presented experiments establish the viability of 2D NMR under DNP

conditions. Implementation of 2D sequences under cw mw irradiation is possible without

modifications of the NMR pulse sequence. These measurements on model systems

demonstrated that routine NMR pulse sequences are possible under DNP conditions and will

open up new possibilities for applications of liquid state DNP on, for example, biologically

active molecules. Particularly, site-specific labelling with, for example, iodine[229] may
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introduce a source of large signal enhancement on a biological target that could be

transferred to nearby nuclei.
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Conclusion and Outlook 8
Mechanistic Insights from DNP at Low Magnetic Field

13C DNP experiments were performed on 13CCl4 and 13CHCl3 with different polarizing

agents (chapter 4). A variation of up to a factor of four in DNP efficiency, represented

by the coupling factor ξ of the Overhauser equation, was observed. Particularly, BDPA

(ξ(CHCl3) ≈ −0.12) performs worse than nitroxide derivatives (ξ15N-TN-d16(CHCl3) ≈
−0.49).[34] This discrepancy was attributed to the highly delocalized electron density for

BDPA, while most of the spin density is localized on the NO group of nitroxides.

However, ξ varied also among different nitroxides. Indeed, a variation of almost a factor of

two was observed between the worst (TN-py, ξ(CHCl3) ≈ −0.23) and the best (15N-TN-

d16, ξ(CHCl3) ≈ −0.49)[34] nitroxide. This difference correlated well with the accessibility

of the NO moiety, where most of the spin density resides.

While chapter 4 focused on the molecular structure, chapter 5 dealt with the influence of

molecular dynamics on the DNP efficiency. To this end, the different contributions to

dipolar cross-relaxation mechanisms were experimentally disentangled by the variation of

the temperature and the molecular size of the PA during 1H DNP experiments. A similar

study was recently performed by the Prisner group at 9.4 T and reported that the role of

rotational diffusion is also evident at high magnetic field.[56] Combining rotational and

translational diffusion with 13C DNP experiments at 1.2T revealed an unexpected high

DNP efficiency for a nitroxide based radical functionalized with a fullerene (FN-2a) in

comparison to 15N-TN-d16.[34] Complementary MD simulations showed that molecular
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reorientations of the methyl group distinctive for FN-2a might be effectively increasing

the DNP performance.

In summary, these two studies delivered general structural motifs for the design of efficient
13C DNP PAs. First, the electron spin density should be highly localized and accessible

and second the molecular structure should ideally facilitate structural reorientations (e.g.

ring inversion, conformational changes, and methyl rotations) that act on a ps to sub-ps

timescale. In combination with the knowledge of the electron spin relaxation properties,

these insights can enable the optimization of PAs for high field DNP.

Furthermore, understanding the role of solvents and particularly water coordinating to a

radical center is an active field of research and is investigated in protein complexes as

well as in the gas phase.[243,244] ODNP was used for the analysis of translational diffusion

to obtain structural information on water hydration,[139,245,246] however also scalar cross-

relaxation may deliver important dynamic information.[78] For instance, in order for a

chemical reaction to occur, the two educts must meet with the correct orientation and

energy to form a transition state, which eventually leads to the product.[247] In the future,

rates and durations of such encounters might be analyzed with ODNP, because the

collision model for scalar cross-relaxation delivers collision durations and frequencies.[78]

Finally, dynamic investigations via DNP could be extended to a variety of nuclei such

as 31P and 19F that already showed scalar dominated enhancements at low and high

magnetic field.[69,191]

Dynamic Nuclear Polarization at 9.4 Tesla

The second avenue that was followed in this PhD thesis was the development of a new

liquid state DNP instrument operating at 9.4T. After the initial installation, the mw

power and frequency range of the frequency agile gyrotron were characterized. This was

followed by tests of the mw beam alignment, the mw polarization, and power losses at

the sample position inside the probehead.

Microwave irradiation is performed from the side of the tube, where the sample is confined

to a thin layer. This arrangement limits mw absorption of the solvent and with the

integration of active sample cooling, enables DNP experiments in polar solvents with a

sample volume of Vsample ≈ 15µL for water and of up to Vsample ≈ 40µL in non-polar
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Figure 8.1: Experimental signal enhancement times amount of substance (ε · n [mmol])
of neat CCl4 doped with a nitroxide radical as a function of the magnetic field (red circle).
Calculated ε ·n for a routine 3mm and 5mm NMR tube with ε = 1 and Vsample ≈ 180µL
and Vsample ≈ 550µL (blue circles) is shown for comparison. The following parameters
were used to calculate ε · n: EPR/DNP instrument at 1.2 T: ε ≈ 530, Vsample ≈ 8µL,[34]

EPR/DNP instrument at 3.4T: ε ≈ 930, Vsample ≈ 0.5µL,[60] ODNP mw cavity at
9.4T: ε ≈ 430, Vsample ≈ 0.035µL,[34], and ODNP non-resonant probehead at 9.4T:
ε ≈ 135, Vsample ≈ 40µL. ρ(CCl4) = 1.59 gml−1 (Sigma Aldrich data sheet).

solvents. As the sensitivity also depends on the homogeneity of the magnetic field, the

probehead, and the spectrometer, a comparison of the signal enhancement multiplied

with the amount of sample n [mmol] is a simple way to compare the absolute sensitivity

of different DNP instruments. Figure 8.1 shows ε · n of neat CCl4 doped with nitroxide

radicals for different DNP setups at different magnetic fields, which shows that the new

DNP instrument outperforms the established DNP setups. A further comparison between

standard NMR sample tubes (O.D = 3mm and O.D = 5mm, fig. 8.1) and the new DNP

setup shows that as soon as a signal enhancement of ε & 5 − 7 and ε & 15 − 20 is

reached, the sensitivity of the DNP instrument surpasses routine NMR experiments with

Vsample ≈ 180µL (O.D = 3mm) and Vsample ≈ 550µL (O.D = 5mm), respectively.

Notably, this comparison holds true only if the same pulse sequences are used during DNP

and routine NMR experiments. 1H pre-saturation increases the signal of routine NMR

experiments through 1H-13C NOE by up to a factor of η = 3 in the fast motion regime.[10]
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This further boosts the sensitivity of routine NMR experiment, while the signal intensity

in DNP experiments is unaffected by 1H pre-saturation (see sec. 7.2.1). However, carbon

atoms without attached protons do not gain sensitivity from 1H-13C NOE, but some of

these nuclei (iodinated and CCl3 groups) are among the moieties that show large signal

enhancements (ε ≈ 10− 37) in DNP experiments. Additionally, the presence of the PA

reduces T1n by a factor of ∼ 2− 4 (see appendix D fig. D.2 and fig. D.1), which allows for

fast signal averaging during DNP experiments and mostly compensates the sensitivity gain

of 1H-13C NOE.1 Finally, as demonstrated by 2D DNP experiments, coherent transfer

of the increased polarization under DNP allows for the distribution of significant signal

enhancements to less enhanced carbon nuclei.

Furthermore, 13C NMR signal enhancements (ε ≥ 15) were observed on a variety of differ-

ent target molecules including biologically active compounds such as pharmaceutical drugs.

Particularly, halogenated compounds displayed enhancements of up to ε ≈ 37. Among

halogenated carbon nuclei, iodinated compounds are promising target molecules, because

of their signal enhancements (ε ≈ 10− 33) and the possibility to use site-specific iodine

labelling on biological compounds.[229] Investigations on the spin polarization mechanism

and comparison to the literature suggests an important role of the halogen bond between

the nitroxide radical and the target molecule.

While mechanistic investigations and target screening was performed in non-polar solvents,

also the capability to perform DNP in polar solvents was also explored. At low mw power

(P ≈ 22− 29W) and short irradiation time (2− 7 s), DNP experiments are possible in

polar solvents including water. Sizable enhancements of ε ≈ 3− 4 were observed on Na

pyruvate and acetonitrile in water. Additionally, an enhancement of ε ≈ 6 was obtained

for the iodinated positions of the X-ray contrast agent Na diatrizoate. This is a factor of

about two larger than for other compounds such as Na pyruvate and acetonitrile in water.

Another major goal of the new DNP instrument was to achieve a resolution comparable

to routine NMR experiments. The LW during DNP experiments was sample and solvent

dependent and in the range of ∼ 5−30Hz, while in favorable cases a LW of ∼ 2.3Hz was

observed. In comparison to other DNP instruments, this represents a 2− 3 fold improve-

ment and enables DNP experiments on larger molecules with crowded spectra.[33,34,61]

1As the presence of the PA depletes the 1H-13C NOE (see sec. 7.2.1), Boltzmann experiments in the
presence of a PA with 1H pre-saturation are not beneficial for the NMR sensitivity.
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Finally, the viability of 2D DNP NMR experiments was demonstrated on 13C enriched

and natural abundance samples. 2D DNP NMR measurements were performed with the

pulse sequences DQFCOSY, TOCSY and INADEQUATE, with enhancements similar to

1D experiments were reported in 2D DNP NMR. This demonstrated the possibility to

transfer polarization from hyperpolarized carbon nuclei to carbon atoms that are, due to

poor DNP efficiency, less polarized.

Outlook
The new DNP instrument enables DNP experiments in non-polar and polar solvents with

large signal enhancements (ε ≈ 2− 37), increased sample volume of up to 40µL, and

high resolution (LW ≈ 2− 35Hz) as well as 2D DNP NMR experiments with comparable

enhancements as in 1D measurements. Each of the these four features represents an

advancement for liquid state DNP. Together, they open up new perspectives for liquid

state DNP.

Nevertheless, there are aspects of the current DNP instrument that need further op-

timization. Indeed, the active cooling arrangement employs the standard cooling path

optimized for routine NMR experiments. Improvements on the cooling efficiency could

reduce the temperature gradient of the sample and therefore decrease the LW during

DNP experiments and would allow for stronger and longer mw irradiation. Along with

this, the sample arrangement of two concentric tubes could be optimized by the addition

of a second sample layer, thereby increasing Vsample by almost a factor of two.

The exploration of a large variety of target molecules may lead to new insights into

the DNP mechanism and in turn to substantial improvements on the attainable signal

enhancement. For example, the proposed dependency of the 13C signal enhancement on

the acidity of the attached proton[59] or on the paramagnetic shift of the 13C moiety[33]

may be probed on a broader set of molecules. This also includes the exploration of different

target nuclei such as 31P, 19F, and 15N that showed sizable signal enhancements at low

to medium magnetic field (31P also showed ε ≥ 100 at B0 ≈ 9.4T and 14T).[58,69,191]

However, for these nuclei little is known on the spin polarization mechanism at high

magnetic field and in different chemical environments. A clear picture on the expected

enhancement of each nucleus and moiety would facilitate the application of liquid DNP

as a tool in analytical chemistry.
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In conjunction with this, a PA optimization similar to the one performed at low magnetic

field and described in the chapters 4 and 5 should be carried out at high magnetic field. As

reported in a recent study, the choice of the PA is dependent on the target nucleus and

the chemical environment.[191] There, the comparison of nitroxide radicals with galvinoxyl,

a carbon based radical, on 19F at 3.4T revealed a larger 19F scalar dominated signal

enhancement with galvinoxyl (ε(C6F6) ≈ 21) than with nitroxides (ε(C6F6) ≈ 5) as a

PA.[191] Based on the experiments performed on 13C within this work, this is counter-

intuitive and deserves a more thorough investigation.

After the demonstration of 2D DNP NMR experiments, many different sequences may

be developed to further disclose the full potential of the method for polarizing small

and large target molecules. In this context several polarization transfer pathways should

be evaluated. Particularly, homo- and heteronuclear nuclear Overhauser enhancement

spectroscopy (NOESY) experiments could prove valuable, because they deliver not only

through bond but also through space correlations.[92] Through this, polarization might

be transferred from hyperpolarized small molecules (or solvents such as CHCl3) to larger

target molecule that might be difficult to hyperpolarize directly.

Liquid state DNP on biological systems was, so far, demonstrated only in lipid bilayers,

where due to reduced PA mobility, a solid like DNP behaviour was observed.[248] These

systems may serve as a good starting point for DNP measurements in water with the new

DNP spectrometer and could be extended to, for example, proteins and other biological

macromolecules. Particularly, site-specific labelling of iodine or of the PA at the protein

may prove valuable. In this context, reverse micelles may be employed for caging biological

macromolecules and dispersing them in organic solvents. As organic solvents are less

influenced by mw induced sample heating, this could boost the amount of target molecules

in liquid state DNP of such systems.[249]

Besides biological macromolecules, the characterization of solid-liquid interfaces is also

a thriving research area, as these interactions are ubiquitous in catalysis.[250] Hyperpo-

larization experiments were recently performed on self-assembling thin aluminium oxide

monolayers detected by nitrogen vacancies in diamonds.[251] In liquid state DNP, the PA

could be attached to catalytic surfaces, thereby providing the necessary sensitivity and in

parallel allow for the quantification of collision frequencies and collision duration of the

target onto the surface.
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Closing Remark

With the demonstration of sizable liquid state 13C NMR signal enhancements at 9.4T

driven by a scalar dominated polarization transfer,[60] the perspective on ODNP changed

and within the last years the number of studies on the DNP mechanism[33,34,56,70,83,86]

and on hardware developments[40,41,61,68,69,112] substantially increased. The upgrade of the

current generation of NMR spectrometers at 400MHz to a full liquid state DNP NMR

instrument (as presented in this work) requires a gyrotron and the integration of the

quasi-optical components in the NMR probehead. This is possible without modifications

to the current state-of-the-art design and could help to quickly increase the number of

liquid state DNP instruments and allow other groups to contribute to the growing field

of liquid state DNP. It is my sincere conviction that ODNP in liquids will continue to

progress at a considerable pace.
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Appendix

A Electron Spin Longitudinal Relaxation Time at 9.4 T
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Figure A.1: Real and imaginary part of the inversion recovery experiments of the
samples 3 − 6 of tab. 6.2. Table A.1 lists the experimental parameters used for data
acquisition. Experimental data was fitted to y = A exp (−τ/T1e) + B exp (−τ/T2) + y0.
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Table A.1: Experimental parameters of inversion recovery experiments on different
samples in CCl4 (fig. 6.3, fig. 6.4, and fig. A.1). Radical concentration for sample 4 was
5mM, while for the other samples 10mM of 15N-TN-d16 was used. Experimental data
was fitted to y = A exp (−τ/T1e) + B exp (−τ/Tb) + y0. P = 0 dB refers to a power of
P ≈ 50mW. Phase adjustment was applied during post processing of the experimental
data. The dead time refers to the time between the detection pulse and start of the
signal detection. N.a. means not available. Measurements were acquired with 512
points per scan.

sample 1 2 3 4 5 6
T1e (ns) 300 378 271 226 240 321
Tb (ns) 13 0 25 10 17 9

t exposed to air (min) 52 75 25 27 30 16
ν (GHz) 264.139 264.242 263.468 263.702 263.766 263.713
B0 (mT) 9417 9431 9394 9403 9406 9403
P (dB) 0 0 0 0 0 10
VG (dB) 21 27 21 21 21 21
VB (MHz) 200 200 200 200 200 200
tp (ns) 80 100 80 60 80 80

τ increment (ns) 6 4 6 6 6 6
dead time (ns) 130 146 130 130 n.a. 130

NS 5 4 5 5 5 5
SPP 50 50 50 50 50 50

SRT (ms) 8 15.3 8 8 8 8
phase adjustment (°) −16 20 37 46 19 16
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Appendix

B Continuous Wave EPR Measurements at 263GHz of
Different Radicals

Table B.2: Samples used for the determination of giso and Aiso of different PAs in
different solvents (see fig. 7.1 and tab. 7.1). As N@C60 was insoluble in any of the
solvents, spurious amounts were dispersed in the solvent directly inside the sample tube.
BDPA-d27 was dispersed in a polystyrene matrix, which was dissolved together with the
radical in toluene for the cw experiments.

sample 1 2 3 4 5
PA1 15N-TN-d16 galvinoxyl 15N-TN-d16

15N-TN-d16
15N-TN-d16

c(PA1) (mM) ∼ 25− 50 ∼ 10 ∼ 2 ∼ 2 ∼ 10

PA2 BDPA-d27 BDPA-d27 N@C60 N@C60 N@C60

c(PA2) (mM) ∼ 5− 10 ∼ 10 − − −
solvent toluene toluene CCl4 CHCl3 H2O

Table B.3: Experimental parameters for cw EPR at 263GHz of different PAs in different
solvents (tab. B.3) to obtain giso and Aiso (see fig. 7.1 and tab. 7.1). Note, due to
hardware problems, the absolute values of the magnetic field in fig. 7.1 were calculated
with the g standards and the mw frequency.

sample 1 2 3 4 5
MF (kHz) 100 100 100 100 100
MA (mT) 0.05 0.05 0.01 0.01 0.02
RG (dB) 39 39 39 39 39
P (mW) 0.5 0.5 0.2 0.3 0.2

NS 1 10 1 1 5
points 3072 1250 3500 3500 2700

SW (mT) 45 25 35 35 27
ν (GHz) 262.901 263.185 263.185 263.185 263.185
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Figure B.1: Calibration of giso of N@C60 at 263GHz using a carbon fiber according
to the protocol from ref. [105]. The giso value of the carbon fiber giso ≈ 2.0644 was
reported in the literature and N@C60 was adjusted accordingly. Experimental parameters:
MF = 100 kHz, MA = 0.1G, RG = 39 dB, P = 20 dB (≈ 0.5mW), NS = 1, 1000
points, SW = 100G, ν ≈ 263.185GHz.
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C 13C NMR Signal Enhancements at 9.4 T
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Figure C.1: a) Boltzmann spectra and b) DNP spectra of ∼ 500mM 13CHCl3 in
CCl4 doped with ∼ 25mM 15N-TN-d16 with different sample heights h using a layer
thickness of d ≈ 75µm. Microwave power (cw irradiation): P = 43W (P5). NMR
parameters (zgig): tp (π/2) = 10µs, P (π/2) = 41W, DS = 2, relaxation delay (RD)
= 30 s, line broadening (LB) = 2Hz, 1H decoupling: waltz64, 0.58W. Boltzmann and
DNP spectra were acquired with the same pulse sequence.
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Table C.4: NMR parameters for 13C 1D DNP NMR measurements presented in chapter 7.
P (rf13C) = 41W and tp(13C) = 10µs was used in all experiments except for the
Boltzmann spectra of fig. C.4b and fig. C.13a, which were measured with P (rf13C) =

48W. The sequences zgpg and zgig used 1H decoupling (waltz) with a power of
P (rf1H) = 0.58W and P (rf1H) = 0.3W for 1H pre-saturation. All measurements were
performed with DS = 2 except 13C1-C2-indole in CCl4 (DS = 4, fig. C.2b) and neat
CCl4 (DS = 0, fig. C.10b). Boltzmann and DNP spectra were acquired with the same
pulse sequence.

spectrum target c (mM) pulse seq. NS (DNP/Boltz.) LB (Hz)
fig. C.2a 13C6-C6H5Cl 200 zg 4/64 2
fig. C.2b 13C1-C2-indole 2000 zg 4/8 2
fig. C.3a 13C6-C6H5Br 200 zg 4/64 2
fig. C.3b 13C6-C6H5Br 200 zgpg 4/8 2
fig. C.4a 13C6-C6H5I 500 zg 8/32 0
fig. C.4b 13C6-C6H5I 500 zgpg 4/8 0.3
fig. C.5a 13C6-GlcOMe 200 zg 16/32 2
fig. C.5b C6H5Br 500 zg 128/2048 2
fig. C.6a C6H5NO2 500 zgig 64/512 0.3
fig. C.6b C6H5COCH3 500 zg 128/1024 2
fig. C.7a p-Cl-toluene 500 zg 128/1024 2
fig. C.7b Toluene 500 zg 128/1024 2
fig. C.8a Benzene 200 zg 16/128 2
fig. C.8b Anisole 200 zg 128/1024 2
fig. C.9a 1,4-Cl2C6H10 500 zg 256/1024 5
fig. C.9b Diethylmalonate 500 zgpg 256/768 4
fig. C.10a 13CBr4 200 zg 1/16 2
fig. C.10b CCl4 neat zg 1/8 2
fig. C.10c CHCl3 neat zg 4/16 2
fig. C.11a 13CHCl3 200 zg 1/16 2
fig. C.11b 13CH2Cl2 200 zgig 4/16 0.3
fig. C.12a DDT 500 zg 128/1024 2
fig. C.12b p-I-C6H4-COOCH3 500 zg 256/1024 2
fig. C.13a Na diatrizoate ≥ 500 zgig 768/3328 4
fig. C.13b p-I-C6H4F 1500 zgpg 64/128 4
fig. C.14a 13C6-C6H5Br 200 zg 4/64 2
fig. C.14b 13C6-C6H5Br 200 zg 4/32 2
fig. C.15 13C6-C6H5Br 200 zg 4/32 2
fig. C.16a 13C6-C6H5I 500 zgig 4/64 12.67
fig. C.16b 13C6-C6H5I 500 zgig 8/32 0.3
fig. C.17 13CH3CN 400 zg 8/64 2
fig. C.18 Indole 500 zgig 256/1024 2
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Table C.5: The DNP enhancement of Na diatrizoate (fig. C.13a), 13CHCl3 (fig. C.11a),
and 13CH3CN (fig. C.17) were obtained with a mw irradiation of 4 s, 6 s, and 4 s,
respectively. Sample temperature was calibrated to be Tsample ≈ 290− 310K. Vsample
was ∼ 40µL for measurements in CCl4, C6H6, and C6H12, ∼ 20µL for CHCl3, and
∼ 15µL for H2O and CH2Cl2.

spectrum target c (mM) solvent c(PA) (mM) P (mw) (W) RD (s)
fig. C.2a 13C6-C6H5Cl 200 CCl4 10 50 (P7) 40
fig. C.2b 13C1-C2-indole 2000 CCl4 100 50 (P7) 30
fig. C.3a 13C6-C6H5Br 200 CCl4 25 50 (P7) 60
fig. C.3b 13C6-C6H5Br 200 CCl4 25 50 (P7) 60
fig. C.4a 13C6-C6H5I 500 CCl4 25 43 (P5) 30
fig. C.4b 13C6-C6H5I 500 CCl4 25 43 (P5) 30
fig. C.5a 13C6-GlcOMe 200 CCl4 10 50 (P7) 60
fig. C.5b C6H5Br 500 CCl4 25 50 (P7) 30
fig. C.6a C6H5NO2 500 CCl4 25 43 (P5) 30
fig. C.6b C6H5COCH3 500 CCl4 25 50 (P7) 30
fig. C.7a p-Cl-toluene 500 CCl4 25 50 (P7) 30
fig. C.7b Toluene 500 CCl4 25 50 (P7) 30
fig. C.8a Benzene 200 CCl4 10 43 (P5) 20
fig. C.8b Anisole 500 CCl4 25 50 (P7) 30
fig. C.9a 1,4-Cl2C6H10 500 CCl4 25 43 (P5) 30
fig. C.9b Diethylmalonate 500 CCl4 25 43 (P5) 30
fig. C.10a 13CBr4 200 CCl4 10 50 (P7) 100
fig. C.10b CCl4 pure CCl4 10 43 (P5) 100
fig. C.10c CHCl3 pure CHCl3 25 29 (P2) 60
fig. C.11a 13CHCl3 200 CH2Cl2 10 22 (P1) 40
fig. C.11b 13CH2Cl2 200 CCl4 10 51− 53 (P9) 30
fig. C.12a DDT 500 CCl4 25 50 (P7) 30
fig. C.12b p-I-C6H4-COOCH3 500 CHCl3 25 29 (P2) 30
fig. C.13a Na diatrizoate ≥ 500 H2O 25 22 (P1) 30
fig. C.13b p-I-C6H4F 1500 C6H12 25 43 (P5) 30
fig. C.14a 13C6-C6H5Br 200 13CCl4 10 50 (P7) 60
fig. C.14b 13C6-C6H5Br 200 C6H6 10 50 (P7) 60
fig. C.15 13C6-C6H5Br 200 C6H6 25 50 (P7) 60
fig. C.16a 13C6-C6H5I 500 C6H12 25 43 (P5) 30
fig. C.16b 13C6-C6H5I 500 CHCl3 25 43 (P5) 30
fig. C.17 13CH3CN 400 CH2Cl2 25 22 (P1) 30
fig. C.18 Indole 500 CCl4 25 43 (P5) 20
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Figure C.2: 13C NMR spectra of a) 13C6-C6H5Cl and b) 13C1-C2-indole with (red)
and without (blue) mw irradiation. Experimental parameters are listed in tab. C.5 and
tab. C.4. The solvent signals in a) was cut for clarity. Boltzmann and DNP spectra were
acquired with the same pulse sequence.
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Figure C.3: 13C NMR spectra of a) 13C6-C6H5Br (no 1H pre-saturation) and b) 13C6-
C6H5Br (1H pre-saturation) with (red) and without (blue) mw irradiation. Experimental
parameters are listed in tab. C.5 and tab. C.4. The solvent signals were cut for clarity.
Boltzmann and DNP spectra were acquired with the same pulse sequence.
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Figure C.4: 13C NMR spectra of a) 13C6-C6H5I (no 1H pre-saturation) and b) 13C6-
C6H5I (1H pre-saturation) with (red) and without (blue) mw irradiation. Experimental
parameters are listed in tab. C.5 and tab. C.4.The solvent signals were cut for clarity.
Boltzmann and DNP spectra were acquired with the same pulse sequence.
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Figure C.5: 13C NMR spectra of a) 13C6-GlcOMe and b) C6H5Br with (red) and without
(blue) mw irradiation. Experimental parameters are listed in tab. C.5 and tab. C.4. The
solvent signals were cut for clarity. Boltzmann and DNP spectra were acquired with the
same pulse sequence.
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Figure C.6: 13C NMR spectra of a) C6H5NO2 and b) C6H5COOCH3 with (red) and
without (blue) mw irradiation. Experimental parameters are listed in tab. C.5 and tab. C.4.
The solvent signals were cut for clarity. Boltzmann and DNP spectra were acquired with
the same pulse sequence.
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Figure C.7: 13C NMR spectra of a) p-Cl-toluene and b) toluene with (red) and without
(blue) mw irradiation. Experimental parameters are listed in tab. C.5 and tab. C.4. The
solvent signals were cut for clarity. Boltzmann and DNP spectra were acquired with the
same pulse sequence.
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Figure C.8: 13C NMR spectra of a) benzene and b) anisole with (red) and without
(blue) mw irradiation. Experimental parameters are listed in tab. C.5 and tab. C.4. The
solvent signals were cut for clarity. Boltzmann and DNP spectra were acquired with the
same pulse sequence.
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Figure C.9: 13C NMR spectra of a) 1,4-Cl2C6H10 and b) diethylmalonate with (red)
and without (blue) mw irradiation. Experimental parameters are listed in tab. C.5 and
tab. C.4. The solvent signals were cut for clarity. Boltzmann and DNP spectra were
acquired with the same pulse sequence.
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Figure C.10: 13C NMR spectra of a) 13CBr4, b) neat CCl4, and c) neat CHCl3 with
(red) and without (blue) mw irradiation. Experimental parameters are listed in tab. C.5
and tab. C.4. Boltzmann and DNP spectra were acquired with the same pulse sequence.
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Figure C.11: 13C NMR spectra of a) CHCl3 (and CH2Cl2) in CH2Cl2 and b) CH2Cl2 in
CCl4 with (red) and without (blue) mw irradiation. Experimental parameters are listed in
tab. C.5 and tab. C.4. Boltzmann and DNP spectra were acquired with the same pulse
sequence.
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Figure C.12: 13C NMR spectra of a) DDT and b) P-I-C6H4-COOCH3 with (red)
and without (blue) mw irradiation. Experimental parameters are listed in tab. C.5 and
tab. C.4. The solvent signals were cut for clarity. Boltzmann and DNP spectra were
acquired with the same pulse sequence.
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Figure C.13: 13C NMR spectra of a) Na diatrizoate and b) p-I-C6H4F with (red)
and without (blue) mw irradiation. Experimental parameters are listed in tab. C.5 and
tab. C.4. Na diatrizoate was measured in a mixture of 9/1 water/glycerol (w/w) and
500mM 13CH3CN. The reported signal enhancement for P-I-C6H4F was measured on
the same sample that was used for the 2D DNP INADEQUATE presented in sec. 7.4.3.
500 mM 13CH3CN were added to a) for signal referencing. The 13CH3CN in a) was cut
for clarity as well as the solvent signal in b). Boltzmann and DNP spectra were acquired
with the same pulse sequence.
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Figure C.14: 13C NMR spectra of a) 13C6-C6H5Br in 13CCl4 and b) 13C6-C6H5Br in
C6H6 with (red) and without (blue) mw irradiation. Experimental parameters are listed
in tab. C.5 and tab. C.4. The solvent signal in a) was cut for clarity. Boltzmann and
DNP spectra were acquired with the same pulse sequence.
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Figure C.15: 13C NMR spectra of 13C6-C6H5Br in C6H12 with (red) and without (blue)
mw irradiation. Experimental parameters are listed in tab. C.5 and tab. C.4. Boltzmann
and DNP spectra were acquired with the same pulse sequence.
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Figure C.16: 13C NMR spectra of a) 13C6-C6H5I in C6H12 and b) 13C6-C6H5I in CHCl3
with (red) and without (blue) mw irradiation. Experimental parameters are listed in
tab. C.5 and tab. C.4. Boltzmann and DNP spectra were acquired with the same pulse
sequence.
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Figure C.17: 13C NMR spectra of 13CH3CN in CH2Cl2 with (red) and without (blue)
mw irradiation. Experimental parameters are listed in tab. C.5 and tab. C.4. Boltzmann
and DNP spectra were acquired with the same pulse sequence.
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Figure C.18: 13C NMR spectra of 500mM indole doped with 25mM 15N-TN-d16 with
(red) and without (blue) mw irradiation. Experimental parameters are listed in tab. C.5
and tab. C.4. Boltzmann and DNP spectra were acquired with the same pulse sequence.
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Figure D.1: Inversion recovery experiments to obtain the nuclear spin-lattice relaxation
time of 3-13C1-pyruvate in presence T1n and absence T 0

1n of PA. Measurements were
performed on a degassed solution of 500mM 3-13C1-pyruvate in a mixture of 9/1
H2O/glycerol (w/w). T1n was obtained in presence of 25mM 15N-TN-d16. a): NMR
parameters: NS = 64, DS = 2, RD = 20 s, P (π/2) = 41W, tp (π/2) = 9.5µs, LB =

0.3Hz. b) NMR parameters: NS = 64, DS = 0, RD = 30 s, P (π/2) = 41W, tp (π/2) =

9.8µs, LB = 0.3Hz. Experimental errors are estimated to be 10− 20%
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Figure D.2: Inversion recovery experiments to obtain the nuclear spin-lattice relaxation
time of a degassed solution of 200mM 13C6-C6-C6H5Br in CCl4 in presence T1n and
absence T 0

1n of PA. T1n was obtained with of 25mM 15N-TN-d16. NMR parameters:
NS = 32, DS = 4, RD = 20 s, P (π/2) = 41W, tp (π/2) = 9.5µs, LB = 0.3Hz.

249



Appendix

E Temperature Calibration at 9.4 Tesla
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Figure E.1: Temperature calibration of dichloromethane. a) 13C NMR spectra of
200mM 13CHCl3 in CH2Cl2 as a function of the temperature. b) Plot of the chemical
shift difference of the reference compounds against the set sample temperature under
Boltzmann conditions (black) and the duration of mw irradiation (red). The line is a
guide for the eye. c) The same spectra as in a) but for different mw irradiation times
(Tset = 180K). Microwave power was P ≈ 22W. NMR parameters: NS = 8, DS = 2,
LB = 2, D1(mw on) = 31 s, D1(mw off) = 16 s, P (π/2) = 48W, π/2 = 10µs, waltz64,
0.58W. The used pulse sequence is shown in fig. 3.4b.
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Figure E.2: Temperature calibration of acetonitrile. a) 13C NMR spectra of 200mM
13CHCl3 in acetonitrile as a function of the temperature. b) Plot of the chemical
shift difference of the reference compounds against the set sample temperature under
Boltzmann conditions (black) and the duration of mw irradiation (red). The line is only
a guide for the eye. c) The same spectra as in a) but for different mw irradiation times
(Tset = 230K). Microwave power was P ≈ 22W. NMR parameters: NS = 8, DS = 2,
LB = 2, D1(mw on) = 31 s, D1(mw off) = 16 s, P (π/2) = 48W, π/2 = 10µs, waltz64,
0.58W. The used pulse sequence is shown in fig. 3.4b.
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Figure E.3: Calibration of Tset to obtain Tsample by comparison of the chemical shift
of the 1H signals of methanol (Bruker standard calibration procedure). The sample
consisted of neat methanol (full 5mm standard glass NMR tube).
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