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Summary  

 

Cellular senescence is now understood to be a major hallmark of the aging process. Senescence can 

be induced by many stress factors, including telomere shortening, DNA damage and tumor-

suppressor genes activation and is characterized by growth arrest, changes in gene expression and 

chromatin reorganization. Intensive research in the field has uncovered diverse functional 

implications for these senescence-inducing cascades. Nowadays, senescence is perceived as a late 

developmental stage in cell’s life, as a protective mechanism against cancer and as a positive 

contributor in wound healing. On the other hand, senescence can also be implicated in a range of 

abnormal contexts, for example tumor progression due to the senescence-associated secretome, and 

many age-related syndromes. Despite its importance, studying senescence in vitro remains complex 

and problematic in practice as, usually, cell population nearing senescence are highly heterogenous 

and it takes a significant amount of time to drive certain cell types into full-fledged senescence. 

Therefore, in Chapter I, I am discussing the establishment of a novel way for chemically inducing 

senescence which tackles the aforementioned caveats and allows for robust studies of the replicative 

senescence cascade.  

Chromatin organization is also markedly affected upon senescence entry and aging. These 

changes in chromatin structure range from very focal ones, for example histone modifications, to 

alterations in heterochromatin organization and, eventually, higher-order chromatin conformation. 

CTCF holds a prominent role in 3D genome architecture as it functions as an insulator protein 

between different chromatin domains and is one of the primary factors driving loop formation. 

Following senescence entry, CTCF has been found to dramatically reorganize into distinct 

senescence-associated CTCF clusters (SICCs). In Chapter II, I examine how SICCs are formed and 

maintained in 3D nuclear space, along with their interplay with nuclear speckles, a phase separated 

repository of RNA-processing related factors. Taken together, this thesis combines the introduction 

of a new model of chemically-induced senescence with the study of a structural hallmark of 

senescence entry to offer a new perspective of how genome reorganization crosswalks with cellular 

aging. 
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1. Introduction 
 

1.1 Overview of Senescence  

1.1.1 What is Senescence? 

Cellular senescence was firstly  described by Hayflick and Moorhead back in the 60’s [1,2], when 

they observed that primary diploid fibroblasts in culture have a limited amount of cell divisions – 

what was later known as the Hayflick’s limit. Since then, great amount of research has been devoted 

in an effort to further and better explain this phenomenon. It is now understood that different kinds 

of senescence exist as a response to a variety of different stress stimuli (Fig.1.1). These, can include 

progressive telomere shortening, oncogenic activation, genotoxic stress (e.g. irradiation, 

chemotherapy), but also chromatin and epigenetic changes [3–5] that subsequently lead to 

replicative senescence (RS), oncogene-induced senescence (OIS), senescence induced by genotoxic 

stress and epigenetically induced senescence [6]. Nonetheless, regardless of what the causal trigger 

might be, all of them share a common characteristic: the irreversible cell cycle arrest. In few 

occasions, however, mostly tumor-related,  it was demonstrated that this arrest can be reversed and 

cells can re-enter the cell cycle, but these cases represent the minority rather than the norm [7–9].   

After intensive research in the field it has been lately shown, that senescence is a far more 

complicated and dynamic process than just a proliferation arrest stage, which exhibits numerous 

changes both in cellular and molecular level [10,11]. Maybe the most prominent of them is the 

initiation of a highly complex cascade that leads to the secretion of senescence-associated proteins 

(senescence-associated secretory phenotype – SASP, see below for details)[12]. On top of these 

changes, many microscopically visible phenotypical alterations occur, such as enlarged nuclear size 

and amend composition of the plasma membrane, just to mention a few [13]. Additionally, senescent 

cells undergo extreme changes in their metabolic activities, gene expression pattern and chromatin 

architecture [14–16], thus senescence should not be confused with aging, but it should be consider, 

and lately it does more and more, as one of its hallmarks [17]. 
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Figure 1.1: A plethora of triggers could initiate different cascades and subsequently lead to cell cycle arrest and cellular 

senescence (Adapted from: Kumari R and Jat P (2021) Front. Cell Dev. Biol. 9:645593. doi: 10.3389/fcell.2021.645593). 
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1.1.2 Cell Cycle Arrest & Cellular Senescence 

Well-orchestrated cell cycle propagation is a vital process during cell’s lifespan. Failure to do so 

contributes, under normal circumstances, to cell cycle arrest. This protective mechanism prevents 

potentially harmful cells from continuing to proliferate with catastrophic consequences. Usually this 

arrest happens during G1 or G2 stage of the cell cycle [18]. This key feature is a distinguished 

characteristic between senescence and other, seemingly similar, kinds of growth arrest, such as 

quiescent, a phenomenon that occurs in G0 phase [19]. A fundamental difference in the identity of 

these two forms of arrest is that under the appropriate signals, quiescent cells could procced with 

proliferation, while senescent cells cannot [13,20]. One of the main signaling pathways that controls 

this fate is the mTOR cascade. This kinase is key component of two larger complexes, mTORC1 and -

2, which combined they heavily control anabolic metabolism [21]. When there is a growth arrest and 

the mTOR pathway remains active it signals for cellular senescence, while its inhibition marks 

quiescent cells [22,23]. In addition, it has been demonstrated that downregulation of the mTORC1 

complex in different organisms promotes their longevity [24].   

Crucial role during cell cycle is held by the telomeres, repetitive sequences found at the end of 

the chromosomes and are shortened after every cell division (and progressively been left exposed), 

since DNA polymerase cannot fully replicate the lagging strands. The so-called “end replication 

problem” was already described during the 70’s from Alexei Olovnikov, who first observed that 

chromosomes are unable to completely replicate their ends. Adding this piece of information to 

Hayflick’s observation, Harley et al. linked the telomere shortening with the appearance of cellular 

senescence [25]. This theory was later strengthened by the fact that ectopic expression of 

telomerase, the enzyme responsible for elongating the telomeres, was shown to be sufficient to 

bypass the initial cell cycle arrest [26]. The problem that this shortening creates is that the exposed 

telomeric ends are now perceived as double-strand breaks by the DNA repair machinery. A multi-

step downstream cascade is alarmed [27] and a vast amount of proteins are accumulated on the 

spot, as part of the DNA damage response (DDR) [28]. The two most prominent signaling cascades 

that govern cellular senescence are the tumor suppressor pathways of p53/p21WAF1/CIP1 and p16INK4A 

/pRB, which can be activated either together or individually [29,30]. 
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The p53 pathway has a pleiotropic role in a plethora of cellular processes [31]. One of its many 

activators is the DDR as a result of telomer attrition, which results to constitutive activation of p53 

and, consequent, induction of senescence. Ataxia Telengectasia Mutated kinase (ATM), which is also 

recruited to DNA damage point, phosphorylates p53, thus stabilizing it and allowing it to regulate the 

expression of other anti-proliferative targets [32], such as the key transcription factor Forkhead Box 

O-4 (FOXO4) [33]. Similarly, p21, a cyclin-dependent kinase inhibitor (CDKI), is regulated by p53 and 

plays an important role in telomere-induced senescence. Its upregulation leads to the inhibition of 

cyclinD/CDK4,6 complexes causing cell cycle arrest [34]. As a result of its two cyclin binding motifs 

(Cy1/Cy2), p21 can interact and inhibit cyclin complexes [35] and this exact ability allows it to inhibit 

phosphorylation of the Retinoblastoma (RB) proteins. This inhibition hinders, at a later point, the 

downstream formation of the dimerization partner, RB-like, E2F and multi-vulval class B 

(DREAM) complex, hence prompting cell cycle arrest, too [36]. 

The RB family of proteins consists of three member: RB1 (pRB), RBL1 (p107), and RBL2 (p130). On 

its dephosphorylated form, pRB binds to transcription factors E2Fs and then, this newly-formed 

complex binds to E2F target genes promoters and inhibits them. Many of these targets are genes 

participating in cell cycle progression [37]. Additionally, RB1 inhibits E2F targets by interacting with 

the Argonaute 2 (AGO2) and miRNA let-7 in the nucleus [38]. The other member of the pathway, 

p16INK4A, is also a CDKI and participates  in the cell cycle by binding to and inhibiting CDK4,6. Thus the 

assembly of cyclinD/CDK4,6 complexes is prevented and RB phosphorylation is impeded leading to 

the expression of E2F targets [39]. As it has already mentioned above, there are different kinds of 

senescence. p16INK4A expression is induced upon epigenetically-induced senescence, which is usually 

chemically induced by a large number of compounds targeting, for example, DNA 

methyltransferases, histone deacetylases and/or acetyltransferases, and so on [40]. Interestingly, it 

has been shown that during replicative senescence the CDKN2A locus is derepressed resulting in an 

upregulation of its expression [41]. Even though the exact mechanism rendering this phenomenon is 

not yet clear, it has been suggested that what might contribute to it is the loss of some Polycomb-

group proteins [42]. The proteins which belong to this group are highly conserved and their main 

function is to stably repressing specific genes through histone modifications [43]. Knocking-down 

PRC1/PRC2 complexes led to decreased levels of H3K27me3, followed by p16INK4A induced 

senescence [42,44]. Despite the fact that epigenetic modifications are rather cell type specific the 

above case serves as a nice example of how they can possibly regulate and affect cellular senescence. 
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1.1.3 Senescence-associated Secretome 

Despite being in a state of growth arrest, senescent cells are still metabolically active, at least to 

some extent, and present extreme alterations in their transcriptome. One of the hallmarks during 

this state is the secretion of a mixture of factors, such as cyto- and chemo-kines, extracellular matrix 

components, growth modulators and proteases, which collectively are termed as senescence-

associated secretory phenotype (SASP) [12,14,45,46]. Through this secretome, senescent cells can 

communicate with their surroundings and state to neighboring cells their ‘special nature’, while 

simultaneously modulating their microenvironment [47,48]. Still, in this complex ‘molecular soup’ 

there are factors that are more dominant and studied compared to others. 

Insulin-like growth factor-binding proteins -3, -4 and -7 (IGFBP-3,-4 and -7) are well-characterized 

SASP components [49–51]. They have been found to induce senescence via interaction with the 

plasminogen activator inhibitor-1 (PAI-1), which is a downstream component of the p53 pathway and 

they cause senescence through the PI(3)K-PKB-GSK3β-cyclin D1 pathway [52,53]. Additionally, pro-

inflammatory factors, like IL-1A, IL-6 and IL-8, which are components and directly dependent from 

the NF-κB pathway, are over-represented in SASP [54]. Usually, their elevated expression is a result 

of DNA damage and prolonged activation of the DDR, marking this response as a significant 

moderator of SASP [5,14,55]. Upregulation of these protein creates a positive feedback loop 

enhancing NF-κB activity and strengthening the SASP signaling [14,55,56]. The importance of these 

factors becomes apparent since it has been demonstrated that ectopic expression of IL-1A can, up to 

a certain degree, recapitulate the SASP effect [57,58]. The components of SASP have the ability to 

act in a cell-autonomous manner (autocrine) in order to spread senescence, but also in a paracrine 

manner, thus affecting the microenvironment around the senescent cells and influencing healthy, 

proliferating neighbors [55,58].  

It was shown, that DDR can be induced in adjoining healthy cells by senescent cells, through active 

transfer of reactive oxygen spices (ROS) via direct cell contact [59,60]. In addition, extracellular 

vesicles have been recently described as ‘transporters’ of the ‘senescence message’ to more distal 

areas [61]. Another such ‘commissionaire’ is the complex secretome which is organized by 

inflammasomes and on its core the senescent signals are mediated by IL-1A and TGF-β [58]. 

Inflammasomes consists of large cytosolic complexes and their main role is to detect stress-related 

stimuli and activate an inflammatory response mediated by caspase-1 [62].  
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SASP expression and secretion can be caused and regulated by many different factors that are 

both cytoplasmic and nuclear (Fig. 1.2). These factors can include, among others, DNA damage, as it 

has been discussed so far, transposable elements, the presence of cytoplasmic DNA and toll like 

receptors (TLR). Due to so many and diverse stimuli, equally diverse is the respective response and 

the included signaling pathways. Recently, it has been shown that there is a cross-talk between 

transposable elements and cytoplasmic chromatin fragments. Collectively, they can activate the 

cyclic GMP– AMP synthase linked to stimulator of interferon genes pathway (cGAS-STING), tuning 

the production of SASP [63–65]. The progressive loss of Lamin B1 from the nucleus [63] and the 

downregulation of a group of DNases from the cytoplasm [66] upon senescence are the leading 

factors for the cytoplasmic chromatin accumulation. It was shown, that the activation of the 

retrotransposable element L1 results in the accretion of cDNA in the cytoplasm, as L1 holds great 

reverse transcriptase activity. These accumulated cDNA fragments cause the activation of the cGAS-

STING pathway and the production of SASP factors [67]. Epigenetic alterations can also affect the 

expression of SASP genes. Loss of G9a and GLP  methyltransferases, due to DNA damage, has as a 

consequence the general reduction in H2K9me2 levels and upregulation of IL-6 and -8 [68]. Another 

epigenetic example is that of GATA-4. In proliferating cells GATA-4 binds to p62, an autophagy 

regulator, and is marked for degradation. Initiation of senescence blocks autophagy, thus stabilizing 

GATA-4 and enhancing SASP through the NF-κB pathway activation [69]. 
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Figure 1.2: Nuclear and cytoplasmic triggers of SASP production (Adapted from: Kumari R and Jat P (2021) Front. CellDev. 

Biol. 9:645593. doi: 10.3389/fcell.2021.645593).    

 

 

1.1.4 The Diverse Nature of Cellular Senescence 

As cellular senescence is an active field of research it becomes continuously obvious its 

pleiotropic effects; some beneficial, some deleterious (Fig. 1.3). On the positive site, senescence is 

seemed to be a protective mechanism against tumor progression [45,70,71]. In OIS mutations in RAS 

and/or BRAF oncogenes has been shown to cause growth arrest and prevent tumor expansion 

[72,73]. In addition, p53-mediated senescence and the respective SASP have been demonstrated to 

play a beneficial role in limiting fibrotic effects in mice after excessive liver damage [74]. Wound 

healing is also a process where senescence has a positive contribution. The matricellular protein 

CCN1, a cysteine-rich protein, has been shown to induce senescence in fibroblast cells [75]. Through 

binding to integrin α6β1 and activating p53 pathway it gives raise to ROS, resulting in p16INK4a/pRb 

pathway activation.  
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This cascade leads to the expression of antifibrotic genes and acceleration of wound healing. In 

another study [76], senescent fibroblasts appeared rapidly upon wound presence and hastened the 

healing process upon secretion  of platelet-derived growth factor AA (PDGF-AA). Lastly, senescence 

has been attributed an additional role, as the programmed end of differentiation. More specifically, 

it was shown that mature megakaryocytes acquire a senescent state and they stop dividing through 

activation of the ERK/MAPK pathway and induction of p21CIP1 expression [77].     

As beneficial as it could be, senescence has and its dark side. The senescent secretome might be 

beneficial in many cases, but it does not cease to be the causal factor in many abnormal situations. 

The inflammatory components of SASP together with immunosuppressive tumor cells can lead to 

aberrant tumorigenesis by propagating cell migration and progressively tumor metastasis [78–81]. 

An accurate example of what is described above is the case of immature myeloid cells (iMC) [82]. In 

early tumor stages, SASP has the ability to recruit iMCs, drive their differentiation to macrophages, 

thus preventing cancer initiation by eliminating the abnormal cells. However, in later stages this 

maturation is blocked by the malignance and the consequent accumulation of immature IMCs, blocks 

the function of the NK cells, promoting the formation and appearance of hepatocellular carcinoma. 

Accumulation of senescent cells can also be supervised by SASP after chemotherapy treatment, due 

to local inflammation [80]. Being able to understand which SASP components hold beneficial, and 

which not, characteristics would probably offer a useful tool in dealing with age-related diseases, but 

also cancer treatment. 
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Figure 1.3: The diverse profile of senescence. Cellular senescence and its SASP could have beneficial role in many 

processes, but also deleterious effects. (Adapted from: Taranjit Singh Rai and Peter D. Adams (2012) Biochim Biophys 

Acta. doi:1 0.1016/j.bbagrm.2011.07.014).    

 

 

1.2 Genome Organization in Senescence 

Along the lines with cellular senescence, extremely dynamic and complex is the eucaryotic 

genome, too. Therefore, it has been extensively studied and  shown that it undergoes dramatic 

changes upon senescence entry ranging from nucleosome positioning and histone modifications to 

global chromatin alterations [16,17,83–92]. The following chapter will glean and discuss the most 

pronounced of them in an increasing order of architectural magnitude.   

 

1.2.1 Histone Alterations During Senescence 

Compacting DNA inside the nucleus is a meticulous multistep process involving various levels of 

compaction. The simplest unit of compaction is the nucleosome, an octamer of paired histone 

proteins, with the 146 bp DNA wrapped around it. The N- and C-terminus of these proteins (histone 

tails) are subjected to a wide range of post-translational modifications (PTMs) and significantly 

impact the chromatin structure [93].  
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In recent times, it has become apparent that histone proteins, H2A, H2B, H3 and H4, serve a 

critical role during aging processes. The budding yeast was shown to suffer a dramatic loss of histone 

proteins upon replicative senescence [94,95]. As a result of this, an overall transcriptional 

upregulation was observed most probably due to massive chromatin derepression. However, despite 

the unsurprising increase in histone transcripts as well, the old yeast presented low levels of protein 

synthesis, explaining the reduction of histone proteins. The importance of this loss is better depicted 

by the fact that overexpression of histone proteins H3/4, or deletion of genes expressing histone 

repressors or genes expressing proteins that are involved in histones degradation, increases the 

lifespan of yeast [95,96]. The impact of the core histone loss in not restricted only to yeast, but it 

extends to other organisms, such as mammals. The aging process of muscle stem cells includes the 

downregulation of histone genes [97]. Replicative senescent fibroblasts also present reduced 

synthesis of histone proteins as a result of telomere shortening and excess DNA damage. Another 

mechanism, apart from the lowered synthesis, that might explain the curtailed levels of histones is 

the presence of cytoplasmic chromatin fragments. These fragments are handled by the 

autophagy/lysosomal pathway and this action is connected with reduced histone levels in senescent 

cells [98]. 

It has been already mentioned, that histone tails are imposed to a broad number of PTMs (so 

far over 1000). The most preeminent ones regarding senescence are acetylation and methylation of 

lysine residues. Acetylation of histone H3 on lysine 56 (H3K56ac) and H4 on lysine 16 (H4K16ac), 

respectively, are both influencing replicative senescence in yeast [94,95]. H3K56ac levels are 

significantly dropping upon senescence entry. At the same time, completely removing H3K56ac has 

the opposite of the expected effects, as its loss advances genome instability and shortens the lifespan 

of yeast [94]. The mechanism behind the exact regulation of this event is not yet fully understood. 

Deletion of genes coding for histone deacetylases (HDACs) that remove H3K56ac and Hst3/4 shortens 

lifespan, but also deletions on histone acetyltransferases (HATs) has similar effect. Addition of an 

extra copy of either HST3 or HST4 genes, extends lifespan [95,99]. The fact that H3K56ac has a diverse 

role in cells, from driving chromatin assembly to regulating aspects of DNA replication [100,101], 

shows that there might be a ‘golden’ expression ratio that could promote longevity. While H3K56ac 

levels are dropping in senescence, H4K16ac ones are rising.  
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This increase is due to the downregulation of the Sir2 deacetylase in aged yeast [94] and it has been 

demonstrated that, if overexpressed, it can contribute to life extension [102]. In a similar manner, 

depletion of the SAS2 gene, which encodes for a H4K16 acetyltransferase, extends lifespan [94]. 

Differences in histone methylation status have also been extensively studied so far. 

Methylation alterations in key lysines of H3 histone have been observed upon senescence entry, with 

the most important to be in the trimethylation levels of H3-K4, -K9, -K27 and -K36. Most of these 

changes are connected with repressed states of chromatin, like heterochromatin, and a global 

interchange between states with aging [103]. H3K4me3 levels, which is an activating marker, are 

elevated in old worms and have been shown to control longevity, since deletion of the SET-2 

methyltransferase increased lifespan, while deletion of the rdr-2 demethylase decreased it [104]. In 

the contrary, the levels of the repressive marker H3K27me3 are decreased with time. Active role in 

this reduction plays the increased expression of utx-1, which encodes for a demethylase. Knocking-

down utx-1 results to extended longevity [105]. Moving from worms, and in an effort to set more 

global hallmarks for histone methylation changes with aging, a similar heterochromatic 

reorganization was observed in mesenchymal stem cells (MSCs) derived from Werner syndrome 

patients, a premature aging disorder due to WRN protein defect. A general loss of H3K9me3 was 

reported, accompanied by decreased levels of HP1 protein, a fundamental component for 

heterochromatin packaging and an interactor of H3K9me3 [106]. 

In line with this observation, fibroblasts taken from patients with Hutchinson–Gilford progeria 

syndrome (HGPS), where mutations in the nuclear protein lamin A cause premature aging [107], were 

shown to also suffer from a general heterochromatic loss [108,109]. There, levels of H3K9me3, HP1 

and H3K27me3 were significantly decreased, supported by a decrease in the H3K27me3 

methyltransferase EZH2. Taken together the above observations, it becomes clear that the levels of 

histone modifications are altered during aging and the reorganization of heterochromatin 

contributes to an increased genome instability. 
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1.2.2 Histone Variants & Senescence 

Apart from the canonical histones mentioned above, there are also variants of these forms. These 

variants can have differences in their sequences, compared to canonical ones, and very distinct 

functions [110,111]. Taken for example the H3 histone variant H3.3. This variant is continuously 

expressed throughout the cell cycle and its incorporation into the genome is replication-independent 

[112]. Therefore, its role when cells are no longer dividing is crucial in maintaining the chromatin 

structure. It has been demonstrated, that H3.3 variant together with H3.3cs1 (N-terminal cleaved 

product of H3.3) are over-represented in senescent cells and their ectopic expression can induce 

senescent-like chromatin alterations without any other stimulus. Responsible for this deposition is 

the histone cell cycle regulator (HIRA) complex [113]. The importance of this complex is stressed in 

experiments conducted in yeast, where deletion of Hir complex (yeast’s ortholog gene) increased its 

lifespan [95]. Additional organisms show similar correlation between the accumulation of H3.3 

variant and progressive aging. In mice brains, levels of H3.3 are increased by age and an elevated 

number of nucleosomes bear this new variant. Surprisingly though, chromatin remains highly 

dynamic in these sites and continuous to express genes responsible for neuronal plasticity, stressing 

the importance that senescence-related alterations might have in tissue homeostasis [114].  

Similarly to H3 variants, macroH2A histone variant (H2A histone variant) holds a prominent 

role during aging as a key piece of the senescence-associated heterochromatic foci, or SAHFs (see 

below for details) [115]. The main role of this variant is to repress transcription [116] and its levels 

are increasing following replicative senescence arrest in human fibroblasts [117]. Recently, it has 

been shown that sites of SASP genes are enriched for macroH2A upon oncogenic trigger. Stress 

coming from the endoplasmic reticulum (ER) creates an increase in ROS and constant DDR, which 

activates ATM and causes microH2A variant to be removed from SASP genes, which in turn are 

repressed. This negative loop feeds a positive loop that leads again more microH2A to SASP genes 

creating a paracrine senescent signal for neighboring cells [118]. In a more general picture, there is a 

huge relocalization of microH2A taking place upon senescence entry, resulting in microH2A leaving 

SASP genes and going to SAHF, alongside with additional histone marks [118,119]. Even though, it 

has shown not to be essential per sei for SAHF formation, macroH2A holds pivotal role on keeping 

these sites transcriptionally inactive [120]. 
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1.2.3 Heterochromatic Alterations in Senescence  

It has been demonstrated that senescent cells suffer huge changes to higher-order chromatin 

structure. The most prominent of these alterations is the creation of senescence-associated 

heterochromatic foci, or SAHFs (Fig. 1.4) [115,121]. These dense DAPI-stained formations are a 

hallmark of oncogene-induced senescence, but they have also been observed, not that often though, 

in replicative senescent cells and in patients suffering from aging syndromes [107,122]. SAHF, as their 

name indicates, are enriched for heterochromatic markers such as HP1 proteins, the variant 

macroH2A, H3K9- and H3K27-me3 marks of facultative heterochromatin, the high-mobility group A 

proteins (HMGA) and the DNA damage marker and histone H2 variant, γ-H2AX [121–124].  

Different ways of SAHF formation have been proposed [120,125]. It was shown that knocking-

down retinoblastoma proteins and p16, their upstream activator, inhibits the formation of SAHF, 

implying the importance of this pathway, at least in the initial establishment [121]. Another approach 

suggests that formation of these foci is initiated by a chromatin compaction step assisted by the 

histone chaperone complex HUCA, which brings the variant H3.3 to chromatin [126]. Lately, 

Promyelocytic leukemia bodies (PMLs), which become rather apparent in senescence [127,128], are 

gaining some interest as it has been proposed that they might act as a gathering point for a variety 

of SAHF factors. Rb protein complexes, HP1 proteins, the HIRA complex and others, have been shown 

to gathered in PMLs prior to SAHF establishment [115,129]. In addition, an E3 ubiquitin ligase 

adaptor, SPOP, has recently being identified as a possible upstream candidate for SAHF formation. 

SPOP is upregulated during senescence, which results in SENP7 deSUMOylase degradation, leading 

to HP1α sumoylation. This increase in sumoylation drives HP1α partially to SAHF and partially to 

PMLs. Lastly, key role in the formation and maintenance of SAHF play the HMGAs, which are 

architectural proteins that bind to the minor groove of DNA, especially between nucleosomes [130]. 

Diminished levels of other proteins that also preferentially bind to linker DNA (e.g. histone H1), allows 

more binding loci for HMGAs, propagating SAHF formation [131,132]. 
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Regardless of the high presence of H3K9me3 and H3K27me3 in SAHF, the global displacement 

and repositioning of these marks, as measured by chromatin immunoprecipitation sequencing (ChIP-

Seq), are not so profoundly altered between proliferating and senescent cells [125,133].This 

observation gave birth to the hypothesis that SAHF are created from pre-existing heterochromatin 

reorganization, rather than a newly emerging program of heterochromatic spread [133]. Thus, there 

was an open question how heterochromatin could be shuffled in order SAHF to start to appear. 

It is now quite well understood the crucial function nuclear lamina carries in the transition 

between proliferation and senescence (Fig. 1.5). Key proteins for the lamina function are Lamin-

group proteins A and B, which constitute a scaffold in inner nuclear membrane. Lamin B1 in specific, 

has been shown to be downregulated in senescence [134,135] through mechanisms including  (post)-

translational regulation and the involvement of autophagy [136–138]. Chromatin nuclear positioning 

and transcription regulation are main features of nuclear lamina. Mapping of Lamin B1 protein across 

the genome has identified distinct regions in the (sub)megabase scale, known as Lamin-associated 

domains (LADs), which are augmented with repressive histones [139]. The H3K9me3 mark was shown 

to associate mostly with the central part of LADs, a space where Lamin B1 is significantly lost upon 

senescence. This preferential reduction from H3K9me3-rich regions assist the reorganization of 

heterochromatin into SAHF [140]. The importance of lamina proteins in the proper function and 

architecture of chromatin, but also in finetuning the senescence process,  becomes obvious also from 

the fact that almost all of progeria syndromes have some short of lamina-deficiency on their core 

[91,106–108].         

                      

 

 



[18] 
 

 

Figure 1.4: Representation of a single SAHF. The core (in red) is enriched for the histone mark H3K9me3 and the 

periphery (in green) for H3K27me3. Additional key components of the SAHFs are depicted in the cartoon. (Adapted from: 

A. J. Parry, M. Narita (2016) Mamm Genome. doi: 10.1007/s00335-016-9628-9). 

 

 

 

Figure 1.5: Model depicting the change of the chromatin architecture. (Adapted from: Chandra et al. (2015), Cell Reports. 

doi: 10.1016/j.celrep.2014.12.055). 
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1.2.4 Nucleosome Remodeling in Senescence 

The structure of nucleosomes is rather stable, while their positioning across chromatin varies and 

it is regulated by remodeling complexes, which are ATP-dependent, causing the appearance of more 

dense or more accessible areas. In senescence, nucleosomes can be repositioned on DNA, which can 

affect gene expression. It can be caused by changes in the levels and modifications of the histone 

proteins that make up the nucleosomes, as well as changes in the enzymes that help to remodel 

chromatin. It was shown in yeast, that upon depletion of the ISW2 chromatin remodeler the lifespan 

was extended [141]. Upon ISW2 loss, stress- related genes are derepressed and the homologous 

recombination (HR) damage pathway is activated. The above described state mimics a response 

similar to the calorie restriction (CR) pathway, where RAD51, also involved in HR, is upregulated 

leading to yeast longevity [141]. The SWI/SNF remodeling complex also seems to play a role in 

senescence. Many pathways in worm, including mTOR signaling and AMP-activated kinase (AMPK) 

pathway, have been found to have a common downstream component; the transcription factor DAF-

16/FOXO [142]. DAF-16/FOXO-target genes activation, which promote longevity, is occurring in a 

SWI/SNF-dependent manner through direct interaction with the chromatin remodeling complex and, 

subsequent binding to the respective gene promoters. Knocking-down SWI/SNF complex, 

compromises the lifespan of the worm. The nucleosome remodeling and deacetylase complex 

(NuRD) is yet another remodeler involved in aging. In skin fibroblasts from HGPS patients, the RBBP-

4 and -7 subunits of the complex are reduced, causing downregulation of HP1 and global chromatin 

reorganization [143]. Similarly, cells derived from old healthy adults, presented comparable 

reduction in these two subunits, implying the significance of NuRD complex in both physiological and 

premature aging. From the above, it becomes obvious that the correct nucleosomal positioning is of 

high importance in smooth regulation of senescent processes.    
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1.2.5 Higher-order Chromatin Changes in Senescence 

Throughout years, studying chromatin architecture has been proven a challenging task. Over the 

last decade, significant progress has been made towards this direction and now high-throughput 

chromosomal capture techniques (Hi-C, Micro-C, etc.) have allowed the more in depth study of 

chromatin organization [144,145]. It is now generally accepted that chromatin can be divided into 

two large compartments: the active, A, compartment  and the inactive, B, compartment, describing 

the euchromatin and heterochromatin, respectively [144]. Self-interacting fragments of chromatin, 

in megabase sizes, have also been identified and named topologically associated domains (TADs) 

[146,147]. 

One of the first models to study potential changes in higher-order chromatin was fibroblasts 

derived from HGPS donors [148]. There, it was shown that the borders between compartments A 

and B were significantly lost and a sub-set of regions had switched compartments. This switch was 

accompanied with alterations in H3K27me3 levels, in LADs and – ultimately - in gene expression. 

Similar compartments switching and transcriptional differences have also been observed during 

differentiation processes in embryonic stem cells (ESCs) [149]. 

In another form of senescence, the OIS, Hi-C experiment showed a reduction in short-range 

interactions, which were more prominent at heterochromatic regions and an increase in longer-

range association with neighboring repressed regions, but not any larger scale changes [16]. This 

observation served as a potential explanation on how SAHF could spatially spread by reforming the 

surrounding environment [133]. Regions of LADs dissociate from the nuclear envelope (NE) and after 

reassociation in the nuclear interior they build the SAHF core. This loss of local interactions has not 

only been seen in OIS cells, but also in ESCs and somatic cells assisted with an advancing loss of 

differentiation capacity. Thus, it was proposed that senescence can be an endpoint of chromosome 

remodeling during differentiation [16].  

Hi-C in RS models, revealed an intermediate state between them and HGPS and/or OIS cells [87]. 

The global genome architecture was mainly unaltered, as compartments and TADs were overall 

conserved among proliferating and replicative arrested cells. Intriguingly, however, in cell undergoing 

RS it was found that there was a genome-wide loss of long-range interactions and a gain of short-

range ones [87].  
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In addition, it was also observed a limited compartment switching, similarly to HGPS, following by a 

difference in expression levels for the involved genes. Thus, even though the changes in higher-order 

chromatin are relatively mild in most of the senescent models studied, still the differences that they 

can create in the transcriptional program of an organism can be of high importance [93].        

 

 

1.3 CTCF in Shaping the Genome 

Chromatin packaging within the nucleus is a complex and delicate process as at least two things 

need to be fulfilled simultaneously; compaction and accessibility. As it was briefly discussed above, 

nowadays there are the necessary experimental means (Hi-C, Micro-C, etc.) that allow for delineation 

of this procedure and improvement of the knowledge on how chromatin fiber acquires its 3D 

organization. It is generally understood and accepted that interphase chromatin is hierarchically 

organized at different levels: i) chromosome territories, ii) A/B compartments, iii) TADs and iv) 

chromatin loops (Fig. 1.6) [150,151]. Fundamental role in this case of events, but also in the 

maintenance of genome architecture, is held by CCCTC-binding factor (CTCF). Here, it will be 

discussed how CTCF assists in genomic organization and its significance under stress conditions. 

 

 

 

 

 

 

 

 
Figure 1.6: The four levels of 3D genome organization. Chromosome territories, A/B compartments, TAD, and chromatin 

loops. (Adapted from: Sun, X.; Zhang, J.; Cao, C. (2022), Genes. doi: 10.3390/genes13081383). 
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1.3.1 Higher-order Chromatin & CTCF 

Chromatin compartments could be partitioned further into TADs. TADs are considered as 

keystones for genomic structure and organization and consist of self-interacting chromatin 

fragments. These fragments have higher propensity to interact with one another other than with 

fragments from a different TAD. They are insulated from their surrounding by TAD boundaries 

[146,152]. These self-interacting chunks of DNA, chromatin loops,  are long-range interactions 

between distal genomic loci [153–155]. Usually these interactions are found between promoters 

and/or enhancers, and CTCF binding sites. However, there are limitations on their length, possibly 

due to limitations by the linear distance [156,157].      

There are plentiful binding sites for CTCF across genome. Around half of them are intergenic and 

the rest are either intragenic or proximal to promoters  [158]. CTCF is a highly conserved factor across 

vertebrates [159] and plays an important role in 3D chromatin organization.  The full-length protein 

accommodates an 11 zinc-finger domain, which assists in DNA-binding, and is named after the  

 ̴20mer DNA recognition motif. Studies have shown that it has also an RNA binding capacity which 

greatly influences its organizational properties [160–163].  

Commonly, CTCF was perceived as an insulator protein preventing the spread of heterochromatin 

[159,164], but over the last decades its role in loop formation and genome topology has become 

apparent [159]. Both loop anchors and TAD boundaries have been found to carry CTCF binding sites 

[146]. In order to form either a loop or a boundary, however, these sites need to be oriented properly, 

as the two motifs that later on will form the respective structure must be positioned in a convergent 

orientation [154]. This orientation is not random, but it has been shown to greatly assist in the 

formation and establishment of loops, through a mechanism which is known as ‘loop extrusion 

model’ [165–168]. On average, CTCF has been found to co-localize in these anchors together with 

the cohesin complex [169]. Cohesin, on its core, consists of four proteins; structural maintenance of 

chromosomes protein 1 and 3 (SMC1, SMC3), double-stand-break repair protein 21 (RAD21) and 

stromal antigen 1 (STAG1) protein, and forms a ring-shaped structure [170]. SMC proteins work like 

a motor and pull the chromatin fiber through the cohesin ring in order to form loops, until this process 

is blocked by properly oriented CTCF [165]. The length of the respective loop is directly related to the 

extrusion time before cohesin meets a barrier that will block the process [171].  
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Nonetheless, the exact mechanism through which CTCF acts as an obstacle to this procedure is not 

fully understood, yet. It has been shown that CTCF binding induces conformational changes to 

chromatin, by largely repositioning nucleosomes [172]. Naked DNA was shown to wrap around 

bound CTCF protein and form a round structure with a diameter of   ̴75nm, significantly bigger than 

the one needed to block cohesin in vitro (  ̴20nm) [173]. Howbeit, this model provides some answers, 

but fails to answer some others. One thing that seems to be unchanged though is the importance 

that CTCF has in properly structured chromatin. 

 

1.3.2 CTCF in “Distress” 

Apart from its prominent position in proliferating cells, CTCF has lately been shown to be a key 

player in senescence, as well. Its, relatively, decreased expression seems to be enough to initiate a 

domino effect. 

CTCF, among others, is implemented in a process called genomic imprinting [174]. Expression of 

imprinted genes is following a parental specific pattern and is controlled by DNA methylation in the 

gametes. Several imprinted regions facilitate CTCF binding sites and they regulate the monoallelic 

expression in a CTCF-dependent insulation manner [175]. The H19/Igf2 genomic locus is such an 

example and the best described model of CTCF action in imprinting. Igf2 is crucial for embryo 

development and its control is of high importance for physiological growth. It has been shown that 

CTCF, together with cohesin, binds to the maternal allele in a H3K4-rich methylated region,  provoking 

chromosomal looping and attraction of the polycomb repressive complex 2 (PRC2). This cascade 

results in increased methylation of H3K27 and subsequent maternal Igf2 repression [176–178]. In 

senescence, the decreased levels of CTCF result in a loss of insulation and a relaxation in this locus, 

leading to upregulation of Igf2 [179]. A similar increase in Igf2 expression has also been observed in 

prostate cancer cells, where CTCF is downregulated and imprinting is lost [179]. These observations 

point to the direction that changes in the imprinting pattern might lead to senescence-related gene 

expression and cancer development.        
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In a similar pattern, the genomic locus INK4/ARF, which encodes for the senescent marker 

p16INK4a, is regulated by CTCF binding, as it has been found to possess at least three binding motifs 

[180]. In proliferating cells, CTCF binds to these motifs and negatively regulates the expression of 

p16INK4a through looping formation on its promoter. In OIS, the decreased levels of CTCF cause a 

disruption in these loops leading to p16INK4a overexpression and senescence propagation [180]. 

Another protein that its levels are regulated by CTCF binding is POLD1 [181]. POLD1 is the catalytic 

subunit of DNA Polδ and it participates in DNA synthesis and repair. Its promoter bears two CTCF 

binding sites and there is an age-dependent regulation of its expression. It was shown that, in 

contrast to  p16INK4a , the decreased levels of CTCF upon senescence and its loss from the promoter 

sites of POLD1 negatively regulates its expression, leading to accelerated growth arrest [181]. CTCF 

is also related to a premature aging disease, called Cockayne syndrome. This syndrome is caused by 

mutations in the ATP-catalytic domain of the chromatin remodeler Cockayne syndrome group B 

protein (CSB), a part of SWI/SNF2 family, and its main action is to randomize the position of 

nucleosomes. Cells derived from patients suffering from this syndrome have shown to present 

increased levels of ROS. Under these condition, there is an interplay between CTCF and CSB, where 

CTCF increases the genomic occupancy of CSB at promoter sites, resulting in alterations in gene 

expression [182].  

However, the most profound finding regarding CTCF and senescent genome was made by Zirkel 

et al., where it was shown that CTCF dramatically reorganizes its pattern upon replicative senescence 

entry and loss of the chromatin binder high-mobility group B protein (HMGB2) [90]. HMGB proteins 

are highly abundant inside the proliferating nucleus and their DNA binding causes bending, looping 

or unwinding [183]. In that study, it was shown that HMGB2 can demarcate a number of TAD 

boundaries and, on average, it was found to co-localize with CTCF binding sites. Moreover, HMGB2 

nuclear eviction was enough to initiate a senescent cascade, which included heterochromatic and 

transcriptional alterations. Interestingly, its loss from the nucleus caused CTCF to form very distinct 

clusters, which were named senescence-induced CTCF clusters (SICCs). These clusters were not co-

localized with HP1a, so there were not of heterochromatin nature and did not come with cohesin 

reorganization, in spite of their great chromatin overlap [154]. Therefore, it was hypothesized, that 

the presence of HMGB2 binding sites in proximity with CTCF ones was offering extra insulation to 

CTCF-CTCF interaction. CTCF Hi-ChIP data seemed to agree on that, since consequent to HMGB2 loss, 

new longer CTCF loops were emerging.  
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Nevertheless, the true nature and biological relevance of these clusters remains somehow elusive, 

as well as their role in genome organization during senescence. 

 

1.4 Membraneless Organelles & Senescence  

Nucleus is a very compact, but rich environment for a variety of organelles, of which common 

characteristic is the lack of a traditional lipid membrane (membraneless organelles, MLOs) (Fig. 1.7). 

Their function and size varies adequately. From the large nucleolus of approximately 3μm, to the 

microscopic nuclear speckles of roughly 40nm, each one of these structures contains specific proteins 

and participates in different processes contributing to gene regulation [184]. Inevitably, some of 

these formations have a direct or indirect role during senescence and aging and the next chapter will 

discuss the most notable of them. 

   

1.4.1 The Nucleolus 

The nucleolus is the most prominent subnuclear organelle within the nucleus of eukaryotic cells. 

It is primarily and mostly involved in ribosome biogenesis, which is initiated with the transcription of 

ribosomal RNA (rRNA) by RNA polymerase I (RNA PolI). Because of these functions, the nucleolus is 

a deterministic factor of cellular metabolic state. Recently, however, it has been shown that this 

membraneless structure can participate in diverse activities involving stress response, development 

and aging [185]. While proliferating cells present higher number and smaller in size nucleoli, 

senescent cells have usually a single enlarged nucleolus [186]. Independent studies point to the 

direction that changes in nucleolus structure as a consequence of inhibited rRNA synthesis and 

ribosome biogenesis can, under circumstances, lead to cell cycle arrest [187,188].  

 

 

 

 



[26] 
 

The role of nucleolus in senescence becomes even more pronounced by the fact that a myriad of 

proteins involved in growth arrest are regulated by their localization there, both under normal and 

irregular conditions. A large number of proteins related to aging syndromes (Werner syndrome, 

Cockayne syndrome B, Bloom syndrome, etc.) are exhibiting nucleolar localization at some point 

during the cell cycle [189–192]. Moreover, in physiological aging, p53-stability mediators p14-

alternative reading frame (p14ARF) and nucleophosmin (NPM) are found there [193]. Thus, it 

becomes more that obvious the crucial role that this organelle can play in maintaining senescence. 

It has already been discussed the importance of the p53 and RB pathways during cellular 

senescence. Arrested cells are usually blocked during their G1 to S-phase transition. G1-S and G2-M 

checkpoints make sure that DNA is properly duplicated and it has been successfully divided into the 

daughter cells. p53 and RB regulate these checkpoints and upon activation they can promote cell 

cycle arrest. On top of these two, the nucleolus actively participates in this process. A successful cell 

division requires increased levels of protein synthesis, therefore elevated levels of ribosome 

biogenesis [194]. Indications of a crosstalk between p53, ribosome biogenesis and cell cycle 

progression come from different studies. It was shown that inhibition of block of proliferation protein 

1 (Bop1), which participates in rRNA synthesis and assembly, was sufficient to drive a p53-dependent 

G1 arrest [195]. Likewise, inhibition of the transcription factor which tethers PolI to the rDNA 

promoters and promotes rRNA synthesis, TIF-IA, has as a result abnormal nucleolar structure and 

function, G1-S arrest through p53 and apoptosis [196]. Hence, it is evident the close relationship 

between the nucleolus and senescence (extensively reviewed in [197]).    
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Figure 1.7: Cartoon depicting the variability of membraneless organelles in the nucleus. (Adapted from: Palikyras S. & 

Papantonis A. (2019), Open Biology. doi: 10.1098/rsob.190167). 

 

 

1.4.2 PML Nuclear Bodies 

Promyelocytic leukemia nuclear bodies (PML-NBs) are another example of the importance that 

MLOs hold in the nuclear environment and how they could contribute and affect multiple processes. 

PML tumor suppressor protein is highly abundant in the periphery of these bodies, which number  

some tens inside the nucleus, surrounding a core of many other, unrelated, proteins [198]. PML 

bodies were mainly studied as tumor suppressor regulators [199], but over the years they have been 

found to participate in a variety of procedures including gene expression, antiviral immunity and 

cellular senescence [200,201]. 

Most of the proteins found in PML bodies are, one way or another, related with stress responses 

[198]. As it has been shown so far, p53 has a close relationship with stress and a tight connection 

with senescence. Similarly to many other proteins, post-translational modifications, like acetylation 

and phosphorylation, can modulate the activity and stability of p53 [202].  
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Upon activation of the Ras oncogene and induction of Ras-induced senescence (a form of OIS) it was 

demonstrated that PML bodies have an active role on it [199]. More specifically, upregulation of Ras 

leads to PML upregulation and p53-Lys382 acetylation, thus stabilizing the protein and giving it the 

ability to interact with low-affinity promoters. This process is taking place in PML bodies, where the 

Cyclic adenosine monophosphate Response Element Binding protein Binding Protein (CREBBP), an 

acetyltransferase, is also present at the time. The importance of PML bodies’ integrity to that process 

was stressed by the fact that in mutant PML fibroblasts, unable to maintain this structure, there was 

an oncogene-mediated escape from senescence.  

Interestingly, PML-NBs have been associated with the regulation, at least partially, of SAHF, and 

consequently of chromatin [115,203]. When the cells approach senescence, it was shown that HP1 

proteins, formerly to their localization at SAHF, together with HIRA, member of the HUCA complex 

(HIRA/UBN1/CABIN1/ASF1a), are entering PML bodies. Inability of the HIRA complex to be 

transferred into these nuclear bodies, has been connected with decreased ability to form SAHF [204].  

In agreement with the importance of PML bodies integrity for SAHF formation is the fact that PML 

mutants with reduced ability to form bodies, disrupt the establishment of SAHF [204]. Apart from the 

HUCA complex, the chromatin remodeler DAXX/ATRX has also been identified to localize at PML-NBs 

before induction of senescence [205]. This, strengthens the hypothesis that PML bodies could act as 

hubs of remodeling and/or preservation of chromatin structure in senescence, through a histone 

assembly pathway independent of replication [206,207].  

 

1.4.3 Nuclear Speckles 

Nucleus is a highly compartmentalized structure with a wide range of bodies with specialized 

functions. Nuclear speckles (NS) are among the most notable of these, but their exact role is 

moderately known. Their size is roughly 25nm and they consist, in their majority, of pre-mRNA 

splicing factors, small nuclear ribonucleoproteins (snRNP) and poly(A)+ RNAs [208–210]. Key 

components of these speckles are serine/arginine rich proteins, such as SC35, SRRM2 and SON, with 

disordered domains and related functions; the majority of the known factors are involved in 

transcription, RNA processing and RNA export [211–216].  
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As the exact function of nuclear speckles is not precisely determined yet, there have been two 

main models trying to explain their role inside nucleus. The first model, which is the general 

understanding of these bodies, implies that nuclear speckles are mainly used as a repository for RNA 

processing factors [217]. In favor of this idea are data showing that there is no active transcription 

taking place in the interior of the speckles, they completely lack any DNA and upon transcription 

inhibition there is an increase in their size [218]. Nonetheless, there are accumulating evidences 

suggesting a broaden role for these structures and implicating them in the coordination of gene 

expression and in post-translational RNA processes [219]. Recent high-throughput studies have 

managed to associate nuclear speckles with certain genomic loci [220–224]. Genome can be highly 

compartmentalized as it was discussed above. TADs could be further subdivided to A-TADs (active 

chromatin) and B-TADs (inactive chromatin). A-TADs could be subdivided even further giving rise to 

Type I and II compartments. Genes which are hyperactive, such as house-keeping genes, could usually 

be localized in Type I A-TADs [154,222,225,226]. Specifically this type of domains were found to be 

in close proximity with speckles, in agreement with the observed enrichment of proteins controlling 

the pause/release circle of RNA PolII (e.g. CDK12) [227].  

The importance of NS relative position inside the nucleus is lately becoming evident also in 

abnormal conditions. A recent study, which used a transgene of the heat shock protein 70 (HSP70), 

showed that upon heat shock activation, the total and nascent RNA levels of HSP70, adjacent to 

nuclear speckles, were tremendously upregulated compared to the endogenous one, and its levels 

were detectable even hours after the shock [228]. In a like manner, another group took advantage 

of Nutlin-3a, a p53 inhibitor [229], to induce stress in human fibroblasts [230]. Interestingly, upon 

p53 stabilization and p53-mediated stress response, there was an active association between a 

subset of p53 targets, e.g. p21, with NS, leading to enhanced transcription. 

         Lastly, two current studies have made a link between NS and cellular senescence [231,232]. The 

m6A methyltransferases METTL-3 and -14, have been found to be localized in nuclear speckles 

together with Lamin A [224],  which is frequently mutated in cells derived from patients with HGPS 

[107]. It was shown, that Lamin A and METTL-3 and -14 interact in nuclear speckles and in the absence 

of this interaction, due to lamin A inefficiency, the two m6A methyltransferases are inclined to 

proteasome-mediated degradation, in line with their reduced observed levels upon senescence entry 

[231]. A good fraction of speckles-related components are the nuclear ribonucleoproteins (hnRNPs), 

which regulate RNA splicing [107].  
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Part of these processes is alternative splicing, a dominant phenomenon in many age-related diseases, 

such as Alzheimer’s disease (AD) [233]. It was shown that an isoform of hnRNP, which is normally 

found at NS, is downregulated in aged brain cells, resulting in dysregulation of proper splicing and 

aberrant alternative splicing events contributing to the decayed phenotype of AD [232]. Therefore, 

it becomes evident that proper structure maintenance and composition preservation are of high 

importance for the seamless function of NS. In any other case, there might be severe consequences 

in organism’s well-being.   
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2. Chapters 

  
Chapter I – Chemical induction of replicative-like senescence via a 

small molecule inhibitor  

 

My contribution is reflected in the following experiments as outlined below:  

• Growing and conducting senescent assays and immunostainings to IMR90 cells  

• CUT&Tag experiments for proliferating, ICM-treated and senescent IMR90 cells 

• Generating Micro-C data in collaboration with Dovetail Genomics, Ribo-seq data in collaboration 

with RiboMaps Ltd., and scRNA-seq in collaboration with Active Motif. Micro-C data analysis was 

performed by A. Stavropoulou on the basis of input by me and Dr. Papantonis 

 

The following figure panels were prepared by myself with the data input from experiments prepared 

and/or analyzed by me or indicated contributor:  

• Figure 2.1.1A. Treatment with 610CP-tagged ICM to validate its subcellular localization  

• Figure 2.1.1B. Proliferation rate assessment for control and ICM-treaded IMR90 from experiments 

performed by me  

• Figure 2.1.1D. FACS analysis to identify the stage of cell cycle arrest. 

• Figure 2.1.1E-F. Immunofluorescent staining and quantifications 

• Figure 2.1.1G. Microscopy quantification with data provided by Dr. A. Zirkel 

• Figure 2.1.1I. qPCR in a variety of senescent markers 

• Figure 2.1.2C. Volcano plot showing the differentially expressed genes upon ICM treatment with 

data derived from differential gene expression analysis of RNA-seq data from IMR90  
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• Figure 2.1.2D. GO term analysis of up- and down-regulated genes between ICM treated and 

replicative senescent IMR90s 

• Figure 2.1.2E, J. GO term analysis of transcription factors regulating up- and down-regulated genes 

upon ICM treatment 

• Figure 2.1.S2. GO term analysis of up- and down-regulated genes upon ICM treatment 

• Figure 2.1.3. scRNA-seq panels with data provided by Active Motif 

• Figure 2.1.4A. Volcano plot showing the differentially expressed genes upon ICM treatment with 

data derived from whole-cell proteome from IMR90  

• Figure 2.1.4B. GO term analysis of up- and down-regulated genes upon ICM treatment from whole-

proteome data 

• Figure 2.1.4C-D. Scatter plots comparing mRNA-seq, Ribo-seq and whole-proteome data with data 

provided by RiboMaps Ltd 

• Figure 2.1.S5. Same as in Figure 2.1.4B 

• Figure 2.1.5A-C. Micro-C heatmaps, decay plots and saddle plots with data provided by Dovetail 

Genomics and analysis done by A. Stavropoulou 

• Figure 2.1.5D-F CUT&Tag-seq experiment performed by me 

• Figure 2.1.5G-I. Micro-C insulation and loop aggregate plots with data provided by Dovetail 

Genomics and analysis done by A. Stavropoulou 

  

 

 

 

 

 



[33] 
 

Chemical induction of replicative-like senescence via a small molecule 

inhibitor 

Spiros Palikyras1, Konstantinos Sofiadis2, Natasa Josipovic3, Anne Zirkel4, Athanasia Stavropoulou5,6, 

Argyris Papantonis1* 

1 Institute of Pathology, University Medical Center Göttingen, 37075 Göttingen, Germany  

2 Oncode Institute, Hubrecht Institute-KNAW and University Medical Center Utrecht, 3584 CT 

Utrecht,     the Netherlands 

3 Single Cell Discoveries, 3584 CT Utrecht, Netherlands 

4  Center for Molecular Medicine Cologne, University of Cologne, 50931 Cologne, Germany 

5 Institute for Bioinnovation, Biomedical Sciences Research Center "Alexander Fleming", Vari, Greece 

6 Institute for Fundamental Biomedical Research, Biomedical Sciences Research Center "Alexander 

Fleming", Vari, Greece. 

*Corresponding author: AP 

 

Abstract 

Studying cellular senescence has been proven a keystone in our effort of understanding the aging 

process. However, studying senescence in vitro comes with certain difficulties. Here we describe a 

novel and robust system of chemically induced senescence, which tackles many of these struggles. 

The use of Inflachromene (ICM) evicts HMGB1 and HMGB2 from the nucleus and induces a 

senescence-like phenotype. Comparing ICM-induced and replicative senescence we observed great 

similarities in both the transcriptional and translational programs of these two mechanisms. In 

addition, ICM treatment is capable of inducing genome-wide changes to higher-order chromatin, 

such as strengthened short-range interactions and increased loop length, yet another characteristic 

of senescence initiation.  
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Introduction 

From the moment of conception and onwards every living organism experiences a variety of 

developmental programs, leading to progressive cellular decay and aging. Cellular senescence, a 

process of irreversible growth arrest, is inextricably linked with aging [13,17,20,234]. Different 

triggers could cause different responses which give rise to three main senescent types: replicative 

senescence (RS) occurring from telomere exhaustion, oncogene induced-senescence (OIS) due to 

oncogene overexpression and senescence-induced by genotoxic stress [10]. Senescent cells are 

communicating with their neighbours and their microenvironment through a complex mixture of  

pro-inflammatory factors, known as senescence-associated secretory phenotype (SASP) [45], acting 

in autocrine and paracrine manner [48]. This crosstalk is frequently beneficial, in cases as the wound 

healing and/or tumor suppression, but the accumulation of senescent cells could lead to chronic 

inflammation and tumorigenesis [47]. 

Apart from the focal cellular changes this growth arrest is accompanied by changes in higher-

order chromatin, too [6,16,86–88,92]. Genome-wide chromatin capture assays (e.g. Hi-C) in 

replicative senescence have revealed dramatic changes between active and repressed compartments 

of chromatin (compartments A and B, respectively) [88]. More striking, a variety of topologically-

associated domains (TADs) was switching between compartments, affecting gene expression [87]. 

The senescence-associated heterochromatic foci (SAHFs) [121], more prominent in some types of 

senescence, as well with the massive reorganization of lamin-associated domains (LADs) [107,134] 

are also major alterations occurring upon arrest. The pivotal role of lamins in nuclear architecture 

and maintenance becomes apparent by the fact that many age-related syndromes bearing lamin 

deficiencies in their core [108,135]. Thus, identifying proteins that contribute to the senescent 

phenotype and modulate their action or concentration is of utmost importance.   

In an effort to characterize such factors, recent work from our lab  shed light into the role of high 

mobility group box 1/2 (HMGB1/2) proteins in cellular RS [84,90,124]. Depending on their sub-

nuclear localization, HMGBs could act either as architectural proteins [90], or as RNA regulators [84], 

but common characteristic of both is their eviction from the nucleus as an early step in the senescent 

cascade.  



[35] 
 

Identifying such factors, however, could prove to be a rather laborious task since a given cell 

population in culture is heterogenous and asynchronous and, in the case of replicative senescence 

models, it demands extended periods of culturing, hence, there is the need to tackle these issues. 

Here, we describe a novel and robust way of inducing a senescent-like phenotype similar to 

replicative senescence by using the small benzopyranyl tetracycle compound Inflachromene (ICM). 

ICM induces senescence within few days of treatment, by evicting HMGB1/2 from the nucleus. 

Similarly to RS, ICM treatment causes mitotic arrest and produces resembling higher-order chromatin 

alterations.  
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Results 

ICM treatment induces a senescent-like phenotype 

ICM was previously described as a potent inhibitor of HMGBs’ nuclear dislodgment [235]. To that 

end, we had hypothesized that upon ICM treatment the senescent induction would have been halted. 

To put this into test, we took advantage of an extensively used model on age-related studies; donor-

derived human lung fibroblasts (IMR90, I83) [1,25,76,78,236]. Using a 610CP-tagged ICM (offer from 

the Lukinavicius lab) we were able to confirm the nuclear localization of the compound, in agreement 

with its, up to that point, characterized function (Fig 2.1.1A). 

To test for the proliferation rate of cells upon treatment with ICM we took advantage of the 

Sartorius IncuCyte S3 Live-Cell Analysis System, monitoring the growth of the cells over an extended 

period of time (Fig 2.1.1B). At day 0, IMR90s were treated with either 5uM or 10uM of ICM and were 

left to grow with the compound for 3 and 6 days. Fresh ICM was added every day, for the respective 

time period. After these two time points, ICM was removed from the medium and cells were left to 

grow. Treatment with 5uM of ICM did not majorly affect the proliferation rate of the cells neither 

during the 3 or 6 days time points, nor after the removal of the compound, as they kept growing 

similarly to the control cells. On the contrary, and to our surprise, treatment with 10uM of ICM 

heavily reduced the proliferation rate of the cells, something which was apparent already after 3 days 

of treatment. Removing the compound after 3 days allowed the cells to re-adopt and start growing 

again, while removing it after 6 days had minor impact as cells started to die afterwards. Due to this 

unexpected observation, we thought to assess the senescent state of the cells upon treatment with 

ICM.    

To do so, we exploited the properties of β-galactosidase activity. Senescent-associated β-

galactosidase (SA-β-GAL) staining is widely used as a quick microscopic marker to address senescence 

[237]. Control cells, cells treated with 10uM of ICM for 6 days and replicative arrested cells were 

stained with β-GAL. The majority of the population of both ICM treated and senescent IMR90s were 

positive for SA-β-GAL labelling (Fig 2.1.1C, 89% and 71%, respectively). In addition, we performed 

FACS analysis in proliferating, ICM-treated (3 and 6 days) and senescent IMR90s (Fig 2.1.1D). 
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In proliferating fibroblasts only a small fraction of the cells were in S phase (2.4%, Fig 2.1.1D left 

pannel), which upon continuous ICM treatment this fraction was increased (4.4% and 29.2% after 3 

and 6 days or treatment respectively, Fig 2.1.1D second and third panel), in agreement with the 

percentage of senescent cells found in S phase (23.6%, Fig 2.1.1D right pannel). From the above we 

were able to conclude that continuous ICM treatment leads IMR90s into a  progressive S/G2 arrest 

similar to the senescent phenotype. On top of that, ICM-treated IMR90s exhibited complete absence 

of HMGB1 and HMGB2 proteins from their nuclei, indicative for senescence (Fig 2.1.1E-F and Fig 

2.1.S1A-B, Zirkel et al, 2018; Sofiadis et al, 2021) and upregulation of the senescent marker p21 (Fig 

2.1.1E and Fig 2.1.S1B, Labaer et al, 1997; Galanos et al, 2016). Additionally, in agreement with what 

is known for cells undergoing senescence, levels of H3K27me3 were decreased coupled with 

increased levels of HP1a ( Fig 2.1.1G, Pal & Tyler, 2016) and senescence-associated CTCF clusters 

(SICCs) were emerged (Fig 2.1.1F and Fig 2.1.S1A, Zirkel et al, 2018). Western blot analysis confirmed 

the decrease in HMGB2 protein levels (Fig 2.1.1H).  

Testing more senescence-related markers by qPCR (Fig 2.1.1I) they all agreed for the senscent 

state of the ICM-treated IMR90s. HMGB1/2 were found to be downregulated (pvalue <0.05) as well 

as LMNB1 (pvalue <0.05), while on the other hand HMGA1, HDAC9 and CCND2 were upregulated 

(pvalue <0.05). Moreover, using ChIP-qPCR we were able to confirm the loss of HMGB2 from the 

nucleus and, thus, from chromatin, upon ICM treatment, as we were able to observe decreased 

binding of the protein in TAD boundaries and inergenic bodies (Fig 2.1.1J). Taken together, all of the 

aformentioned data, pintpointed to the direction of ICM causing a cellular growth arrest, similar to 

senescence. 
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Figure 2.1.1. ICM treatment induces a senescent-like phenotype.  

A. Proliferating and ICM-treated IMR90 assayed for proliferation rate using the Sartorius IncuCyte S3 Live-Cell 

Analysis System. 

B. Representative widefield images of proliferating (top panel) and 610CP-tagged ICM-treated (bottom panel) 

IMR90. DNA is stained with Hoechst dye. On the right side fluorescence signal was used to produce lineplot 

depicting the overlap between Hoechst and 610CP-tagged ICM. Bar: 5um   

C. Proliferating, ICM-treated and senescent IMR90 assayed for β-galactosidase activity. ICM-treated and senescent 

cells appeared darker, indicative of their senescent state. 

D. Cell cycle profiling via FACS in proliferating (upper left panel), senescent (upper right panel) and 3 and 6 days 

ICM-treated cells (lower left and lower right panel, respectively). 

E. Representative immunofluorescence images of IMR90 showing reduced levels of HMGB2 and increased levels 

of p21. Violin plots quantify this reduction (bottom; N is the number of cells analyzed per each condition/cell 

type). Bars: 6um. *P<0.05; Wilcoxon–Mann–Whitney test. 

F. Same as in E, but for HMGB1/CTCF. SICCs formation is depicted in ICM-treaded nuclei. 

G. Same as in E, but for HP1a/H3K27me3 
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H. Western Blot analysis of CTCF, HMGB2, EZH2 and histone H3 in proliferating and ICM-treated IMR90. a-tubulin 

serves as a loading control.  

I. Representative real time qPCR showing selected senescent markers in proliferating and ICM-treated IMR90. 

*P<0.05; Wilcoxon–Mann–Whitney test. 

J. Mean ChIP-qPCR enrichment (over input and negative controls; log2 ± SD, n=2) in different IMR90 populations 

(proliferating, 5uM and 10uM ICM-treated) with primers targeting HMGB2. 

 

 

ICM mimics RS transcriptional pathway 

Since our observed data contradicted the previously available literature we wanted to further 

investigate the effect ICM seemed to have in IMR90s. There were strong indications of a senescent-

like phenotype upon ICM treatment and we wanted to see if there would be any resemblance with 

previously described growth arrests. First, we examined any possible changes at six senescence-

predictive CpGs [238]. In contrast to replicative senescence (RS), methylation-aging clock did not 

seem to apply to ICM treatment (Fig 2.1.2A). However, RS and ICM treatment seemed to converge 

in the reduction of transcription over passaging and period of treatment, respectively, since EU-RNA 

levels where found to be reduced in both cases (Fig 2.1.2B).  

To further test for any resemblance, total mRNA from control, ICM-treated (10uM, 6 days) and 

senescent IMR90s was isolated, enriched for poly(A)+, depleted of rRNA and sequenced to >50mil 

reads. After in silico genomic mapping (hg19), counts were normalized to assess for differences in 

transcription. A broad range of genes were found to be deferentially expressed upon ICM treatment. 

In total, 2,212 genes were identified to be differentially expressed (1,265 up- and 947 down-

regulated). Notably, genes related to cell cycle progression were found to be downregulated, while 

the most prominent upregulated genes were part of the NRF2 pathway (Fig 2.1.S2A-B). HMGB2 was 

found to be downregulated, as well as many cell cycle kinases, verifying our FACS results (Fig 2.1.2C). 

Next, using the mRNA-seq data from RS and ICM we looked for changes at the levels of a variety of 

chromatin factors and, interestingly, both seemed to share great similarities following a similar 

pattern of up- and downregulated components (Fig 2.1.2D).  
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GO term analysis of the transcription factors governing the expression of either up- or down-

regulated genes upon ICM treatment, revealed that p53 is actively engaged in the regulation of both 

up- and down-regulated genes, consistent with its prominent role in senescence [29], while many 

pro-inflammatory factors (e.g. RELA, JUN, STAT3) were shown to control downregulated genes (Fig 

2.1.2E). 

Using ‘factory’ RNA-seq [239] we isolated and analyzed nascent RNA from 3 and 6 days ICM-

treated IMR90s. There, we showed that most of the observed alterations are transcriptionally 

regulated and that upregulated transcripts, apart from being more expressed upon ICM treatment, 

there are also more stable (Fig 2.1.2F-G and Fig 2.1.S3, S4). Interestingly, similar to RS [90], the 

commonly downregulated genes from mRNA-seq and nascent RNA-seq data are related with cell 

proliferation, DNA metabolism and nuclear and chromatin organization pathways (Fig 2.1.2I-J).    

Lastly, when we compared mRNA-seq data derived from 3 and 6 days ICM-treated IMR90s with 

data previously generated in our lab [90] and publicly available [240], it was shown that the ICM-

induced arrest shares greater similarity (R2=0.28 and 0.36 for 3 and 6 days, respectively), with 

replicative senescence (Fig 2.1.2H, left and middle panel), while it demonstrated significantly lower 

association, (R2=0.1), with the OIS (Fig 2.1.2H, right panel). Summing up, all the above data 

demonstrated with high confidence that the observed arrest after ICM treatment shares high 

similarity with RS. 
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Figure 2.1.2. ICM-induced senescence transcriptionally resembles replicative senescence. 

A. On the left: Spearman’s correlation (R2) between actual and predicted IMR90 passage based on the methylation 

at six CpGs. On the right: same as before, but for days of ICM treatment. 
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B. Decrease in nascent EU-RNA in IMR90 based on their passage number (on the left) and days of ICM treatment 

(on the right). *P<0.05, Wilcoxon-Mann-Whitney test.   

C. Volcano plot showing differentially expressed genes (fold enrichment) between proliferating and ICM-treated 

IMR90. In orange, the most significant downregulated genes are shown (< -0.6 log2-fold change), while in 

turquoise the most significant upregulated genes are depicted (> 0.6 log2-fold change). N is the number of the 

respective genes. 

D. Heatmaps showing changes in gene expression levels upon senescence and ICM treatment (log2FC) of genes 

encoding selected chromatin‐associated factors. For each gene shown, statistically significant expression 

changes were recorded in at least one condition. 

E. Heatmaps showing transcription factors regulating up and downregulated genes upon ICM treatment (log2FC). 

F. CDK1 and CDKN1A loci nascent RNA-seq profiles in proliferating, 3 and 6 days of ICM-treated IMR90s. 

G. Volcano plot showing nascent-RNA differences (fold enrichment) between 3 days and 6 days of ICM treatment. 

In orange, the most significant downregulated genes are shown (< -0.6 log2-fold change), while in turquoise the 

most significant upregulated genes are depicted (> 0.6 log2-fold change). N is the number of the respective 

genes. 

H. Comparison of differentially expressed genes between replicative senescence and 3 and 6 days of ICM 

treatment (left and middle panel, R2=0.28 and 0.36, respectively) and oncogene induced senescence and ICM 

(right panel, R2=0.1). N is the number of the respective genes 

I. Venn diagrams showing commonly up- and down-regulated genes between ICM mRNA-seq and 3 and 6 days 

ICM nascent RNA-seq. 

J. Highlighted in the interaction node are the GO term/pathways of the commonly downregulated targets from 

panel I. 

 

 

Single-cell transcriptomic analysis clusters ICM and RS 

Having bulk mRNA-seq data indicating the similarity between RS and ICM-induced phenotype, we 

went on to examine if this holds true also at the single cell level. For that purpose, we used 

proliferating, ICM-treated and senescent IMR90s. Cells were sequenced and the ones that past the 

quality control were further analysed and divided into 10 clusters (0-9) (Fig 2.1.3A-C). RS and ICM-

treated IMR90s were showed to have an extended overlap in clusters with the most prominent to be 

cluster 0 (Fig 2.1.3C). HMGB2 was found to be downregulated in senescence-related clusters (cluster 

0,1,5), but overrepresented in all the rest (Fig 2.1.3D). GO term/pathway analysis revealed that the 

majority of gene found in cluster 0 are related with processes which are downregulated upon 

senescence entry (e.g. cell cycle, chromosome localization), in agreement with the transcription 

factors that are regulating them (Fig 2.1.3E-F). Overall, we were able, also at the single cell level, to 

show that the arrest which is induced upon ICM treatment matches RS.   
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Figure 2.1.3. scRNA-seq clusters ICM and RS together. 

A. UMI-Gene: Scatter plot visualizing the relationship between the number of unique molecular identifiers (UMIs) 

and the number of detected genes for each analyzed cell. Quality control passing cells are displayed in red while 

those that failed are shown in black.  
B. UMI-Mitochondria: Scatter plot showing the relationship between the number of UMIs and the percentage of 

UMIs in mitochondrial genes. Quality control passing cells are colored in red while those that failed are colored 

in black. 

C. RNA Cluster UMAP: Cells are colored based on their cluster identities and visualized in a two-dimensional 

uniform manifold approximation and projection for dimension reduction space (UMAP), where UMAP is based 

on gene expression data alone, and clustering is performed using both gene expression and chromatin 

accessibility data. 
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D. Heatmap showing the scaled gene expression of the top markers (top 10) identified for each cluster based on 

logFC. 

E. Heatmap showing GO terms/pathways associated with the gene subgroups of cluster 0 from panel C. 

F. Heatmap showing transcription factors associated with the gene subgroups of cluster 0 from panel 

C. 

 

 

ICM drives senescence in a transcription-related manner 

Having shown that there are significant changes in gene expression, documented by RNA-seq, upon 

ICM treatment, we thought to further examine in which degree these changes could have had any 

affect in the transcriptional or translational level. To answer this question, we generated coupled 

mRNA-seq, Ribo-seq and whole proteomics data from proliferating and ICM-treated IMR90s in 

biological triplicates.  

Whole proteome analysis showed that 642 proteins were found to be downregulated and 565 

upregulated upon ICM treatment (Fig 2.1.4A). Pathway analysis demonstrated that the 

downregulated proteins followed a similar pattern as the mRNA-seq data for ICM, regarding the 

involved processes, as again nuclear and chromatin organization and cell cycle progression were 

found among the most prominent targets (Fig 2.1.4B and Fig 2.1.S5). Comparing mRNA-seq with Ribo-

seq data uncovered that basically the majority of significant changes at the level of mRNA (>log2 0.6) 

could be explained by similar changes in transcription availability (Fig 2.1.4C, E). At the transcriptional 

level, 504 and 405 genes were found to be commonly ‘’buffered’’ up or down respectively in ICM 

compared to proliferating IMR90s, leading to a maintenance of consistent protein levels for these 

genes. Interestingly, the majority of ‘’buffered’’ downregulated transcripts (e.g. CDK2, RAD51, 

CDCA5) are related with pathways such us DNA replication, cell cycle, translation elongation and 

ribosome biogenesis. 

Next, we directly compared how similar or different are the translational and transcriptional 

programs between ICM-induced senescence and replicative senescence. Following a similar 

approach as above, Ribo-seq data showed that essentially no genes were found to be differentially 

regulated exclusively at the translational level between ICM and senescent cells (Fig 2.1.4D). 
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It is also worth to mention that in the ‘’buffered’’ upregulated transcripts of ICM compared to 

proliferating IMR90s,  there was an over-representation of SASP-related factors, meaning that this 

increase in the RNA-seq data between conditions was not accompanied by an increase in the Ribo-

seq. In addition, dot blot analysis of HMGB1 and HMGB2 in senescent and ICM-treated cells, 

confirmed the intracellular reduction of both proteins in both cases, but, in contrast to RS [241], in 

ICM-treated cells HMGB1 was not detected to be secreted (Fig 2.1.4F). Driven by these two 

observations, we went on and compared our proteome data with publicly available data for fibroblast 

SASP (http://www.saspatlas.com), where we observed a very small overlap (Fig 2.1.4G). Taken 

together, the above observations pointing towards a transcriptional regulation of ICM response 

leading to a SASP-less induction of replicative-like senescence. 

http://www.saspatlas.com/
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Figure 2.1.4. ICM-induced senescence is mostly transcriptionally driven. 

A. Volcano plot showing whole proteome difference upon ICM treatment. . In orange, the most significant 

downregulated genes are shown (< -0.6 log2-fold change), while in turquoise the most significant upregulated 

genes are depicted (> 0.6 log2-fold change). N is the number of the respective genes. 

B. Highlighted in the interaction node are the GO term/pathways of the commonly downregulated targets from 

panel A. 

C. Scatter plots showing correlation between mRNA-seq (transcription; log2 > 0.6) and Ribo-seq (translation; log2) 

(left) and correlation between mRNA-seq and whole proteome (right) in proliferating and ICM-treated IMR90. 

Coefficient value and the number of genes in each plot (N) are also shown. 

D. Same as in C, but correlating IMC-treated and RS IMR90s. 

E. Heatmap showing GO terms/pathways associated with the gene subgroups from panel C (color -coded 

the same way). The number of genes in each subgroup (N) is indicated. 

F. Dot blot detecting the intracellular levels of HMGB1 and HMGB2 and levels of secreted HMGB1 across passages 

(left panel) and across days of ICM treatment. Histone H4 serves as a control. 

G. Venn diagram (left) showing up- and down-regulated factors from whole-cell proteome data crossed with data 

from SASP atlas. Box-whisker plot on the right shows the changes in SASP-related proteins (log2-fold change). 

 

 

ICM induces genome reorganization similar to RS 

It has been shown, that upon senescence entry there is extended chromatin reorganization [88–90]. 

Lastly, we asked whether ICM treatment could induce similar alterations. For that purpose, 

proliferating and ICM-treated IMR90s were subjected to Micro-C analysis, which revealed 

widespread changes across chromosomes (Fig 2.1.5A). In both conditions, contact frequencies were 

decreased with genomic distance. Upon ICM treatment, shorter-range interactions were 

strengthened, there was a decrease in longer-range ones and at the level of compartments we 

observed less intermingle and better insulation (Fig 2.1.5B-C).  

Based on the above observations, we thought to see if these alterations are accompanied by 

changes in the architectural proteins CTCF and SMC1A, since both are actively participating in shaping 

nuclear 3D organization [169,242]. To do so, we used proliferating, ICM-treated an senescent IMR90s 

and applied CUT&Tag-seq. Downstream analysis allowed us to call 4,652 CTCF peaks in proliferating, 

6,666 in ICM-treated and 8,440 in senescent cells (top 1%). Similarly, we called 14,884 SMC1A peaks 

in proliferating, 17,810 in ICM-treated and 12,928 in senescent IMR90s (top 1%) (Fig 2.1.5D-E). 

Additionally, we were able to observe that, on average, in all three conditions many CTCF peaks were 

co-occupied by SMC1A [243] and that ICM, despite having its unique profile for both CTCF and 

SMC1A, was sharing a bigger fraction of CTCF peaks with RS than with proliferating cells (Fig 2.1.5D, 
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F). Interestingly, in ICM condition apart from calling unique CTCF peaks, we could also see that there 

was an increase in signal of peaks that were shared between proliferating and ICM-treated cells. 

Having local information about CTCF upon ICM treatment, we went on to see if changes occurring 

in 2D (signal strength and distribution) would have any impact on 3D chromatin organization. Taking 

the aggregate signal from all CTCF peaks from proliferating and all CTCF peaks from ICM-treated 

IMR90s we saw that around them, on average, insulation was decreased, maybe due to the newly 

emerged CTF peaks on ICM and their impact on insulation strength (Fig 2.1.5G). We also stratified 

loops based on whether they were found to anchor CTCF or not (Fig 2.1.5H-I). Out of 22,871 loops in 

proliferating IMR90s 2,970 were CTCF loops and 19,901 nonCTCF ones. In ICM-treated IMR90s we 

called 14,996 loops with 1,801 of them to be CTCF loops and 13,194 nonCTCF ones. From the ICM 

CTCF loops, 613 were unique and from nonCTCF loops, 4,303 were unique. Interestingly, we observed 

that these unique CTCF loops (Fig 2.1.5H, unique to ICM) presented a stronger signal compared to 

nonCTCF ones (Fig 2.1.5I, unique to ICM) despite their smaller absolute number, pointing to a 

potentially more significant role in the reestablishment of 3D chromatin structure upon ICM 

treatment. Taken together, the above data are in agreement with previously described chromatin 

alteration occurring upon senescence entry[6,86,89,90] and indicative of ICM ability to provoke, 

apart from gene expression senescent-like changes, senescent-like genome reorganization.      
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Figure 2.1.5. ICM treatment affects 3D chromatin organization. 

A. 10kbp resolution Micro-C maps along a chr1 loci from proliferating (upper triangles) and ICM-treated (lower 

triangles) IMR90s. Differences between the two are depicted in circles.  

B. Decay plots showing Micro-C interaction frequency as a function of genomic distance at 5kbp resolution. 

Proliferating IMR90s are depicted in grey and ICM-treated in green.   

C. Saddle plots corresponding to proliferating (upper panel) and ICM-treated IMR90s (lower panel), showing 

contact frequencies between inactive (red area in the upper left) and active (red area in the lower right) regions. 

D. Left: Venn diagram showing the unique and overlapping CTCF peaks (top 1%) called from CUT&Tag-seq in 

proliferating, ICM-treated and senescent IMR90s. Right: Heatmaps showing scaled signal distribution of the 

aforementioned peaks. 

E. As in D, but for SMC1A.    

F. CTCF and SMC1A CUT&Tag-seq from proliferating (grey), ICM-treated (green) and senescent (purple) IMR90s 

along a chr17 locus. 

G. Insulation plot from Micro-C averaged signal on ±100bp around CTCF summits, with 300kb flanking regions, 

across proliferating and ICM-treated IMR90s. Top 1% CTCF peaks were used. 

H. Aggregate plots showing the averaged Micro-C signal across the 5kb unique and shared CTCF loops, in 

proliferating and ICM-treated IMR90s, with 50kb padding around the loops. 

I. Same as in H, but for nonCTCF loops  
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Discussion  

At this method paper, we have introduced a novel and robust way of inducing cell cycle arrest in 

culture. Despite its original characterization [235], prolonged ICM treatment has the capability to 

evict HMGBs out of the nucleus, leading to a similar phenotype with the one of replicative senescence 

[84]. In this way, we are now able to overcome many of the cavities when studying senescence in 

vitro. 

The impact that senescent cells have in normal human aging, but also in the abnormal conditions 

mentioned earlier on, make them a highly appealing pharmacological target, too. A lot of research is 

focusing nowadays on how to modulate the action, the impact, but also the removal of senescent 

cells from an organism. The relatively new, but rather active, field of senolytic drugs [244,245] hopes 

to give answers to all or some of these questions. ICM, being a chemical compound itself, could be 

proven such a potent candidate and its unique feature of modulating the cellular localization of 

HMGBs points to this direction. 

Already from its early characterization ICM was perceived as a therapeutic candidate and there 

are now studies testing its pharmacokinetics [235,246]. Later studies, showed that ICM could block 

the secretion of HMGB1 and HMGB2 from macrophages, leading to reduced production of pro-

inflammatory cytokines from these cells and proved to be an efficient compound for sepsis treatment 

[247].  ICM was used in the transplantation field, as well, since it was shown to significantly decrease 

the levels of HMGB1 secreted from pancreatic cells post-surgical in patients with type 1 diabetes, 

thus reducing the possibilities of transplant rejection [248]. Data from our lab, using pancreatic 

cancer cell lines with either high or low levels of HMGBs (high levels of HMGBs is a bad-prognosis 

marker) have shown promising early results after treatment with ICM. Taken together, 

inflachromene is a remarkable tool both in for in vitro cell culture and as a pharmacological target in 

vivo and with our study, we aim to accelerate its utilization.      
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Materials and Methods  

Cell culture and senescent assays 

Single IMR90 isolates (I90-83, passage 5; Coriell Biorepository) were continuously passaged at 37°C 

under 5% CO2 in Minimal Essential Medium L-Glutamine without HEPES (MEM 1X) (Gibco™ Life 

Technologies GmbH, 31095052) supplemented with 10 % FBS (Life Technologies, 10500064), 1X (1%) 

MEM Non-essential Amino Acid Solution without L-glutamine (Sigma-Aldrich, M7145-100ML) and 1% 

Penicillin/Streptomycin (Gibco™ Life Technologies, 15140122). The senescent state of the cells was 

addressed by senescence-associated β-galactosidase assay (Cell Signaling) according to the 

manufacturer’s instructions. Cells were driven into senescence either by continuously passaging 

them to replicative exhaustion or by using Inflachromene (concentration and period of treatment is 

depicted on individuals experiments). Cell proliferation was monitored using the Sartorius IncuCyte 

S3 Live-Cell Analysis System and acquiring a picture every 8h for a total of 11 days. Finally, DNA 

methylation at six selected CpG islands [238] was measured by isolating genomic DNA at the different 

cell states and performing targeted pyrosequencing (Cygenia GmbH)  

 

Protein extraction and western blot 

Proliferating and ICM-treated IMR90s (approx. 2x106 per condition) were gently scraped off 15-cm 

dishes. Cells were then pelleted for 5min at 1,200rpm. The supernatant was discarded and pellets 

were lysed in 150u of RIPA lysis buffer (20 mM Tris- HCl pH 7.5, 150 mM NaCl, 1 mM EDTA pH 8.0, 1 

mM EGTA pH 8.0, 1% NP-40, 1% sodium deoxycholate) containing 1x protease inhibitor cocktail 

(Roche) for 30min on ice. Sample were then sonicated in low input for 3 cycles (30sec on/30sec off) 

and centrifuged for 15min at >15,000g. Then the supernatant was collected and the protein 

concentration was measured using the Pierce BCA Protein Assay Kit (Thermo Fisher Scientific). Rabbit 

polyclonal anti-HMGB2 (1:1,000; Abcam ab67282); rabbit polyclonal anti-CTCF (1:500; Active motif 

61311); rabbit polyclonal anti-EZH2 (1:500; Active motif 39901); rabbit polyclonal anti-H3 (1:500; 

Abcam ab1791); mouse monoclonal anti-a tubulin (1:1000, Abcam ab7291) were used for blotting.       
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Immunofluorescence and image analysis    

Cells treated with ICM-610CP were cultured in coverslips for 3 days and DNA was subsequently 

stained with 5-SiR-Hoechst [249] and fixed via incubation with 4% paraformaldehyde (PFA) in 

Dulbecco’s Phosphate-Buffered Saline (DPBS). For every other staining, cells grown on coverslips 

were fixed via incubation with 4% PFA in DPBS at RT for 10min and then permeabilized with 0,5% 

Triton-X in PBS for 10min. Blocking was performed with 1% Bovine Serum Albumin (BSA) in PBS at RT 

for 1h. Cells were then incubated with the primary antibody (diluted in 0.5% BSA/PBS) at RT for 1h at 

the indicated dilution: mouse monoclonal anti-HMGB1 (1:1,000; Abcam ab190377-1F3); rabbit 

polyclonal anti-HMGB2 (1:1,000; Abcam ab67282); rabbit polyclonal anti-CTCF (1:500; Active motif 

61311); rabbit polyclonal anti-H3K27me3 (1:1,000; Diagenode C15410069); rabbit polyclonal anti-

p21 (1:500; Abcam EPR362 - ab109520). The primary antibody was washed with PBS twice for 5min 

per wash. Cells were incubated with the secondary antibody (diluted in 0.5% BSA/PBS) at RT, in the 

dark for 1h at the indicated dilution: anti-rabbit Alexa488 (1:1,000, Abcam ab150077); anti-mouse 

Cy3 (1:1,000, Abcam ab97035). Cells were then washed with PBS twice for 5min per wash. 

ProLongTM Gold antifade reagent with DAPI (#P36931) was added to the cells. For visualizing nascent 

transcripts, cells were pre-incubated with 2.5mM 5-ethynyl uridine (EU) for 40min at 37°C in their 

growth medium, fixed and processed with the Click-iT EdU chemistry kit (Thermo Fiscer). For image 

acquisition, a widefield Leica DMI8 with an HCX PL APO 63x/1.40 (Oil) objective was used. The 

acquired images were subsequently analysed with the FIJI software [250]. Measurements of nuclear 

immunofluorescence signal were generated using a mask drawn on DAPI staining to define nuclear 

bounds. Background subtractions were then implemented to precisely determine the mean intensity 

per area of each immune-detected protein.  
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RNA isolation, sequencing and analysis 

Proliferating, senescent and ICM-treated IMR90s were harvested in TRIzol LS (Life Technologies) and 

total RNA was isolated and DNase I-treated using the DirectZol RNA miniprep kit (Zymo Research). 

Following selection on poly(dT) beads, barcoded cDNA libraries were generated using the TruSeq 

RNA library Kit (Illumina) and were paired-end sequenced to >50 million read pairs on a HiSeq4000 

platform (Illumina). Default settings of STAR aligner [251] were used to map the raw reads to human 

reference genome (hg19) and quantification of unique quants was done with featureCounts [252]. 

RUVs function of RUVseq [253] was used to further normalize the counts, prior to differential gene 

expression estimation using DESeq2 [254]. Genes with an FDR < 0.01 and an absolute (log2) fold 

change of > 0.6 were deemed as differentially expressed. Plots were generated using GO term 

enrichment bar plots from Metascape (http://metascape.org/gp/index.html) [255]. For RNA that was 

later used for qPCR the isolation procedure was the same as the one described above. cDNA was 

synthesized with SuperScript™ II Reverse Transcriptase (Invitrogen™ Life Technologies, 18064071) 

and random primers (Sigma-Aldrich, 11034731001) according to the manufacturer’s First-Strand 

cDNA Synthesis Using SuperScript™ II RT protocol. Full list of primers used for qPCR is at Table 1. 

Finally, for analysis of nascent RNA in IMR90 the ‘‘factory RNA-seq‘‘ approach was applied on 5mil 

ICM-treated cells [239], RNA was isolated and sequenced as above, and intronic read counts were 

obtained and differentially analyzed for the two conditions using the iRNAseq package [256]. GO 

term/pathway enrichment analyses was performed using Metascape 

(http://metascape.org/gp/index.html). 
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ChIP and ChIP-qPCR 

Proliferated and ICM-treated IMRO90s were cultured to 80% confluence in 15-cm plates and they 

were crosslinked in 15mM EGS/PBS (ethylene glycol bis(succinimidyl succinate); Thermo) for 20min 

at room temperature, followed by fixation for 40min at 4oC in 1% PFA. Cells were then processed 

with the ChIP-IT High Sensitivity kit (Active motif) according to the manufacturer’s instructions. 

Chromatin was sheared to 200-500bp fragments via sonication using a Bioruptor Plus (25 cycles, 

30sec on/30sec off, high input), immunoprecipitation was done using 4ug of anti-HMGB2 antibody 

(Abcam ab67282) to approx. 30ug of chromatin and the samples were incubated overnight in a rotor 

at 4oC. DNA was precipitated using protein A/G agarose beads and purified using the ChIP DNA Clean 

& Concentrator kit (Zymo Research). Clean DNA was later used for qPCR. Oligos used for qPCR are 

listed in Table 2. 

 

Ribo-seq and analysis  

High-throughput ribosome profiling (Ribo-seq) on proliferating, senescent and ICM-treated  IMR90s 

was performed in collaboration with Ribomaps Ltd (https://ribomaps.com) according to an 

established protocol [257]. Three independent replicas of proliferating, senescent or ICM-treated 

IMR90s were grown, harvested in ice-cold polysome isolation buffer supplemented with 

cycloheximide, and shipped to Ribomaps for further processing and library preparation. Roughly 15% 

of each lysate was kept for RNA isolation and used for RNA-seq of poly(A)-enriched fractions on a 

HiSeq2500 platform (Illumina). After sequencing of both Ribo- and mRNA-seq libraries, the per base 

sequencing quality of each replicate passed the quality threshold, raw read counts were assigned to 

each protein-coding open reading frame (CDS) for Ribo-seq and to each transcript for mRNA-seq, and 

replicate correlations were tested. Read length distribution for Ribo-seq datasets fell within the 

expected range (25–35nt), showing strong periodic signals and an enrichment in annotated CDSs. For 

mRNA-seq, read lengths ranged between 47 and 51 nt and distributed uniformly across transcripts. 

For differential gene expression analysis, anota2seq [258] was used. Changes in Ribo-seq data depict 

changes in the ribosome occupancy of the annotated protein-coding CDS, and thus, only ribosome-

protected fragments that map to the CDS were used in the analysis.  

https://ribomaps.com/
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VST normalized counts outputted using DESeq2 [254] and inputted into anota2seq were used for all 

subsequent downstream analysis. Differences in genes that pass a default false discovery rate (FDR) 

threshold of 15% were considered regulated. Such significant differences are then categorized into 

one of the following three modes: (i) translational: Changes in Ribo-seq that are not explained by 

changes in RNA-seq and imply changes at the protein level are due to changes at the translational 

level; (ii) mRNA abundance: Matching changes in RNA-Seq and Ribo-Seq that infer changes at the 

protein level are predominantly induced by changes at the transcriptional level; (iii) buffering: 

changes in RNA-seq that are not explained by changes in Ribo-seq and suggest maintenance of 

constant protein levels induced by changes at the transcriptional level or vice versa. 

 

Cleavage Under Targets and tagmentation  

0.5 million cells were lifted from plates using accutase, fixed with 0.3% PFA/PBS for 2min at RT and 

then quenched with 0.125M ice cold glycine for 5min at RT. Samples were then processed according 

to manufacturer’s instructions (Active Motif). Samples were paired-end sequenced to obtain more 

than 107 reads. Reads were processed according to the standard CUT&Tag pipeline 

(https://yezhengstat.github.io/CUTTag_tutorial/). Briefly, paired-end reads were trimmed for 

adapter removal and mapped to human (hg38) and E. coli reference genomes (ASM584v2) using 

Bowtie 2 [259]. E. coli mapped reads were then quantified and used for calibrating human-mapped 

reads. Peak calling was performed using a multi-FDR-tryout method (FDR <0.01 to <0.1). For CTCF 

and SMC1, an FDR <0.01 was selected and only peaks with a canonical CTCF motif were considered 

[260]. Motif search was conducted by utilizing Fimo 5.4.1 of the MEME suite (https://meme-

suite.org/meme/doc/fimo.html) against a random markov background model which was created by 

running the fasta-get-markov command of the aforementioned suite, on random sequences that 

corresponded to the length and the chromosome of the query CTCF peaks, for each sample.Heat-

maps were generated using deepTools [261].  

 

 

 

https://meme-suite.org/meme/doc/fimo.html
https://meme-suite.org/meme/doc/fimo.html
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Micro-C and data analysis 

Micro-C was performed using the Micro-C v1.0 kit in collaboration with Dovetail Genomics as per 

manufacturer’s instructions. Micro-C libraries (at least 3 per each biological replicate) that passed QC 

criteria were pooled and paired-end sequenced on a NovaSeq6000 platform (Illumina) to >600 million 

read pairs per replicate. Micro-C contact matrices were produced using Dovetail Genomics pipeline 

(https://micro-c.readthedocs.io/en/latest/fastq_to_bam.html). In brief, read pairs were mapped to 

human reference genome hg38 using BWA, after which low mapping quality (<40) reads and PCR 

duplicates were filtered out using the MarkDuplicates function in Picard tools (v2.20.7), and read 

coverage tracks (BigWig) were generated and normalized with the RPCG parameter using the 

bamCoverage function of deepTools2 v3.5.1; [261]. Subcompartment analysis was performed by 

CALDER (Liu et al., 2021b) at 50 kbp-resolution Micro-C data. Compartment switched bins were found 

by comparing the corresponding resulting CALDER compartments considering the same coordinates 

across the different samples. The compartment boundaries for each sample corresponded to the 1bp 

of adjacent bins on which compartment changed from A to B or from B to A. The interaction decay 

plot was created by using cooltools 0.5.1 and is based on interactions at the chromosomal arms 

across the two samples indicating the contact probability as a function of separation (described here: 

https://cooltools.readthedocs.io/en/latest/notebooks/contacts_vs_distance.html). The 

eigenvalues, needed for the saddle plots, were computed with the cooltools call-compartments 

command at 10kb resolution and the expected interactions were computed with cooltools compute-

expected command at the same resolution. The saddle plot was created with cooltools compute-

saddle using 100 digitized bins. The procedure followed is similar to the one described here: 

https://cooltools.readthedocs.io/en/latest/notebooks/compartments_and_saddles.html Finally, we 

used coolpuppy 0.9.5 (https://coolpuppy.readthedocs.io/en/latest/) to generate all the aggregate 

plots.  For loop calling, we used a multi-tool (HiCCUPS, SIP, and mustache) and a multi-resolution (5- 

and 10-kbp) approach as previously described [145,262]. Loop lists coming from each of the three 

different tools and across the two resolutions were merged using the pgltools intersect command  

(Greenwald et al., 2017) with a distance tolerance of 1bp. This procedure results in considering loops 

that were called in adjacent bins across different resolutions or tools as being shared, while unique 

loops are considered those that exhibit a distance corresponding to at least one bin size (5kb or 10kb) 

across the different loop-calling approaches. In cases of shared loops across the two resolutions, the 

5kb resolution coordinates were kept for further analysis.  

https://micro-c.readthedocs.io/en/latest/fastq_to_bam.html
https://cooltools.readthedocs.io/en/latest/notebooks/contacts_vs_distance.html
https://cooltools.readthedocs.io/en/latest/notebooks/compartments_and_saddles.html
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In order to find condition-specific loops we furtherly annotated them with ICM-specific CTCF peaks. 

To detect ICM enriched CTCF peaks, we furtherly filtered peaks based on the control and ICM 

CUT&TAG signal enclosed in regions around the summits of the ICM CTCF peaks. In more detail, we 

extracted the control and ICM depth-normalized CUT&TAG signal of regions 100bp around the 

summits of the ICM peaks by utilizing the multiBigwigSummary command of the Deeptools suite. The 

CTCF peaks that we considered in the downstream analysis were those that exhibited less than the 

mean control CUT&TAG signal with higher or equal to 1 fold difference compared to the 

corresponding ICM signal. 2628 ICM CTCF peaks fulfilled these criteria and were furtherly used to 

annotate both control and ICM loops. All intersections were performed using pgltools intersect1D 

without any distance tolerance for CTCF anchors. We considered loops as CTCF associated when at 

least one of the two anchors overlapped with a CTCF peak of the subset described above. The rest of 

the loops were annotated as non-CTCF. We furtherly divided the loops into condition-specific and 

shared loops. Condition-specific loops had at least one unique anchor. This analysis was done, as 

described before, by utilizing the pgltools intersect command with 1bp tolerance distance for both 

the shared and the unique loops.  

 

scRNA-seq 

In brief proliferating, ICM-treated and senescent IMR90s (8x105 cells/condition) were grown at 80% 

confluency, harvested with trypsin and froze at -80oC. Single cell RNA-seq was performed using the 

10X Genomics kit in collaboration with Active Motif. Libraries that passed QC criteria were paired-

end sequenced to at least 250mil reads per library. The downstream analysis was performed by Active 

Motif. 

 

Statistical tests 

P‐values associated with Student’s t‐tests, Fischer’s exact tests and with the Wilcoxon–Mann–

Whitney tests were calculated using GraphPad (https://graphpad.com/). Unless otherwise stated, P-

values < 0.01 were deemed as statistically significant.  

 

 

 

 

https://graphpad.com/
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Table 1: List of qPCR primers used in this study. 

 

 

 

 

 

 

 

Table 2: List of primers used in HMGB2 ChIP-qPCR experiment. 

Location (hg19) Primer pair 
ID 

Forward Seq 5‘-3‘ Reverse Seq 5‘-3‘ 

chr10: 92671441- 
92671590 

#a ATGCGGGTTTACCATGCAGA GGCCGAGAGCCATAAAGACA 

chr1: 205091401- 
205091550 

#b TCAGACTCCGCAGGAAAGGT AAGTACGCGCCTTGGTGAG 

chr15: 39890983- 
39891451 

#c CATACAATAAAGGTGGTGCCAG TTCAGGAGCTTAATACTGGAGGC 

chr20: 43229526- 
43229628 

#d GACACGCTCAATAGGCTGAGT GGGCTCTTATCCTTTCCCGA 

chr10: 12085032- 
12085261 

#e TGAGTGCCATTCACTTAACAGC GCTGGTAGTGGCTACCTTACG 

chr3: 197676616- 
197677150 

#f TCAGTGCGAAGCCGATTTCC AACATCTTTCGACTCCGCCC 

 

 

 

 

 

 

 

 

 

Primer Name Forward Seq 5‘-3‘ Reverse Seq 5‘-3‘ 
HSC70 TTA TTG GAG CCA GGC CTA CAC GCG ACA TAG CTT GGA GTG GT 

LMNB1 CTG GCC AAG ATG TGA AGG TTA TCC TCT TCT TCA GGT ATG GTT GTT 

HMGB1 TGA GCT CCA TAG AGA CGC G GAT GAC ATT TTG CCT CTC GG 

HMGB2 CCA ATG CTC CTA AAA GGC CAC C CCA ATG GAT AGG CCA GGG TGT T 

HMGA1 GAAAAGGACGGCACTGAGAA CCCCGAGGTCTCTTAGGTGT 

HDAC9 CATGAGAACTTGACACGGCA TGCTCCAGTTTCTGCTCCTT 

CCND2 TGGCCTCCAAACTCAAAGAG CACTTCAACTTCCCCAGCAC 

CDKN1A TGGAGACTCTCAGGGTCGAA GGATTAGGGCTTCCTCTTGG 

SMC1 GGGGAGAAGACAGTGGCAG TTGGTGTTATCCAAGGCAGC 

CTCF CAG AGG TTA ATG CAG AGA AAG TG AAT GCC ATG CCA CAG AGATG 

RBL1 GTATTCCAAGAGAAGTTGTGGCA GGTCCACTGGAACAGTCAGG 
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Supplements 

 

 

 

Figure 2.1.S1. ICM treatment evicts HMGB1 and HMGB2 from the nucleus.  

A. Representative widefield images of proliferating, DMSO, 5uM and 10uM ICM-treated IMR90a immunostained 

for CTCF/HMGB1. DNA is stained with DAPI. Bar: 6um   

B. Same as in A, but for p21/HMGB2 
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Figure 2.1.S2. ICM treatment mimics RS mRNA changes.  

A. GO term/pathway analysis of downregulated genes upon ICM treatment. 

B. Same as in A, but for upregulated.  
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Figure 2.1.S3. 3 days of ICM treatment alters nascent RNA expression.  

A. GO term/pathway analysis of downregulated genes upon ICM treatment. 

B. Same as in A, but for upregulated.  

C. GO term/pathway analysis of transcription factors controlling down- and/or up-regulated genes upon ICM 

treatment. 
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Figure 2.1.S4. 6 days of ICM treatment shares great similarities with 3 days.  

A. GO term/pathway analysis of downregulated genes upon ICM treatment. 

B. Same as in A, but for upregulated.  

C. GO term/pathway analysis of transcription factors controlling down- and/or up-regulated genes upon ICM 

treatment. 

D. Correlation plot showing the similarity (log2FC) between 3 and 6 days of ICM treatment at the level of nascent 

RNA. N is the number of the correlated genes and R2 the coefficient value. 
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Figure 2.1.S5. Whole proteome analysis upon ICM treatment.  

A. GO term/pathway analysis of downregulated genes upon ICM treatment. 

B. Same as in A, but for upregulated.  

C. GO term/pathway analysis of transcription factors controlling down- and/or up-regulated genes upon ICM 

treatment. 

 

 

 



[65] 
 

Chapter II – Repurposing components of the splicing and cell cycle 

machinery to cluster CTCF in senescence 

 

My contribution is reflected in the following experiments as outlined below:  

• Growing and conducting senescent assays and immunostainings to IMR90 cells 

• All the experiments related to siRNA-mediated knockdowns and overexpression 

• CUT&Tag and CUT&RUN experiments for proliferating, ICM-treated and senescent IMR90 cells 

• I generated Micro-C data in collaboration with Dovetail Genomics. Micro-C data analysis was 

performed by A. Stavropoulou and V. Varamogianni-Mamatsi on the basis of input by me and Dr. 

Papantonis 

 

The following figure panels were prepared by myself with the data input from experiments prepared 

and/or analyzed by me or indicated contributor:  

 

• Figure 2.2.1B-D, H. Immunostainings and quantifications in proliferating and ICM-treated IMR90s 

• Figure 2.2.1E. IDR prediction for CTCF 

• Figure 2.2.1G. qPCR to assess knock-down efficiency 

• Figure 2.2.S1. Immunostainings and quantifications in proliferating and ICM-treated IMR90s 

• Figure 2.2.2B. Same as in Figure 2.2.1E, but for BANF1 

• Figure 2.2.2C. Sample preparation and WB analysis 

• Figure 2.2.2D. Same as in Figure 2.2.1G, but for BANF1 

• Figure 2.2.2E. Immunostainings and quantifications in proliferating and ICM-treated IMR90s 

• Figure 2.2.3B. Same as in Figure 2.2.1E, but for SRRM2 

• Figure 2.2.3C,E-G. Immunostainings and quantifications in proliferating and ICM-treated IMR90s 

• Figure 2.2.3D. Same as in Figure 2.2.1G, but for SRRM2 

• Figure 2.2.3H Analysis and quantification of data provided by I. Liebermann 
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• Figure 2.2.S2. Drug treatment, immunostainings and quantifications in proliferating and ICM-

treated IMR90s 

• Figure 2.2.4B. Venn diagram and node for PARP-1, PARP-2, and PARP-3 [263] 

• Figure 2.2.4C. Drug treatment, immunostainings and quantifications in proliferating IMR90s 

• Figure 2.2.5A. CUT&Tag and CUT&RUN experiments and tracks for CTCF and SON in proliferating 

and ICM-treated IMR90s 

• Figure 2.2.5B. Micro-C heatmaps from data provided by Dovetail Genomics and analyzed by V. 

Varamogianni-Mamatsi 

• Figure 2.2.5E. Micro-C heatmaps from data provided by Dovetail Genomics and analyzed by V. 

Varamogianni-Mamatsi 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



[67] 
 

Repurposing components of the splicing and cell cycle machinery to cluster CTCF in 

senescence 

Spiros Palikyras1, Vassiliki Varamogianni-Mamatsi1, Isabel Liebermann1, Konstantinos Sofiadis2, 

Athanasia Stavropoulou3,4, Argyris Papantonis1* 

 

1 Institute of Pathology, University Medical Center Göttingen, 37075 Göttingen, Germany  

2 Oncode Institute, Hubrecht Institute-KNAW and University Medical Center Utrecht, 3584 CT 

Utrecht, the Netherlands 

3 Institute for Bioinnovation, Biomedical Sciences Research Center "Alexander Fleming", Vari, Greece 

4 Institute for Fundamental Biomedical Research, Biomedical Sciences Research Center "Alexander 

Fleming", Vari, Greece. 

*Corresponding author: AP 

 

Abstract 

Replicative cellular senescence is characterized by complex molecular events. Amongst others, 

senescence entry alters gene expression patterns and reorganizes chromatin. Upon loss of HMGB2 

and senescence entry, CTCF dramatically re-organizes its pattern into distinct senescence-induced 

CTCF clusters (SICCs). Here we shed light to the nature of these clusters and we aim to characterize 

the properties that assist in their formation. Using ICM we induced senescence and the emergence 

of SICCs. Out of the targets that were found to be enriched in the ICM fraction of a CTCF CoIP/MS 

experiment BANF1 and SRRM2 (component of nuclear speckles) seem to have prominent role in the 

formation of SICCs. si-madiated knockdown of both led to decreased numbers of cells containing 

CTCF clusters. CTCF CUT&Tag-seq, SON CUT&RUN-seq and Micro-C analysis, revealed genome wide 

changes in terms of CTCF signal upon ICM treatment and alter interactions with the nuclear speckles 

machinery. Lastly, Chrom3D simulations allowed for chromatin visualization and demonstrated the 

spatial proximity between SICCs and nuclear speckles in the context of a senescent nucleus.       

 



[68] 
 

Introduction 

Aging is an obscure biological process involving a myriad of steps. The most prominent hallmark of 

this course of events is replicative cellular senescence; an irreversible cell cycle arrest.[17] Replicative 

senescence (RS) is usually triggered by telomere shortening, due to recurrent cell divisions [25] and 

involves the activation of p53-mediated DNA damage response (DDR).[264] Alongside with growth 

arrest, gene expression changes,[6] heterochromatin and lamin reshuffling [44,107,109,133,135] and 

global chromatin reorganization [87,89,91,92] are occurring, too. Advances in high-throughput 

chromatin capture techniques [265] have assisted in understanding how chromatin is organized in 

3D space, but also how this architecture is influenced upon distinct stimuli, senescence for instance. 

It is now appreciated, that in Mbp scale chromosomes are divided into active euchromatic A and 

inactive heterochromatic B compartments and at the sub-Mbp level into topologically associated 

domains (TADs). Chromatin loops within a given TAD have higher interaction frequency when 

compared with loops in other TADs.[146]    

Senescence is a rather appealing model to study the interplay between chromatin structure and 

function, due to the alterations that genome undergoes upon initiation of this cascade.[86] Long-

range interactions are lost and shorter-range are favored shaping more compacted chromosomes as 

senescence proceeds.[87,266] Central role in genome architecture is attributed to the CCCTC-binding 

factor (CTCF). CTCF is a highly conserved zinc-finger transcription factor and has been extensively 

studied for its extremely pivotal role in genome organization.[150,267–269] It is a general 

architectural protein as it could act as an insulator of heterochromatic spreading,[164] but also its 

binding motif is enriched at loop anchors participating actively in TADs formation.[146,147] Its 

function is not restricted only to proliferating cells, but extends to senescent as well, where its levels 

are slightly reduced. Decreased levels of CTCF lead to upregulation of the senescent regulator 

p16INK4a, due to loss of insulation [125,180] and upregulation of the IGF2 region, due to loss of 

imprinting.[270]  

Recently, it has been shown that CTCF could actively participate in DDR and in the course of time, 

this is what fairly describes senescence on its basis. [271–273] Work from our lab revealed an 

additional prominent player on forging the senescent landscape; the high-mobility group B2 

(HMGB2) protein.[90]  
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HMGB family of proteins are highly abundant nuclear factors and known chromatin binders; they 

unwind, bend or loop DNA thanks to their HMG-box DNA-binding domains.[124,183] Zirkel et al. 

showed that eviction of HMGB2 from the nucleus of proliferating cells suffices to induce the 

replicative senescent cascade and substantial chromatin alterations, due to suppression of genes 

related to conformation maintenance. This consequence might be driven by the fact that HMGB2 

binds, on average, position at TAD boundaries and within TADs, thus its absence generates 

transcriptional changes. Remarkably, the loss of HMGB2 from the nucleus was shown to dramatically 

reorganize the pattern of CTCF into senescence-induced CTCF clusters (SICCs).    

Similar to SICCs, there are plenty of other membraneless organelles inside the eukaryotic 

nucleus.[184] The most distinguished of all is the nucleolus which actively participates in the 

metabolic homeostasis of the cell, both in proliferating state and in senescence.[185,197,274] The 

nuclear speckles (NS), a significantly smaller in size structure (20-50nm), have recently gained some 

interest for their role in stress response.[230,275–277] The current understanding about NS is that 

they function as a repository for pre-mRNA splicing factors and they are involved in plenty cellular 

processes; from transcription to mRNA nuclear export.[278] Still though their role remains elusive. 

Here we present evidence of an interplay between the NS and SICCs in forming the senescent 

genome. CTCF clusters are capable of immunoprecipitating the speckles machinery in senescence 

and microscopical proofs validate their spatial proximity. Disruption of the NS abolishes by large the 

presence of SICCs, but not vice versa indicative for their characteristic nature. In addition, genome-

wide studies and in-silico models pinpoint to a senescent-genome re-conformation around nuclear 

speckles assisted by CTCF clusters.    
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Results 

Chemically-induced senescence uncovers SICCs state transition 

We had previously demonstrated that upon loss of HMGB2 and senescence entry, CTCF dramatically 

reorganizes its pattern into SICCs (Figure 2.2.1A) [90]. In addition, we had antecedently characterized 

the use of Inflachromene (ICM) as a potent and robust factor to induce a replicative-like senescent 

phenotype (Palikyras et al. in preparation). Its action consists, among others, of HMGB1/2 nuclear 

eviction, thus propagating the senescent cascade [84,90] (Palikyras et al. in preperation). Therefore, 

we first examined if the nuclear loss of HMGBs1/2 through ICM treatment could induce the formation 

of SICCs. For that purpose, human lung fibroblasts (IMR90) were treated with 10uM of ICM for 3 and 

6 days; untreated cells served as controls (from now on this is the main concentration used for ICM 

treatment, unless otherwise stated). Following immunostaining, we were able to observe the 

complete loss of HMGB1/2 from the nucleus already after 3 days, but also after 6 days, of treatment 

and the simultaneous emergence of CTCF clusters in both cases (Figure 2.2.1A-B). In line with former 

observations [90], ICM-mediated loss of HMGB2 from the nucleus had as a result decreased levels of 

nascent RNA transcription, which became apparent after applying 5-EU to ICM treated cells (Figure 

2.2.1C). 

The appearance of these clusters, a reminiscent of liquid droplets, made us to hypothesize that 

they might be held together via phase separation. Phase separation has been proposed to organize 

complex biological processes through accumulation of factors and creation of membraneless 

organelles (MLOs) in a concentration-dependent manner [279–281]. To address this hypothesis we 

took advantage of 1,6-hexanediol (1,6-HD), an aliphatic compound which is widely used to disrupt 

such formations and it is suggested to act via interaction with the intrinsically disordered regions 

(IDRs) of the proteins which participate in phase separated droplets [282]. To that extend, 3 and 6 

days ICM-treated IMR90s were added 6% of 1,6-HD for 1min, before fixing the cells. Interestingly, 

1,6-HD was able to completely disrupt SICCs formed after 3 days of ICM treatment (pvalue <0.01), 

but not the ones formed after 6 days (Figure 2.2.1D), hinting to the direction that prolonged ICM 

treatment might lead cells to what is known as ‘deep senescence’ [283] and modulating the nature 

of CTCF clusters.  
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Additionally, using the IUPred2A tool [284,285] it was predicted that parts of the N- and C- termini 

of CTCF could be disordered (Figure 2.2.1E, IDR score >0.5), thus holding some potentials to be phase 

separated. 

 

SICCs co-immunoprecipitate with a wide range of factors 

Trying to elucidate the nature of SICCs, we wanted to identify any possible interaction partners that 

would hint towards a functional direction, as well. To do so, we used two sets of IMR90s, untreated 

and 6 days ICM-treated, and we performed a co-immunoprecipitation coupled with mass 

spectrometry assay (Co-IP/MS). After comparative analysis of these results, we ended up with a list 

of a dozen of proteins that were enriched in the ICM fraction and covered the given criteria (Table 

1).  Proteins with a wide spectrum of biological processes were identified, such as the sequestosome 

protein 1 (SQSTM1, or p62), ataxin-2 (ATXN2) and the fragile X mental retardation protein 1 (FMR1) 

(Figure 2.2.1F), to mention only a few. Having our candidate interaction partners, we began to 

examine any potential contribution of any of these in the formation and maintenance of SICCs by 

siRNA-mediated knock-down. In Figure 2.2.1G, ATAXN2, FMR1 and SQSTM1 RT-qPCR results are 

shown after 48h of knock-down depicting the successful silencing of the respective genes, both in 

control and ICM-treated IMR90s. Despite showing a very high silencing efficiency (more than 75%, 

Figure 2.2.1G) at the RNA level, when fraction of these cells was stained for CTCF and either p62, 

ATAXN2 or FMR1 the impact in the integrity of the clusters was minimal (Figure 2.2.1H and Figure 

2.2.S1).  
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Figure 2.2.1. ICM treatment induces SICCs formation and modulates their state.  

A. Super-resolution images of ICM-treated IMR90 immunostained for CTCF/HMGB2. Insets: magnified clusters. 

B. Representative immunofluorescence images of IMR90 showing reduced levels of HMGB1 upon ICM treatment 

for 3 or 6 days and CTCF reorganizing its pattern into SICCs (second and third panel). Bar plots (on the right) 

quantify the number of cells bearing SICCs per condition (bottom; N is the number of cells analyzed per each 

condition/cell type). Bar: 5um. P<0.001; Wilcoxon–Mann–Whitney test.  

C. 5-EU RNA labeling in proliferating, ICM-treated and senescent IMR90. Cells are immunostained for CTCF and 

DAPI staining has been used for the DNA. Violin plot on the right depicts the differences in the intensity of EU 

incorporation in different condition (bottom; N is the number of cells analyzed per each condition/cell type). 

Bar: 5um 
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D. Representative immunofluorescence images of 3 or 6 days ICM-treated IMR90 showing the impact of 1,6-HD 

treatment, respectively. Bar plots (on the right) quantify the number of cells bearing SICCs per condition 

(bottom; N is the number of cells analyzed per each condition/cell type). Bar: 5um.                     P<0.001; Wilcoxon–

Mann–Whitney test. 

E. IUPred2A tool returns IDR predictions for CTCF protein. Fragments of the proteins with IDR score >0.5 are 

predicted to bear disordered tertiary structures. 

F. Volcano plot showing mass‐spec data for proteins co‐immunoprecipitating with CTCF and are enriched upon 

ICM treatment (log2FC>0.6). 

G. Representative real time qPCR demonstrating the efficiency of siRNA-mediated knockdown against ATXN2, 

FMR1 or SQSTM1 in proliferating and ICM-treated cells. Error bars represent standard deviation values.  

H. Typical widefield images (on the left) of of ICM-treated IMR90 after scr and SQSTM1 knockdown immunostained 

for p62/CTCF. Bar plots (on the right) quantify the number of cells bearing SICCs per condition (bottom; N is the 

number of cells analyzed per each condition/cell type). Bar: 10um. 

 

 

BANF1 supports the formation of SICCs 

Among the diverse factors that were augmented in the ICM fraction of CTCF Co-IP/MS was barrier-

to-autointegration factor 1 (BANF1) (Figure 2.2.2A). BANF1 has been described to bridge anaphase 

chromosomes together during mitosis, thus preventing nuclear fragmentation [286]. In addition, it 

has been shown to actively participate in age-related diseases, as a complex of BANF1 with its two 

major interactors, Lamin A/C and Emerin (EMD), was reported to be disrupted in autosomal 

progeroid syndromes [287]. An interesting feature of this protein is that it is executing its purpose 

without direct interactions with chromatin, but rather by forming a dense network of factors 

wrapped around chromosomes, thus acting as a ‘molecular glue’. Based on that, we wanted to 

examine if BANF1 has any propensity to carry any disordered domains. IDR prediction with IUPred2A 

showed us overall it is a structured protein with significantly low probability to bear any disordered 

regions (IDR score <0.5) (Figure 2.2.2B). 

BANF1 can be found both in the cytoplasmic and chromatin-bound fraction in proliferating cells. 

Therefore, we asked if ICM treatment could possibly have any effect on its localization, but also on 

its relevant amount, since cells undergoing senescence present reduced levels of cell division. To 

answer this, we did a fractionation WB in control and ICM-treated cells (Figure 2.2.2C). CTCF was 

used as a control for the chromatin fraction and actin as a loading control. Not so unexpected, we 

observed reduced protein levels of BANF1 upon ICM treatment.  
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Interestingly, however, the remaining protein was found predominantly in the chromatin fraction 

indicating that BANF1 might be still needed in the senescent environment. 

Next, we asked if BANF1 could assist in the formation and/or maintenance of SICCs. IMR90s were 

treated with ICM to induce SICCs formation and later expression of BANF1 was silenced using siRNA 

knock down. Upon successful reduction of BANF1 RNA levels (Figure 2.2.2D) a fraction of these cells 

were stained for CTCF and BANF1. Surprisingly, consequent to BANF1 loss, SICCs were significantly 

disrupted (Figure 2E, IF panel), as well as the number of cells carrying CTCF clusters (Figure 2.2.2E, 

bar plot) indicating that there is a connection between the two. 

 

 

 

Figure 2.2.2. BANF1 support SICCs’ formation. 

A. Volcano plot showing BANF1 enrichment in the ICM-treated fraction of mass‐spec data for proteins co‐

immunoprecipitating with CTCF upon ICM treatment. 
B. IUPred2A tool returns IDR predictions for CTCF and BANF1 proteins. Fragments of the proteins with IDR score 

>0.5 are predicted to bear disordered tertiary structures. 
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C. Fractionation blots showing CTCF and BANF1 in proliferating versus ICM-treated IMR90; actin provides a loading 

control. 

D. Representative real time qPCR demonstrating the efficiency of siRNA-mediated knockdown against BANF1 in 

proliferating and ICM-treated cells. Error bars represent standard deviation values.  

E. Typical widefield images (on the left) of of ICM-treated IMR90 after scr and BANF1 knockdown immunostained 

for CTCF/BANF1. Bar plots quantify the number of cells bearing SICCs per condition (bottom; N is the number of 

cells analyzed per each condition/cell type). P<0.01; Wilcoxon–Mann–Whitney test. 

 

 

SICCs co-immunoprecipitate the nuclear speckles machinery 

Serin/Arginine Repetitive Matrix 2 protein (SRRM2), component of nuclear speckles (NS), was also 

found to be enriched in the ‘senescent’ fraction of the CTCF Co-IP/MS (Figure 2.2.3A, pvalue = 0.002). 

Nuclear speckles are MLOs in the inter-chromosomal space of the nucleus and they participate mainly 

in a variety of RNA-related procedures [278]. SRRM2, together with the Ser/Arg rich protein SC-35 

and the splicing co-factor SON are core components of  the NS [213]. IDR prediction with IUPred2A 

returns a high probability for SRRM2 bearing disordered domains (IDR score >0.7) (Figure 2.2.3B), in 

line with what is already known (https://www.uniprot.org/uniprotkb/Q9UQ35/entry). SRRM2 

proved to be a prime candidate in our effort to understand how SICCs are formed for two main 

reasons; i) co-staining of CTCF and SC-35 after treating cells with ICM for 6 days revealed that the 

two structures are co-localized in the senescent nucleus (Figure 3C) and ii) knocking-down SRRM2 

from ICM-treated IMR90s for 6 days was sufficient to completely abolish CTCF clusters (Figure 2.2.3D-

E, pvalue <0.01). In addition to this, modulating the shape of the speckles, as it was previously 

described [219], with either 3uM tautomycin or 10uM cantharidin, two potent serine/threonine 

phosphatase inhibitors [288,289], caused the reduction of cells containing CTCF clusters by 40% and 

34%, respectively (Figure 2.2.S2A-B). 

Next, we asked the question if the SICCs are, for some reason, part of the NS machinery or if they 

consist of two separate entities. Nuclear speckles have been characterized as phase separated 

entities inside the nucleus [290–292] and, as such, are prone to 1,6-HD’s action [293]. To this extend, 

IMR90 were treated with ICM for 3 days to induce senescence and SICCs and afterwards a fraction of 

them were treated with 6% 1,6-HD for 1min. Untreated cells were used as control. Interestingly, upon 

1,6-HD treatment we observed a significant disruption of CTCF clusters in the majority of cells (>60% 

decrease, pvalue <0.01) without any obvious alterations in the integrity of speckles (Figure 2.2.3F). 

https://www.uniprot.org/uniprotkb/Q9UQ35/entry


[76] 
 

In addition, STED imaging of CTCF clusters and nuclear speckles reveal their close proximity, but not 

their overlap (Figure 2.2.3G). 

Finally, to further investigate the link between SRRM2 and the presence or absence of CTCF 

clusters, we generated a doxycycline-inducible IMR90 line carrying the RNA-binding domain of 

SRRM2 coupled to a Venus tag (SRRM2_RBD-Venus), with the assistance of a piggybac-based vector. 

Overexpression was induced to cells carrying the piggybac vector using doxycycline (dox) for 6h 

(Figure 2.2.3H). Intriguingly, we noticed that overexpression of the RBD was sufficient to localize this 

truncate form of SRRM2 in the nuclear speckles, as the Venus signal co-localized with the SC-35 one. 

On top of that, in the same cells we observed that CTCF clusters started to appear, thus indicating 

that this domain is ample for SICCs formation. 

 

CTCF PARylation levels might drive SICCs formation 

Poly(ADP-ribosylation), or PARylation, is lately acknowledged as an important process in the overall 

organization of cellular architecture [294]. The post-translational modification (PTM) of covalently 

attaching ADP-ribose(s) to proteins using PAR polymerase (PARP) enzymes has been shown to assist 

in multiple biological procedures, such as DNA repair responses [295], stress granules maintenance 

[296] and liquid-droplets formation [297–299].  In the context of senescence, RNA-seq data from our 

lab and others [240] have shown an overall downregulation in the majority of PARP enzymes and 

ICM-induced senescence seems to follow a similar pattern as well (Figure 2.2.4A).  

It has already been described [300] that CTCF could be found in three different PARylation states, 

thus migrating differently on a western blot assay: at 180kDa the highly-PARylated form and at 

130kDa the hypo- and non-PARylated one. In our effort to elucidate the nature of SICCS, we observed 

that upon ICM treatment, CTCF changes its PARylation status and there was a gain for the hypo- and 

non-PARylated CTCF form (Figure 2.2.2C). This finding became more intriguing when we compared 

publicly available mass spectrometry data from HeLa cells for the three main representatives of the 

PARP-enzymes family; PARP1, PARP2 and PARP3 [263]. There, we saw that CTCF and SRRM2 were 

common targets for all three PARPs (Figure 2.2.4B, Venn diagram), while BANF1 for PARP1 and 

PARP3. Conforming to what was mentioned above, the 851 common targets for all three enzymes 

have prominent roles in key cellular processes like cell cycle, RNA metabolism and chromatin 

organization (Figure 2.2.4B, right node). 
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In addition, treatment with 2uM of the PARP1/2 inhibitor Olaparib for 24h in proliferating IMR90 

was sufficient to cause the formation of CTCF clusters (Figure 2.2.4C). Taken together, the above 

observations seem to favor a hypothesis where PARylation status of CTCF might be crucial for the 

shaping of these entities. 
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Figure 2.2.3. SICCs interaction with nuclear speckles modulates their integrity.  

A. Volcano plot showing SRRM2 enrichment in the ICM-treated fraction of mass‐spec data for proteins co‐

immunoprecipitating with CTCF upon ICM treatment. 

B. IUPred2A tool returns IDR predictions for CTCF and SRRM2 proteins. Fragments of the proteins with IDR score 

>0.5 are predicted to bear disordered tertiary structures. 

C. Typical image of ICM-treated IMR90 immunostained for CTCF/SC-35. Fluorescence levels were used to produce 

lineplot depicted the overlap between the two proteins. Bar: 15um 

D. Representative real time qPCR demonstrating the efficiency of siRNA-mediated knockdown against SRRM2 in 

proliferating and ICM-treated cells. Error bars represent standard deviation values.  

E. Typical widefield images (on the left) of of ICM-treated IMR90 after scr and SRRM2 knockdown immunostained 

for CTCF/SC-35. Bar plots (on the right) quantify the number of cells bearing SICCs per condition (bottom; N is 

the number of cells analyzed per each condition/cell type). P<0.01; Wilcoxon–Mann–Whitney test. 

F. Representative immunofluorescence images of control, ICM-treated and ICM-treated plus 1,6-HD IMR90 

immunostained for CTCF/SC-35 (on the left). Bar plots quantify the number of cells bearing SICCs and/or nuclear 

speckles per condition (bottom; N is the number of cells analyzed per each condition/cell type). P<0.01; 

Wilcoxon–Mann–Whitney test. 

G. Super-resolution images of ICM-treated IMR90 immunostained for CTCF/SC-35. Insets: magnified clusters. 

H. Right: linear representation of SRRM2 domains. Left: typical images of Dox-induced IMR90s expressing either an 

empty vector or Venus-SRRM2-RBD and immunostained for CTCF/SC-35. Insets: magnified clusters. Bar: 5um 
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Figure 2.2.4. Inhibition of PARP1/2 leads to the formation of CTCF clusters. 

A. Heat-map showing differences in the expression levels of PARP enzymes in senescence and upon ICM-treatment. 

As a comparison, publicly available senescent RNA-seq data have been used [240]. The last column depict the 

average differences between our and publicly available data. 

B. Venn diagram showing the overlap of mass spectrometry results from experiments using the NAD+ analog-

sensitive approach for PARP-1, PARP-2, and PARP-3 [263]. Highlighted in the interaction node on the right are 

the most prominent GO term/pathways.   

C. Typical widefield images (on the left) of proliferating IMR90 with or without 2uM olabarib treatment for 24h, 

immunostained for CTCF/SC-35. Bar plots (on the right) quantify the number of cells bearing SICCs per condition 

(bottom; N is the number of cells analyzed per each condition/cell type). P<0.01; Wilcoxon–Mann–Whitney test. 

 

ICM treatment alters CTCF signal and NS chromatin association 

Having, so far, microscopic evidences of an interplay between SICCs and NS, we asked if we could 

reflect these into changes in the chromatin landscape. Using CUT&Tag-seq [301] we identified 5321 

peaks for CTCF in proliferating IMR90s and 6681 peaks in ICM-treated. Out of these, 1569 peaks were 

unique for the ICM, but overall we observed an increase in CTCF signal even among shared peaks, 

pointing to a possible accumulation of CTCF in the corresponding loci (Figure 2.2.5A, CTCF tracks). To 

identify chromatin regions interacting with nuclear speckles we used SON CUT&RUN-seq [302] and 

we were able to call 1785 SON domains in proliferating cells and 1463 domains in ICM-treated. 

Interestingly, 922 chromatin loci were found to be in close proximity with NS upon ICM treatment, 

whereas in proliferating IMR90 these interactions were completely absent, hinting towards a switch 

in chromatin association with NS upon ICM treatment (Figure 2.2.5A, SON tracks).  

Next, and in order to get a genome-wide view of possible changes upon ICM treatment that could 

‘recapitulate’ CTCF clustering, we took advantage of Micro-C [145] (see methods for details). 

Comparing the heat-maps between proliferating and ICM-treated IMR90s two features were 

immediately emerging: first, on average, there was a preference for stronger longer-range 

interactions upon ICM treatment, and, second, there was stronger insulation between higher-order 

domains in ICM induced senescence, in agreement with what we had observed in replicative 

senescence (Figure 2.2.5B) [90] (Palikyras et al. in preparation). Additionally, interaction decay plots 

uncovered extensive alterations in both longer- and shorter-interactions upon ICM treatment 

(Palikyras et al. in preparation). In contrast, when looking into A/B compartments, we observed no 

differences between conditions (Figure 2.2.S3). Taken together, the Micro-C allowed us to identify 

genome-wide changes upon ICM treatment with a tendency in sub-Mbps scale. 
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Chrom3D folds the genome around SICCs and NS in an unbiased manner 

In an effort to visualize the aforementioned changes in relationship with the emergence of SICCs 

upon ICM treatment, we exploited the abilities of Chrom3D tool [303]. Using this tool we were able 

to simulate the spatial position of chromosomes relative to each other and to nuclear periphery 

taking as input TAD-TAD interaction data from our Micro-C matrices (see methods for details). Next, 

we supplemented the model with information about the relative position of CTCF and SON in 

proliferating and ICM-induced IMR90, from the respective CUT&Tag and CUT&RUN experiments. The 

output of this simulation could be seen in Figure 2.2.5C, where it could be appreciated that the 

nucleus could be divided into three interaction categories: i) genomic regions (in grey) where CTCF 

and SON do not interact, ii) genomic regions (non-TADs, in red) with CTCF and SON interactions and 

iii) TADs (in pink) with CTCF and SON interactions. When the distances of red and pink beads were 

calculated, it was shown that in ICM-treated IMR90s they tended to be in closer spatial proximity 

than in proliferating cells (Figure 2.2.5D, left side, pvalue<0.01). Trying to eliminate any possible bias 

from our model we went on and ‘swapped’ the data as follow: we took the information from ICM-

treated cells of CTCF CUT&Tag and SON CUT&RUN experiments and applied these coordinates to a 

‘proliferating’ nucleus (proliferate Micro-C matrix) and vice versa. The results showed that the 

distribution of the CTCF/SON beads was random in these ‘swapped’ conditions, thus reinforcing our 

trust to Chrom3D’s output (Figure 2.2.5D, right side, pvalue<0.01). 

Lastly, we asked whether genomic regions with specific characteristics might be the ones which 

come in close proximity and assist in the formation of SICCs. To that end, we simulated all individual 

chromosomes in the two different conditions (proliferating and ICM-treated) and we superimposed 

them with the corresponding Micro-C matrix (in Figure 2.2.5E chr10 is shown as an example). 

Surprisingly, we observed that the interaction between CTCF and SON and the following formation 

of SICCs is largely random and it did not seem to follow a certain pattern, where for example junks 

of chromatin from neighbouring TADs would preferentially be engaged in giving rise to such 

structures. However, SICCs showed a preference for regions that are predominantly in A 

compartments and there was a slight preference for promoter-bound CTCF to be represented there, 

at the expense of loop-anchored CTCF (Figure 2.2.S3). 
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Figure 2.2.5. Chrom3D simulation visualizes SICCs and NS interactions. 

A. CTCF CUT&Tag-seq and SON CUT&RUN-seq from proliferating and ICM-treated IMR90 along a chr10 locus. 

Proliferating tracks are depicted in grey and ICM tracks in dark green. 

B. 10kbp resolution Micro-C maps along a chr6 and chr13 locus from proliferating (upper triangles) and ICM-treated 

(lower triangles) IMR90. Black arrows are pointing o differences between the two conditions 

C. Chrom3D representation of the whole genome in proliferating and ICM-treated cells (top bubbles), as well as an 

overview of SON/CTCF interaction regions (enlarged bubbles). Each sphere represents one TAD. TADs with 

SON/CTCF interactions are depicted in salmon pink, other genomic regions with SON/CTCF interactions in red 

and in grey genomic regions without SON/CTCF interactions are shown. Bar plot on the right depicts the 

percentage of each of the three different distributions. 

D. Middle-left part: Chrom3D representation of the relative distribution between SON and CTCF along chr10 in 

proliferating (up) and ICM-treated (bottom) IMR90. Violin plot on the left depicts the distances calculated 

between SON/CTCF beads. P<0.01; Wilcoxon–Mann–Whitney test. Middle-right part: Chrom3D representation 

of the relative distribution between SON and CTCF along chr10 in swapped conditions (ICM CTCF peaks in 

proliferating cells; up and Control CTCF peaks in ICM-treated cells; bottom). Swapped genomic regions are 

depicted in purple. Violin plots on the left depict the distances calculated between different SON/CTCF beads. 

P<0.01; Wilcoxon–Mann–Whitney test. 

E. Left part: 10kbp resolution Micro-C maps along chr10 in proliferating versus ICM-treated IMR90. The small black 

triangles represent chromatin loci that are coming together on ICM to form a ‘cluster’. Middle part: Chrom3D 

simulation of chr10 depicts these exact loci. Right part: Violin plot represents the distances calculated between 

different SON/CTCF beads. P<0.01; Wilcoxon–Mann–Whitney test. 
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Discussion 

There are many cellular hallmarks in existence to characterize the senescent state of a cell [17]. Many 

of them are describing the extended changes occurring at the level of higher-order chromatin and 

how this polymer is altering its architecture to adapt to the new environment [86,88,89]. Work from 

our lab had successfully managed to characterize HMGB2 as a key regulator for senescence entry and 

the subsequent chromatin re-organization [90]. Among other observations we had noticed the 

dramatic re-localization of CTCF into very distinct clusters, the SICCs.  

In our effort to characterize and elucidate the role of these membraneless clusters we have 

uncovered their tight relationship with another entity, this of nuclear speckles (NS). We 

demonstrated that disruption of NS assists in the abolishment of SICCs to varying degrees. It is worth 

to mention that this is not the first time that CTCF was shown to interact with NS. A recent study 

showed that upon stress, unbound CTCF protein forms complexes that are localized in NS, without 

obvious changes at the chromatin-bound fraction [275]. However, in our case we have evidences to 

believe that SICCs are bound to chromatin and in close proximity with NS. By applying a harsher 

treatment prior to immunostaining, that leaves intact only the strongly chromatin-bound proteins 

and significantly reduces the noise, we were able to still detect perfectly formed SICCs (data not 

shown). At the same time STED imaging and 1,6-HD treatment pointing towards the stand-alone 

nature of these two entities. However, the reason why these two structures are in such close 

proximity is still puzzling. It has been demonstrated that genomic loci proximal to NS have a 

transcriptional advantage, under certain stress conditions, as they are capable of enhanced gene 

expression [228,304,305]. Moreover, it was described that p53 drives NS association of a group of its 

targets, thus boosting their RNA expression [230]. Hence, it is tempting to hypothesize that 

something similar might occur in our system, as well. In an environment where the majority of 

metabolic processes are lowered, the decreased level of transcripts produced should have access to 

the splicing and nuclear exportation machinery with the least consumption of energy. Therefore, if 

there is active transcription taking place inside or in the periphery of SICCs (which remains to be 

investigated) it might be beneficial to neighbour with the main nuclear provider of such factors. 
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Another open question that stems from our observations is whether RNAs are actively 

participating in the formation and maintenance of SICCs. Following the notion that SICCs might be 

held together via phase separation-like forces, it is not unreasonable to assume this. In fact, it was 

recently shown that the DNA-binding domain (DBD) of CTCF has the ability to phase separate [306], 

and it was proposed that via these interactions CTCF could, at least in part, fulfil its insulation 

properties as it would offer endogenous CTCF the possibility to form clusters at chromatin loci with 

low abundance of transcription activators. In our case, SICCs where found to be sensitive to 1,6-HD 

treatment early after their emergence, a feature that was progressively lost following continuous 

ICM treatment. This indicates a potential transition of SICCs from a more liquid to a more solid state. 

Additionally, overexpression of the RNA-binding domain of SRRM2 proved sufficient in promoting 

CTCF clustering, while preliminary CTCF eCLIP data revealed significant enrichment in RNA being 

pulled down upon ICM treatment compared to the control state. All the above serve as substantial 

evidence in support of the concept of phase separation acting in the formation and maintenance of 

SICCs. And as phase separation may be pharmacologically targeted, once could envisage 

interventions that prevent or slow down SICC formation, and perhaps even senescence entry, in the 

near future. 
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Methods 

Cell Culture 

Primary lung fibroblasts (IMR90) isolates (I79 and I83, passage 5; Coriell Biorepository) were 

continuously passaged in MEM (M4655, Sigma-Aldrich) supplemented with 1x non-essential amino 

acids and 10% FBS under 5% CO2. Senescence was induced after treating the cells for 3 or 6 days with 

10μM Inflachromene (Cayman Chemicals). Wherever is indicated 6% 1,6-hexanediol was used for 

1min. 

 

Co-immunoprecipitation coupled to mass spectrometry 

Approximately 6 × 106 proliferating and an equal number of ICM-treated IMR90s were gently scraped 

and pelleted for 5min at 700 g and then resuspended in 500μl of ice-cold lysis buffer (20mM Tris–HCl 

pH 8.0, 1% NP-40, 150mM NaCl, 2mM EDTA pH 8.0) supplemented with 1× protease inhibitor cocktail 

(Roche). This mixture was then incubated for 30min on ice, followed by three cycles of sonication 

(30sec on, 30sec off, low input) and RNase A treatment, before centrifugation for 15min at 

> 20,000g to pellet cell debris and collect the supernatant. While lysates were precleared, 30μl 

protein-G magnetic beads (Active Motif) and 10μg of CTCF antibody (Active motif, 61311) were 

incubated for 2h at 4°C under rotation. Subsequently, the beads were captured on a magnetic rack 

(Active Motif) and added to the lysates for incubation at 4°C overnight under rotation. The following 

day, the beads were captured, washed four times with 900μl ice-cold wash buffer I (50mM Tris, 0,05% 

NP-40, and 50mM NaCl), two times with 500μl of wash buffer II (150mM NaCl, 50Mm Tris), 

recaptured, supernatant discarded, and purified proteins were predigested in 50μl elution buffer (2M 

urea, 50mM Tris pH 7.5, 1mM DTT, 50ng trypsin) for 30min at room temperature with gentle 

agitation. Following addition of 50μl digestion buffer (2M Urea dissolved in 50mM Tris pH 7.5 and 

5mM chloroacetamide) and incubation for 30min, another 50μl of elution buffer supplemented with 

50ng of LysC and 100ng of trypsin were added to each tube. Proteins were digested overnight at 

room temperature, the digestion was stopped by adding 1μl trifluoroacetic acid, and peptides of each 

experiment were split in half, purified on two C18 stage tips, and all three replicates were analyzed 

by the CECAD proteomic core facility as above (Table 1) 
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Immunofluorescence & image quantification  

IMR90 cells grown on coverslips were fixed in 4% PFA/PBS for 10min at room temperature. After 

washing once in PBS, cells were permeabilized with 0.5% Triton-X/PBS for 5min at room temperature, 

blocked using 1% BSA for 1h, and incubated with the appropriate primary antibody for 1h at room 

temperature (anti-CTCF: 1:500, 61331, Active Motif; anti-SRRM2: 1:500, PA5=59559, Thermo Fischer; 

anti-SC35: 1:500, NB100-1774, Novus; anti-HMGB1: 1:500, ab190377-1F3, Abcam,). The primary 

antibody was washed with PBS twice for 5min per wash. Cells were incubated with the secondary 

antibody (diluted in 0.5% BSA/PBS) at RT, in the dark for 1h at the indicated dilution: anti-rabbit 

Alexa488 (1:1,000, Abcam ab150077); anti-mouse Cy3 (1:1,000, Abcam ab97035). Cells were then 

washed with PBS twice for 5min per wash. ProLongTM Gold antifade reagent with DAPI (#P36931) 

was added to the cells.For visualizing nascent transcripts, cells were pre-incubated with 2.5mM 5-

ethynyl uridine (EU) for 40min at 37°C in their growth medium, fixed and processed with the Click-iT 

EdU chemistry kit (Thermo Fiscer). Images were acquired on a Leica DMI8 microscope with an HCX 

PL APO 63x/1.40 (Oil) objective using the LASX software. Super-resolution images were acquired on 

an Abberior STEDYCON microscope with a 100x Plan SuperApochromat 1.4 Oil objective.  

Quantification of nuclear fluorescence were performed by drawing a mask based on DAPI staining, 

and then calculating the mean intensity per area falling under this mask. Co-localization was assessed 

using the FIJI plugin, RGB Profiler (https://imagej.nih.gov/ij/plugins/rgb-profiler.html). 

 

RNA isolation & RT-qPCR analysis 

RNA isolation was performed by removing and washing  out the growth medium IMR90s, using 1x 

PBS, then harvesting the cells in Trizol (TRIzol™ Reagent, Invitrogen™, 15596018). Later, the RNA was 

isolated and DNAseI-treated using the Direct-zol™ RNA MiniPrep Kit (ZYMO RESEARCH™, R2052: 

1074069). cDNA was synthesized using the SuperScript™ First-Strand Synthesis System for RT-PCR 

(Invitrogen™, 11904018), according to manufacturer instructions. For the qPCR, the qPCRBIO 

SyGreen Mix (PCR Biosystems, PB20.14-51) was used. The reactions were mixed in the 384 Well 

Skirted PCR Plate (FrameStar, 4ti-0385), and the measurement was performed with the qTOWER3 84 

G real time PCR thermocycler (Analytik Jena GmbH). 2ng of cDNA were used in total for each reaction 

(full list of qPCR primers used on Table 2). 

https://imagej.nih.gov/ij/plugins/rgb-profiler.html
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siRNA-mediated knockdown  

IMR90s were seeded at ~35,000 cells/cm2 the day of transfection. Lipofectamine RNAiMAX 

(Lipofectamine™ RNAiMAX Transfection Reagent, Invitrogen™, 13778075) was used for delivering 

the siRNAs (Table 3) to the cells and the mixture was prepared as instructed by the manufacturer. 

Knockdown efficiency was assessed 48h after transfection using RT-qPCR and immunostaining.   

 

SICC overexpression experiments  

Doxicycline-inducible overexpression IMR90 cells were generated using PiggyBac transposition. The 

SRRM2 RNA binding-domain was amplified and cloned from cDNA. Following validation by Sanger 

sequencing, it was subcloned into the DOX-inducible KA0717 expression vector to generate an 

SRRM2/RBD-Venus fusion. The construct was co-transfected into IMR90 together with transactivator 

and transposase-encoding vectors (KA0637 and SBI Biosciences #PB200PA-1, respectively) at a DNA 

mass ratio of 10:1:3 using the Lipofectamine® LTX DNA Transfection Reagents (InvitrogenTM, 

#56532) as per manufacturer’s instructions. Stable, transgene-positive, proliferating IMR90 were 

selected using 350 μg/ml G418 (Sigma Aldrich). SRRM2/RBD-Venus expression was induced using 

doxycycline for 24h, and IMR90 carrying the empty Venus vector served as a control (for more details 

see Rao et al., 2016).   

 

Chromatin-immunoprecipitation and western blot 

Protocol adapted from [307]. In brief, cells were scraped, washed once with 1X ice/cold PBS and then 

lysed with ice/cold lysis buffer (20mM Tris‐Hcl ph=8, 1% NP‐40, 150mM NaCl, 1X PIC, water) for 20min 

on ice. Then, samples were sonicated (3 cycles, 30sec on, 30sec off), spun down at full speed for 

15min and the supernatant was transferred to new tubes. 20µl were kept as input control. 30µl of 

protein G magnetic beads (IP ChIP‐IT® Protein G Magnetic Beads, Active Motif) were used per sample, 

after washing them 2X with ice/cold lysis buffer and resuspended in 250µl of lysis buffer. Samples 

were placed in a rotor and pre‐cleaned with 50µl of the beads for 2h, at 4oC. Whenever is indicated 

Rnase, Benzonase and/or DNaseI (100µg/ml) treatment was performed at this step. In the rest of the 

beads 5µg of the respective antibody was added and incubated using the same conditions as above.  
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The pre‐cleaned lysates were then transferred to the antibody‐bound beads and they were left to 

rotate overnight at 4oC. The next day, samples were washed once with lysis buffer, 3X with wash buffer 

I (50mM Tris‐Hcl ph=7.5, 0.05% NP‐40, 150mM NaCl, water) and once with wash buffer II (50mM Tris‐

Hcl, 150mM NaCl, water). After the last wash, beads were resuspended in 20µl 1X Laemmli buffer 

and boiled at 95oC for 10min to elute the proteins. The eluted samples were then used for western 

blot analysis. 

 

Cleavage under targets and release using nuclease (CUT&RUN) 

150,000 cells were lifted from plates using trypsin and were then processed according to 

manufacturer’s instructions (Cell Signaling). Samples were paired-end sequenced to obtain more 

than 107 reads. Read pairs were aligned to the human reference genome GRCh38 using Bowtie2 

(v2.3.4.1), PCR duplicates were removed using the MarkDuplicates function in Picard tools (v2.20.7), 

and read coverage tracks (BigWig) were generated and normalized with the RPCG parameter using 

the bamCoverage function of deepTools2, v3.5.1 [261]. For SON, domains were called using epic with 

16kb window sizes and differential peaks were called using epic2-df [308].  

 

Micro-C and data analysis 

Micro-C was performed using the Micro-C v1.0 kit in collaboration with Dovetail Genomics as per 

manufacturer’s instructions. Micro-C libraries (at least 3 per each biological replicate) that passed QC 

criteria were pooled and paired-end sequenced on a NovaSeq6000 platform (Illumina) to >600 million 

read pairs per replicate. Micro-C contact matrices were produced using Dovetail Genomics pipeline 

(https://micro-c.readthedocs.io/en/latest/fastq_to_bam.html). In brief, read pairs were mapped to 

human reference genome hg38 using BWA, after which low mapping quality (<40) reads and PCR 

duplicates were filtered out using the MarkDuplicates function in Picard tools (v2.20.7), and read 

coverage tracks (BigWig) were generated and normalized with the RPCG parameter using the 

bamCoverage function of deepTools2 v3.5.1; [261]. For Lamin and SON, peaks were called using epic 

with 16kb window sizes and differential peaks were called using epic2-df [308]. For others, peaks 

were called using SEACR (1.3) with an FDR cutoff of <0.01 [309].  

 

 

https://micro-c.readthedocs.io/en/latest/fastq_to_bam.html
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Chrom3D 

For simulating 3D chromosome model of IMR90 Micro‐C data, the Chrom3D tool was used [303]. For 

all chromosomes, intra‐TAD interactions were specified according to Micro‐C output. Association with 

LADs was added as described in the Chrom3D manual for the whole genome and then distributed for 

each chromosome (https://github.com/Chrom3D). LADs for proliferating and ICM‐treated IMR90 

cells were inferred from LAD Atlas (https://osf.io/dk8pm/wiki/home/). In the end, a .gtrack file 

(Chrom3D input) for chromosome visualization was produced using Chrom3D scripts 

(https://github.com/Chrom3D/preprocess_scripts). Next, a .BED file specifying the genomic positions 

of the TADs (1 TAD = 1 bead) was created, and any gaps between them were filled as described in the 

Chrom3D manual. Finally, .gtrack files corresponding to each cluster were merged and inputted in 

Chrom3D, using 1,000,000 iterations (‐n), a nuclear radius of 5 (‐r), and a scale total volume of the 

beads relative to the volume of the nucleus set to 0.15 (‐y). For whole genome visualizations that take 

into account interchromosomal interactions, Micro‐C data were analyzed via HiCPro v2.11.4 at 10‐

kbp and 1‐Mbp resolution, before LADs, TADs, and Micro‐C matrices were used for the production of 

a diploid .gtrack file using default parameters; chromosomes Y and M were removed. IDs of beads 

containing CTCF and SON peaks were identified and colored using the 

script processing_scripts/color_beads.py and the blend keyword to maintain coloring. The statistical 

significance of the 3D distances was estimated by applying the Wilcoxon–Mann–Whitney test in R. 

All 3D models were visualized in Chimera‐X v1.3. 

 

Statistical tests 

P‐values associated with Student’s t‐tests, Fischer’s exact tests and with the Wilcoxon–Mann–

Whitney tests were calculated using GraphPad (https://graphpad.com/). Unless otherwise stated, P-

values < 0.01 were deemed as statistically significant.  

 

 

 

 

 

https://github.com/Chrom3D
https://osf.io/dk8pm/wiki/home/
https://github.com/Chrom3D/preprocess_scripts
https://graphpad.com/
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Table 1: ICM CTCF CoIP/MS enriched  targets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: List of qPCR primers used in this study 

 

 

 

 

 

 

 

Protein Name Pvalue Treated 

vs ctrl 

Log2FC 

Sequestosome-1 0 0.9423 

Alpha-2-macroglobulin 0.003 4.6331 

Microtubule-associated protein 1A;MAP1A heavy 

chain;MAP1 light chain LC2 

0.002 0.3083 

BTB/POZ domain-containing protein KCTD3 0.002 -0.4176 

Chloride channel CLIC-like protein 1 0.001 0.5215 

Ataxin-2 0.001 0.1208 

Src substrate cortactin 0.005 0.1212 

Thioredoxin 0.042 0.1580 

Barrier-to-autointegration factor;Barrier-to-

autointegration factor, N-terminally processed 

0.01 -0.7542 

Plectin 0.02 0.7231 

Ubiquitin-like protein ISG15 0.024 -0.4944 

Serine/arginine repetitive matrix protein 2 0.002 0.1666 

Cytoskeleton-associated protein 4 0.003 0.3924 

Myosin light chain 3 0.001 N/A 

Microtubule-associated protein 1B;MAP1B heavy 

chain;MAP1 light chain LC1 

0.006 -0.1864 

Eukaryotic translation initiation factor 3 subunit A 0.01 0.0624 

Fragile X mental retardation protein 1 0.015 -0.4974 

Primer Name Forward Seq 5‘-3‘ Reverse Seq 5‘-3‘ 

HSC70 TTA TTG GAG CCA GGC CTA CAC GCG ACA TAG CTT GGA GTG GT 

ATXN2 CCC TTC AGT ACA AGC CCA CC GCA GTA GAA GGG AGG AGG GA 

FMR1 TGT CTC TGG GAC TTT CTG CAA TCC TGA ATC AGC TTT CCA TTT T 

SRRM2 TAC GAA ACA GCC TAG CAG CC GGC TAG GTC GAG TTG CAG ATT 

BANF1 TCC CAA AAG CAC CGA GAC TTC ACT GGC CAA GGA CAA CAT AGG 

SQSTM1 CTGCACAAGAACCTGGCTTT CACTGGAAAAGGCAACCAAG 
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Table 3: List of siRNAs used in this study 

siRNA Company Cat. No 

Accell BANF1 Dharmacon E‐011536‐00‐0050 

Accell Non‐targeting 
Control Pool 

Dharmacon D‐001910‐10‐50 

Universal Negative 
Control 

Sigma SIC001 

SRRM2 siRNA 
(SASI_Hs01_00014413, 
SASI_Hs01_00014414) 

Sigma NM_016333 

ATXN2 siRNA 
(SASI_Hs01_00159982, 
SASI_Hs01_00159984) 

Sigma NM_002973 

FMR1 siRNA  
(SASI_Hs01_00139633,SA

SI_Hs01_00139634) 

Sigma NM_002024 
 
 

SQSTM1 siRNA 
(SASI_Hs01_00118616, 
SASI_Hs01_00118618) 

Sigma NM_003900 

 

 

 

 

 

 

 

 

 

 

 

 

 



[92] 
 

Supplements  

 

 

Figure 2.2.S1. Knock-down of ATXN2 & FMR1 does not disrupt SICCsICM treatment induces SICCs 

formation and modulates their state.  

A. Typical widefield images (on the left) of of ICM-treated IMR90 after scr and SQSTM1 knockdown immunostained 

for ATXN2/CTCF. Bar plots (on the right) quantify the number of cells bearing SICCs per condition (bottom; N is 

the number of cells analyzed per each condition/cell type). DAPI was used to satin the nucleus. Bar: 10um. 

B. Same as above, but for FMR1 
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Figure 2.2.S2. NS chemical modulation affects SICCs’ integrity.  

A. Typical widefield images (on the left) of proliferating and ICM-treated IMR90 with and without treatment with 

3uM tautomycin for 1h, immunostained for CTCF/SC-35. Bar plots (on the right) quantify the number of cells 

bearing SICCs per condition (bottom; N is the number of cells analyzed per each condition/cell type). P<0.01; 

Wilcoxon–Mann–Whitney test. 

B. As above, but cells where either treated or not with 10uM cantharidin for 1h. 
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Figure 2.2.S3. NS chemical modulation affects SICCs’ integrity.  

A. Bar plots showing the percentage of CTCF and SON peaks correlated with either A or B compartment in control 

and ICM-treated IMR90s. 

B. Bar plots showing the distribution of CTCF and SON peaks across genome in control and ICM-treated IMR90s. 

Loop sites are shown in orange, promoter sites in grey and everything else in dark green. 
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3. Discussion 
 

Proliferating cells utilize inherent mechanisms that ensure the controlled expansion of their 

population through coordinated DNA replication and cell division. As a consequence, the normal 

homeostasis of these cells is preserved and characteristic features and functions are re-established. 

During mitosis, chromatin loops, topologically associating domains, and A/B compartments of higher-

order chromatin are temporarily disrupted [310,311]. However, upon transition from mitosis to G1 

phase, there is a rapid ‘bottom-up’ genomic re-organization – first, sub-TADs are formed, giving rise 

to multi-domain TADs and sequentially to A/B compartments [312]. Critical role during this process 

is played by partially-bound CTCF on mitotic chromosomes. During ana/telophase CTCF is fully bound 

on chromosomes and together with cohesin they start re-establishing the structural loops [312].   

In contrast, upon senescence entry cell division is abated and genome organization is significantly 

altered [86–88]. Changes in chromatin composition, loss of LADs interactions, redistribution of 

heterochromatin (SAHF) and loss of long range chromatin interactions are among the genomic 

hallmarks of this growth arrest. Howbeit, many steps in this complicated cascade of events are still 

elusive. In an effort to understand as many of them, it has been already demonstrated that a number 

of factors acquire a novel role in senescence and usually the proteins that are repurposed are related 

with architectural changes [84,90,131,313,314]. Work from our lab has already demonstrated the 

crucial role that HMGB proteins have in senescence initiation and their impact on shaping the 

senescent genome [84,90]. Perhaps, the most striking of these observations is related to the massive 

reorganization that CTCF undergoes upon HMGB2 eviction from the nucleus and senescence entry 

[90]. The notice of the emergence of senescence-induced CTCF clusters (SICCs) after replicative 

growth arrest was what gave the sparkle for the creation of this dissertation. Thereby, the main focus 

was to understand how SICCs are formed and maintained in the nuclear space and what might be 

their function and purpose in cell’s life. 
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3.1 Developing a robust system to study senescence 

In our attempt to study SICCs we developed a novel way to chemically induce a replicative 

senescence-like phenotype. Inflachromene (ICM) was described as an inhibitor of HMGB1/2 nuclear 

eviction [235]. In our hands, however, we observed that extended periods of treatment (3 and 6 days) 

of IMR90s with ICM cause the exact opposite effect, resulting in the initiation of the senescent 

cascade. In that way, this system allowed us to deal with a variety of issues arising when studying 

senescence in vitro. Treating the cells with ICM essentially generates a largely homogeneous 

population of senescent cells within a few days. Additionally, it does so in a robust way. However, it 

remains elusive what is the exact mechanism rendering ICM association with HMGBs.  

Autophagy has an essential role for cellular homeostasis as it mediates the well-timed 

degradation of damaged organelles and proteins. It is tightly regulated and constitutively active at 

basal levels. Cytoplasmic HMGB1 (cHMGB1) has been reported to hold a prominent place in some of 

these processes, mainly acting as an autophagy inducer [315–317]. For example, blockage of HMGB1 

translocation to the cytoplasm by the pleiotropic telomeric protein TERF2/TRF2 has as a result 

reduced levels of starvation-mediated autophagy, a phenomenon which could be mimicked by the 

usage of ICM [317]. In a similar manner, absence of cHMGB1 from stressed pancreatic beta cells leads 

to decreased autophagic response and increased apoptosis [316]. In a recent study, it was shown 

that cHMGB1 accomplishes its ‘autophagic’ purposes through direct interaction with Beclin 1, a major 

regulator of autophagy [315]. There, they showed that upon treating HEK cells with ICM and blocking 

HMGB1 migration to the cytoplasm autophagy was suppressed. At the same time ICM was able to 

cause ubiquitylation-dependent degradation of Beclin 1 and, thus, indirectly suppressing autophagy. 

Data from our very own Ribo-seq showed that autophagic pathways were upregulated at the levels 

of RNA upon ICM treatment, but the protein synthesis levels remained effectively unchanged 

between conditions (proliferating Vs IMC-treated IMR90), pointing in the direction of an autophagy-

related mechanism for our system, as well.  
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Another interesting observation and a benefit of the ICM system was the induction of cell-

autonomous senescence independent of any inflammatory side effects. One of the main hallmarks 

in senescence as was discussed in the introduction part is the secretion of a variety of pro-

inflammatory factors and cytokines, the SASP. HMGB1, and to a lesser extent HMGB2, is a master 

regulator of the availability of SASP-related transcripts [84]. Antibody-blocked HMGB1 impairs the 

production and secretion of SASP [241]. Moreover, even though the majority of HMGB2 is lost from 

the nucleus upon senescence entry, it has been reported that any remaining protein is preferentially 

associated with SASP-related gene promoters and induces their expression [124]. However, going 

back to our Ribo-seq results, after ICM treatment SASP genes were upregulated, but the protein 

synthesis remained unchanged. Furthermore, using culture medium from cells treated with ICM and 

subjected it to either cytokine arrays or HMGB1/2 ELISA did not return any detectable levels of any 

proinflammatory factors (data not shown). Hence, it could be claimed, with a certain degree of 

confidence, that ICM induces a SASP-less form of senescence. Having said that, there is still plenty of 

work left to be done to fully understand this system and its mechanism of action.  

 

 

3.2 CTCF reorganization in light of senescence entry 

When discussing about genome organization, more than often, CTCF coincides with other factors 

about its importance on establishing and maintaining higher-order chromatin structure [318]. Its 

repertoire regarding multiple biological processes has been updated since its discovery and gradually, 

but steadily, shifted our perception of CTCF true capabilities [159,174,242,267,319]. However, what 

was relatively constant so far was the localization pattern of this master regulator; an almost uniform, 

carpet-like, nuclear distribution. Therefore, and almost inevitably, our striking observation about 

senescence-induced CTCF clusters (SICCs) triggered our curiosity regarding their nature and role. 

Having developed a functional system to chemically induce senescence, allowed us for some freedom 

and flexibility regarding things we could try to investigate SICCs. 
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3.2.1 Is SICC formation driven via phase separation? 

From very early on, the structure and the appearance of these clusters made it greatly appealing to 

hypothesize that the driving forces assisting on their formation were via phase separation. A long-

standing phenomenon in physics, has gained great interest over the last decade also in the biological 

field [280]. Nowadays, many membraneless organelles (MLOs) inside the cell are characterized as 

phase-separated entities. The nucleolus, the nuclear speckles and the paraspeckles in the nucleus 

and the stress granules and the centriole in the cytoplasm are only a few examples of this increasing 

blossom [320]. Although the field is still in its infancy and certain discoveries should be taken with a 

grain of salt, there are already some tools available that assist to the elucidation and characterization 

of phase-separated droplets. One of these, is the use of the aliphatic compound 1,6-hexanediol (1,6-

HD) [282]. It has been demonstrated that hexanediol can disrupt liquid-like droplets, by interacting 

with the intrinsically disordered domains of the proteins participating there. Moreover, it was shown 

that it can differentiate between liquid- and solid-like structures [282]. Something similar was 

observed in the case of SICCs, as well. After short treatment of ICM (3 days) the newly emerged CTCF 

clusters were susceptible to 1,6-HD action and they were almost completely disrupted, implying a 

liquid-like droplet, while after more extended periods of ICM treatment this ability was 

compromised, maybe due to a phase transition into a more solid state. 

The notion that SICCs might be held together via phase separation gains some ground when 

taking a closer look to the two proteins that seem to facilitate their formation. BANF1 is a small and 

well-structured protein, around 10kDa; not a typical candidate to be found in MLOs. Nonetheless, 

the way that this protein fulfills its role gathers some interest. Its action as a ‘molecular glue’ holding 

other factors wrapped around mitotic chromosomes attributes it a ‘structural’ characteristic. 

Furthermore, it has been recently shown that the reformation of sealed nuclei is partially mediated 

via phase separation of the inner nuclear membrane protein 2 (LEM2) [321]. LEM2 accomplishes its 

role via interaction with BANF1, which offers the necessary chromatin affinity. The above, 

demonstrates that BANF1 has the ability to, at least indirectly, participate in the formation of liquid 

droplets. Hence, it is not unreasonable to speculate that something similar might happen in the case 

of SICCs, too. On the other hand, SRRM2 is a highly disordered protein and part of the nuclear 

speckles, a structure already characterized to be phase-separated [290]. The association of SICCs with 

nuclear speckles (NS) brings along another feature in the equation; the possible use of RNAs in the 

maintenance of CTCF clusters.  
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It is known, that apart from the proteins that can participate in the creation of liquid-like droplets, 

RNA can also assist to this direction [219,322,323] and NS is a huge repository of such molecules 

inside the nucleus. Apart from its ability to bind to DNA using its zinc-finger domain, CTCF has been 

shown to be capable of direct RNA interactions, too [160,163,324,325]. In our hands, when we 

overexpressed the RNA-binding domain (RBD) of SRRM2 we observed that it was sufficient to induce 

the formation of CTCF clusters, maybe because it offers a scaffold where more and more CTCF could 

bind. Taken together all the above, the hypothesis that phase separation is the driving force that 

keeps SICCs in place might not be unrealistic, but it definitely needs more thorough investigation.   

 

3.2.2 Post-translational modifications (PTMs) & SICCs 

During our study, we collected converged data supporting that PTMs might assist either directly, or 

indirectly, in the formation and maintenance of SICCs. It is known, that CTCF holds great capacity for 

multiple post-translational modifications, each contributing to certain functions of the protein [326]. 

Phosphorylation of CTCF, at different sites of its 11 zinc-fingers domain, can regulate its DNA biding 

capacity and it is highly dynamic during cell differentiation [327]. Noteworthily, disruption of CTCF 

phosphorylation in just one amino acid (S224) is sufficient to cause dysregulation in multiple target 

genes, including p53 and p21, two major senescence modulators [328].  

In our case, and in an effort to decode the interplay between SICCs and NS, we used two 

phosphatase inhibitors, cantharidin and tautomycin, targeting the serine/threonine (Ser/Thr) protein 

phosphatases 1 and 2A (PP1 and PP2A) [219,288,289]. PP1 and PP2A are the most abundant Ser/Thr 

phosphatases in eukaryotic cells and they participate in the regulation of cell cycle [329–332]. It was 

also shown, that PP1 could partially contribute to higher order chromatin establishment by regulating 

the formation of heterochromatin in interphase [333].  

Additionally to these roles, modulation of PP1 and/or PP2A can perturb the structure of nuclear 

speckles by affecting the sub-nuclear distribution of pre-mRNA splicing factors [219,334]. Most of the 

factors located in NS are serine/arginine-rich (SR) proteins, thus prone to regulation by Ser/Thr 

phosphatases. Once they have fulfilled their role in a given RNA process, they are subjected to 

dephosphorylation by PP1 and/or PP2A and either returning to NS until they are needed again or 

they are used in the cytoplasm as RNA chaperons [335].  
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In the concentration we used here, cantharidin inhibited PP2A, leading NS to fuse into larger 

structures, indicating that hyperphosphorylation might promote NS aggregation. In contrast, 

inhibition of PP1 with tautomycin (in the concentration used in the study), led to NS fragmentation. 

Both of these modulations had the same impact at the number of cells carrying SICCs; their decrease. 

This observation might suggest that global phosphorylation levels carried out by Ser/Thr 

phosphatases and the subsequent integrity of NS is potentially important for SICCs integrity, as well. 

Another PTM with increasing importance is poly(ADP-ribosyl)ation (PARylation). It is 

predominantly taking place on the N-terminus of CTCF and influences its insulation abilities [327]. 

Decreased CTCF PARylation levels have been linked with breast tumor progression and cell 

proliferation [336]. That being said, CTCF is found to exist in different PARylation statuses in healthy 

cells; highly-, hypo- and non-PARylated [300]. Upon senescence entry and on, the majority of PARP 

enzymes are found to be downregulated, something that holds true also upon ICM treatment. 

Reduced levels of PARP enzymes might have been the cause of the increased we observed in the 

hypo-PARylated form of CTCF. This finding, however, triggered more questions, primarily, which form 

of CTCF participates and gives rise to SICCs? A premature answer to this comes from the next 

observation we did after the use of olaparib, a potent PARP1/2 inhibitor. There, we saw that upon 

inhibition of the two most abundant PARPs we were able to recapitulate the presence of CTCF 

clusters, in a ‘non-senescent environment’. Collectively, the above data might point to a direction 

where hypo-PARylated CTCF actively forms clusters, but there is still a considerable amount of work 

that needs to be done, before drawing any conclusions.  

 

3.2.3 Towards a biological relevance of SICCs 

No matter how much effort we devote on describing the SICCs, the ultimate question remains: what 

might be the biological relevance of these entities? Upon senescence entry, many things are changing 

and many processes are altered. From its secretome, all the way up to its higher-order chromatin 

organization a cell has to adapt to a restructured surrounding in order to survive long enough to be 

marked as apoptotic. In a constantly variable and dynamic environment, what might have been the 

first thing that someone would explore in order to attribute a function to these clusters? A rather 

perplexed, but, at the same time, much-studied biological process, tightly connected to senescence, 

is DNA damage response (DDR).   
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There are accumulating evidences over the past few years that CTCF actively participates in DDR 

[337]. It has been mostly associated with DNA double-strand breaks (DSBs) repair and homologous 

recombination (HR). It was shown to execute this task via interactions with the DNA repair protein 

Rad51 (propagating the formation of Rad51 foci) and the retinoblastoma-binding protein 8 (RBBP8), 

both participating in HR [338–340]. Furthermore, the recruitment of CTCF on the site of lesion seems 

to be an early event since it occurs roughly within the first 30sec upon damage [272]. This time frame 

coincides with another major event of DDR, the phosphorylation of histone H2A variant H2AX, at 

Ser139 (γH2AX) [341]. γH2AX domains are adjoined by CTCF, both before and during DDR, but upon 

DNA damage more CTCF is recruited on site [342]. There, CTCF is hypothesized to act by confining 

γH2AX foci and not allowing them to expand further than the site of damage. The above idea is 

supported by data showing that γH2AX foci are increased in the absence of CTCF [272]. 

Moreover, it has been shown that CTCF is recruited in sites of DSBs via PARylation. This last 

observation is still under debate, since there are studies claiming that PARylation is needed in order 

for CTCF to be recruited on the site of lesion, while others suggest that part of its zinc-finger domain 

is sufficient for recruitment and subsequent PARylation is only used to amplify the effect [272,339]. 

Regardless, once more the PARylation status of CTCF seems to raise particular significance. Besides 

this, BANF1 has also been shown to participate in DDR via regulation of PARP1 activity upon oxidative 

DNA damage, through direct interaction and inhibition of PARP1 auto-PARylation[343].  

From the above, it seems that many pieces from our puzzle could potentially come together to 

explain the existence of SICCs. Preliminary results from our lab are pointing to the direction of a 

possible connection between these clusters and DNA damage. When CTCF was co-stained with 

γH2AX we could observe a complete segregation between the two entities, with γH2AX foci flanking 

SICCs, but never co-localizing. Treatment of ICM-treated cells with known DNA damage inducers (e.g. 

olabarib and etoposide) revealed that there was an overall decrease in the extend of DNA damage 

(compared with proliferating cells treated with the same drugs) and this was quantified either by the 

reduced existence of γH2AX foci per cell or reduced amount of cells bearing detectable signal for 

γH2AX (data not shown). Thus, it is appealing to hypothesize that SICCs might act as a protective 

mechanism against excessive DNA damage in senescent cells, a notion that needs further 

investigation. 
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Collectively, all the observations been made throughout this dissertation suggest that CTCF might 

have a previously uncharacterized role upon senescence entry. The hypothesis that SICCs might act 

as a prevention mechanism against excessive DNA damage is rather tempting. Furthermore, recent 

studies involving phase separation as a mechanism of ‘isolating’ sites of lesion so that the DDR 

machinery could act seamlessly and focally [344–347], come only to increase our curiosity and set 

the framework for future approaches.     
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