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ABSTRACT

Neuropathic pain is a complex and often debilitating condition. Distally from the injury site,
missing input contributes to deafferentation pain, while proximally, neuroma formation leads
to peripheral and central sensitization, increasing pain sensation and lowering pain thresholds.
Tactile feedback has been shown to potentially alleviate deafferentation pain by substituting

missing afference and restoring sensorimotor incongruence.

This thesis establishes a baseline on the perception of mechanical vibration in the healthy arms
of ten able-bodied participants. It investigates the effects of sensory loss after peripheral nerve
injury (PNI) distal to the injury site when feedback is applied proximal to the injury site in five
transradial amputees and, in six subjects with brachial plexus injury when applied distal to the
lesion site. It then performs a comparative analysis of various aspects of neuromas forming
proximal to the injury site. Here, several inflammation-related and morphological aspects are
considered comparing patients with and without neuroma, and patients with and without

neuroma pain.

Psychometric evaluation tasks were performed to quantify sensation threshold, just noticeable
difference, Weber fraction, and perception of dynamically changing vibrotactile stimuli.
Additionally, a combination of machine learning and computer vision was used to investigate

several aspects of neuromas.

Results demonstrated that the sensation capacity on the arm does not differ from the one on a
healthy arm proximally from the site of injury, which facilitates the design and accommodation
of vibrotactile feedback interfaces. In contrast, if applied distally, the more distal it is applied

the sensation capacity drastically decreases.

Moreover, inflammation-related cells were not more abundant in the neuroma group, however,
patients suffering from pain had a significantly lower amount of organized (healthy) nervous

tissue, suggesting the amount of organized tissue to counteract neuroma-evoked pain.

The findings presented here contribute to a deeper understanding of neuropathic pain, giving
insight into how the lost connection between the receptors and the brain affects sensation
proximal- and distally from the injury and, additionally, which further factors decide if a
neuroma —if formed- is painful or not, aiding in the development of therapeutic approaches

and strategies for its prevention.
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ACRONYMS AND ABBREVIATIONS

Acronym/ abbreviation

AB

BPI

CNS

CX

Dors

LA

LX

NDI

PLP

PNI

PNS

SH

ST

TMR

TR

X

UA

Vent

WF

Definition

Able-bodied participant
Participant with a brachial plexus injury
Central nervous system
Cervical X

Dorsal

Lower arm

Lumbar X

Number of distinct intervals
Phantom limb pain

Peripheral nerve injury
Peripheral nervous system
Random forest

Residual limb pain

Shoulder/ neck

Sensation threshold

Targeted Muscle Reinnervation
Participant with a transradial amputation
Thoracic X

Upper arm

Ventral

Weber fraction
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1 INTRODUCTION

Neuropathic pain is a complex and multifaceted phenomenon resulting from damage or
dysfunction within the nervous system, significantly impacting the quality of life for affected
persons. The primary objective of this doctoral thesis is to shed light on the underlying
mechanisms of several aspects of neuropathic pain. However, to fully understand the intricacies
of neuropathic pain and the implications of the disrupted sensorimotor loop, a comprehensive
introduction to the nervous system, its structure, function, and response to injury and pain is
essential. This foundation will provide the necessary context for appreciating the challenges
and opportunities in developing effective treatment strategies for neuropathic pain and

restoring the proper functioning of the sensorimotor system.

1.1 THE PERIPHERAL NERVOUS SYSTEM

1.1.1 Anatomy of the nervous system

The nervous system, composed of the central nervous system (CNS) and the peripheral nervous
system (PNS), serves as the body's sophisticated communication network, responsible for
coordinating and regulating all physiological and behavioral responses of the organism [1]. It
integrates sensory information, processes cognitive functions, and controls the motor output,
ultimately allowing organisms to interact with their environment and forming the basis for the

complexity and adaptability of living beings [1].

The CNS consists of the brain and spinal cord, functioning as the primary integrative center for
processing and transmitting information throughout the body, using billions of neurons and
glial cells to perform a vast array of cognitive, motor, and sensory functions [2]. While neurons,
the fundamental cellular units of the nervous system, are organized into complex circuits that
facilitate information processing, glial cells support neuronal function and maintain
homeostasis [3]. The interconnectivity of these cells is supported by a complex network of
synapses, which enables rapid and precise communication between neurons [4].
Neurotransmitters enable information transfer and modulate neuronal activity, ultimately

influencing behavior and cognition [2] and adding further complexity to the CNS.

The PNS comprises cranial and spinal nerves, which serve as a functional interface between
the rest of the body and the CNS. The cranial nerves are twelve paired nerves that send sensory

information between the neck, head, torso, and brain and carry motor commands to control the
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musculature of the neck and head. The sensory part is the one that transfers the information
from the receptors to the spinal cord. In contrast, the motor part carries the impulses from the
spinal cord to the corresponding effectors. Each spinal or rachidial nerve joins the spinal cord
at two different points: the posterior and anterior roots, which fuse to form the spinal nerve.
Since the posterior root contains sensory fibers and the anterior root contains motor fibers, the

result is a mixed nerve [5].

Nerves group together to form plexuses that play essential roles in controlling various motor
and sensory functions. The cervical plexus (C1-C4) mainly manages the functions of the head,
neck, and trunk. The brachial plexus, located at the base of the neck and axillary fossa, is
responsible for the innervation of the thoracic limb through connections between cervical
nerves (C5, C6, C7, C8, and T1) and some contributions from C4 and T2. The lumbar plexus
consists of connections between the anterior branches of spinal nerves (L1 to L4). Lastly, the
sacral plexus, including the lumbosacral trunk and the anterior branches of the first three sacral

nerves, provides innervation for the gluteal region, lower limb, and pelvis (from L4 to S4). [5]

Every nerve is formed by grouping several hundred or thousands of axons that join to form
spatially arranged motor or sensory bundles called fascicles. [6, 7]. Each axon is surrounded
by a thin connective tissue layer called the endoneurium, and each fascicle is covered by the
perineurium. The nerve formed by the union of several fascicles is covered by the epineurium,

surrounded by the mesoneurium, which contains the nerve’s blood supply (Figure 1) [6, 7].

Perineurium

'\ Endoneurium
. Vessel . .
Mesoneurium Epineurium

Figure 1 — Peripheral nerve. Schematic representation of the hierarchical structure within a peripheral nerve, illustrating key
components such as the epineurium, perineurium, endoneurium, myelin sheath, and axon. These layers collectively provide
mechanical protection, electrical insulation, and nutrient support to ensure the efficient transmission of nerve signals.



Nerves can be classified based on their physical characteristics and their conducting properties.
It was long believed that differences in axon thickness, ranging from 0.1 to 20 pm, would
impact the speed at which action potentials could travel along the axon, referred to as
conduction velocity. This hypothesis was confirmed in 1927 by Erlanger and Gasser [8], who
identified several types of nerve fibers and established a classification system based on the
relationship between axon diameter and nerve conduction velocity. Their classification system
divided the fibers into three groups: A, B, and C, and included both sensory fibers (afferents)
and motor fibers (efferents) [8]. Group A fibers are the largest diameter nerve fibers (2-20 pm).

These are further subdivided based on their conduction velocity and function into alpha (Ao —

60-120 %), beta (AP — 30-75 ?), gamma (Ay — 20-40 %), and delta (AS — 10-30 %) fibers. B
fibers (3-20 %) are smaller in diameter (1-3 pm) and primarily involved in the autonomous

nervous system. C fibers (0.5-2 =) are the smallest diameter nerve fibers (0.5-1.5 pm) and
S u

unmyelinated, in contrast to A and B fibers [9, 10].

1.1.2 The sensorimotor system

The sensorimotor system is a network that involves sensory organs, specific regions of the
nervous system, and the body's motor control mechanisms, forming a loop of information

between the CNS and PNS [2].

Efferent fibers transport information from the CNS mainly to the muscles and glands [6, 11]
using two major tracts: the corticospinal [12] and the corticobulbar tract [13]. While the
corticobulbar tract transmits motor commands from the cortex to the brainstem to control the
muscles of the face, head, and neck, the corticospinal tract transmits motor commands from
the cortex to the spinal cord. It originates in the primary motor cortex and descends through
the internal capsule, a narrow pathway between the basal ganglia and the thalamus. It then
passes through the brainstem and descends along the length of the spinal cord, forming

synapses to lower motor neurons in the ventral horn [12, 13].

In contrast, afferent fibers transport information from the periphery to the brain [6, 11]. The
sensory pathway comprises three main stages: reception, transmission, and interpretation in the
brain [2]. In the case of tactile sensation, there are two primary pathways through which sensory
information is transmitted from the receptors to the brain. The first pathway, the dorsal column
pathway, involves sensory signals extending from the receptors to the dorsal horn. These

signals ascend ipsilaterally in the spinal cord before synapsing in the medulla. At this point,
3



they cross over to the contralateral side and continue ascending to the thalamus via the medial
lemniscus [1]. The spinothalamic tract involves sensory signals from nociceptors to the dorsal
horn, where they synapse to secondary neurons, cross over to the contralateral side, and ascend
to the thalamus via the anterolateral columns [14]. From there, the sensory information is
conducted to the primary sensory cortex for further processing and interpretation [15] (Figure

2A).

Interestingly, although the two pathways have different functions and primary sensory
modalities, they both involve a complex network of neurons and interneurons that allow for

interaction and modulation of sensory information in the dorsal horn (Figure 2B).

A Thalamus
Pacinian /Medulla
corpuscle ) ) A-Fiber (non-
Dorsal Spinothalamic nociceptive)
column tract |
Skin ( l
Dorsal root
ganglion C-Fiber ——»
Nociceptor (nociceptive) \,
B N
. 7 !
/MOtOT unit Interneuron
e T LT I_Lul. Projection
,H‘Li(l{khi_‘fg(\‘i neuron

Figure 2 - Sensorimotor pathway. A comprehensive illustration of the sensorimotor pathways, highlighting the afferent and
efferent pathways through the dorsal column and spinothalamic tract, as well as the complex connections within the dorsal
horn of the spinal cord. The diagram also showcases the schematic connection to sensory receptors and muscles, emphasizing
the integration of these components in the transduction, transmission, and processing of somatosensory information for
perception and motor response.

The human body is covered with a wide range of receptors to achieve proper interaction with
the environment. Regardless of their specific function, all sensory receptors convert physical
or chemical signals into action potentials that can be transmitted to the nervous system. Various
specialized receptor types respond to specific stimuli, such as photoreceptors in the retina of

the eye to photons [16] hair cells in the inner ear to sound waves [17], and olfactory receptors
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in the airways to odorants. Though these receptors are concentrated on specific body parts and
limited by the relatively small size of the organs they are situated on, mechanoreceptors,
responsible for detecting mechanical stimuli such as pressure, touch, and vibration, are spread
over the whole body. These receptors are classified into four groups: two fast-adapting (FA 1
and FA II) and two slow-adapting types (SA I and SA II). Type I receptors have small, clear
borders, while type II receptors have larger, less-defined edges. [18]. While slow-adapting
respond to constant pressure, fast-adapting units mainly serve vibration detection. Meissner
corpuscles (FA I) are primarily found in hands and feet and have the highest sensitivity around
50 Hz. Pacini corpuscles (FA II) are most commonly found on hairy skin, present on the limbs,
trunk, and head, and have the optimal sensitivity between 200-300 Hz [19] (Figure 3). The
cutaneous nerves that innervate these receptors depend on their location and arise from various
neural roots [20]. For the upper limbs and the shoulder/neck area, nerve roots form seven
distinct dermatomes: Cervical 3 (C3) to Cervical 8 (C8), Thoracic 1 (T1), and Thoracic 2 (T2).

These roots are located in long bands around the arm and neck.

Free nerve endings Merkel disk Meissner's corpuscle Ruffini ending Pacinian corpuscle
Epidermis
Dermis
m
% —_— - F @ —
Nerves e
Subcutaneous
e
layer
» Pain, * Perception of ~ * Motion « Skin stretch ° Perception of
nociception shape, texture detection * Tangential distant events
+ Grip control force through
vibrations

Figure 3 — Mechanoreceptors. Depiction of the diversity of cutaneous mechanoreceptors and free nerve endings,
encompassing Merkel cells, Meissner's corpuscles, Pacinian corpuscles, and Ruffini endings. Each receptor type exhibits
distinct morphological and functional characteristics, enabling the selective transduction of specific mechanical stimuli into
neural signals for tactile perception and proprioception.

An additional kind of widespread receptor is nociceptors, which are responsible for initiating
the sensation of pain [21]. Peripheral nociceptive axons terminate in unspecialized "free
endings", which are categorized based on the properties of the associated axons [22]. While

myelinated axons associated with somatic sensory receptors responsible for the perception of
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innocuous mechanical stimuli have relatively fast conduction velocities, the axons associated

with nociceptors are defined as either the Ad group of myelinated axons (conducting at about

20 %), or the C fiber group of unmyelinated axons (conducting at velocities generally less than

2 ?) [14]. Consequently, even though all nociceptive information is relatively slow, fast and

slow pain pathways exist [21].

Ad nociceptors are relatively fast-conducting nerve receptors that usually respond to intense
mechanical or combined mechanical and thermal stimuli [21]. They have receptive fields made
up of clusters of sensitive areas [22]. Polymodal nociceptors, connected to unmyelinated C
fibers, generally react to thermal, mechanical, and chemical stimuli [21]. This categorizes
nociceptors in the skin into three primary classes: Ad mechanosensitive nociceptors, Ad

mechanothermal nociceptors, and polymodal nociceptors [14].

1.2 INJURY, REPAIR, AND REGENERATION

1.2.1 Kinds of injury

There are several origins of injury to peripheral nerves, such as accident, trauma, and other
causes, which may result in partial or complete loss of sensory, motor, and autonomic functions
and neuropathic pain [23]. Generically, they are divided into mononeuropathies if they affect

only the functioning of one nerve and polyneuropathies in case of affecting several nerves.

Stretch is the most common kind of nerve injury [24]. Due to their collagenous endoneurium,
peripheral nerves are inherently elastic, and stretch does not necessarily severe the nerve. In
fact, to provide an indicative value, Sunderland and Bradley examined the mechanical

properties of human peripheral nerve trunks. Here, they reported that the perineurium of

K& (432

mm

X8 (21.6 MPa)

mm

median nerves, which are relatively large, could withstand a tensile force of 4.4

MPa), while smaller cutaneous nerves had a tensile strength of around 2.2

[25]. However, when nerves are close to bones, the required force may be reduced, but nerve
continuity is usually maintained in these cases. Laceration, accounting for up to 30% of serious
injuries, can lead to complete transections but often retains some nerve continuity.
Compression is another common type of nerve injury, with unclear pathophysiology for motor

and sensory function loss, as complete nerve continuity is preserved [25].



Injuries to the nervous system are classified according to severity and extent, resulting in
different outcomes and varying degrees of recovery. Seddon [23] categorized nerve
injuries using severity as the distinctive factor, into three types: neurapraxia, axonotmesis, and
neurotmesis. Neurapraxia is the mildest form, involving temporary impairment due to local
myelin damage. Axonotmesis involves disruption of the nerve axon and myelin, causing
complete denervation. Neurotmesis is the most severe, with complete nerve disconnection

and functional loss, often requiring surgical intervention for recovery. [23].

Sunderland [26] further divided Seddon’s classification into five types, keeping neuropraxia
and neurotmesis, and subdividing axonotmesis into three distinct types, depending on the

degree of connective tissue involvement (Figure 4).

A B
—" 7§
———————— Healthy e — Grade I
‘ e e e e P ) nerve Ce——c——— (— NeUTOPTana
D
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: 6 F 6 6
Grade IV = — Grade V .
Neurotmesis — == Neurotmesis

Figure 4 - Peripheral nerve injury classification Classification of peripheral nerve injuries according to Sunderland's system:
(A) Healthy nerve. (B) Type I - Neurapraxia, (C) Type II - Axonotmesis with preserved endoneurium, (D) Type III -
Axonotmesis with disrupted endoneurium, (E) Type IV - Axonotmesis with disrupted perineurium and (F) Type V -
Neurotmesis with complete nerve transection.



1.2.2 Symptoms after PNI

Peripheral nerve injuries encompass a wide range of symptoms depending on the affected

nerve, the severity of the injury, and the specific type of injury [23].

Motor dysfunction is characterized by muscle weakness or paralysis in the area supplied by the
affected nerve or uncontrolled muscle contractions (fasciculations), depending on the extent of

nerve damage. It may include muscle atrophy due to disuse or denervation [27].

Sensory disturbances may manifest as numbness, tingling, or paresthesia in the area innervated
by the damaged nerve [28]. In peripheral nerve injuries, symptoms can be classified as positive
or negative. Positive symptoms involve abnormal sensations or functions, while negative
symptoms involve the absence or reduction of normal sensations or functions [29]. Positive
symptoms include hyperalgesia (increased sensitivity to pain), allodynia (pain in response to
non-painful stimuli), and paresthesia (abnormal sensations such as tingling or numbness).
These symptoms are generally attributed to ectopic nerve activity from the damaged nerve
fibers [30]. In contrast, negative symptoms, such as hypoesthesia (loss of sensation) or
hypoalgesia (decreased sensitivity to pain), reflect the affected nerve fibers' reduced or absent
function. These symptoms can result from disrupting normal nerve signaling due to the injury

[31].
1.2.3 Repair and regeneration

The term "plasticity” refers to the ability of the nervous system to adapt and change in response
to environmental conditions or injury. It occurs in the central and peripheral nervous systems
and plays a crucial role in learning, memory formation, and recovery from neurological damage

[32].

CNS plasticity occurs in the brain, where changes in synaptic connections between neurons are
responsible for processes such as learning and memory [33]. For instance, long-term
potentiation (LTP) is a well-known phenomenon that occurs when repeated stimulation of a
particular synapse strengthens this synaptic connection and is thought to underlie the formation

of memories [34].

Several studies have shown that plasticity in the PN'S might occur at different levels, including
modifications in the quantity and strength of synapses, modulation of neurotransmitter release,

and property modifications of individual neurons [35]. For example, peripheral sensory



neurons can adapt to different levels of stimulation by changing the number of nociceptors or
in response to changes in the amplitude of incoming inputs, leading to LTP and long-term

depression (LTD) [36].

However, another aspect of peripheral nervous system plasticity is the ability of axons and
dendrites to regenerate after injury, in which axonal regrowth and reinnervation of target tissues
are essential steps in recovery [37, 38, 39, 40, 41]. Following injury, molecular and cellular
events occur, including the activation of intrinsic growth programs in injured neurons, changes
in the local environment, and the interaction between regenerating axons and their target tissues
[35]. These processes are essential for restoring function after peripheral nerve injury (PNI).
They can be influenced by various factors, such as the injury's severity, the individual's age,

and the type of nerve affected [42].

In pain perception and management, understanding the CNS and PNS plasticity is crucial, as
alterations in neural circuits can contribute to developing chronic pain conditions. For example,
peripheral nerve injury can lead to the sensitization of nociceptors and the subsequent
development of neuropathic pain, which is often challenging to treat [43]. Similarly,
maladaptive plasticities in the CNS, such as the somatosensory cortex reorganization following

amputation or deafferentation, have been implicated in generating phantom limb pain [44].

Following axonal transection, a sequence of pathologic events occurs peripherally and centrally

in the nervous system caused by neuronal plasticity [40, 45].

Within hours of injury, several morphological alterations occur in neurons, such as the
dissolution of Nissl bodies (chromatolysis), nuclear and nucleolar enlargement, nuclear
eccentricity, cell swelling, and retraction of dendrites [46]. Simultaneously, a strong
proliferative response occurs in the perineuronal glial cells (such as astrocytes and microglia),
characterized by retraction of the dendritic arbor and reduction of synapses. This response is
most likely produced by chromatolysis, i.e., morphological changes leading to functional

isolation of the injured and non-functional neurons from the rest of the neuronal networks [46].

The intensity of the reaction depends on several factors such as whether the affected neurons
are sensory or motor neurons [38]. The same applies to small sensory neurons in comparison
to large ones [47]. The reaction is even more pronounced after avulsion or transection in ventral

roots, as opposed to sciatic nerve injury [48].
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Figure S — Wallerian degeneration Illustration of Wallerian degeneration process, divided into four stages: (A) Initial nerve
injury, (B) Myelin breakdown and macrophage recruitment, (C) Axonal degeneration, and (D) Schwann cell proliferation,
remyelination and axonal regrow.

Signals generated by injury-induced electrical excitation and the subsequent signals are
transmitted retrogradely from lesioned axons to the lesioned neuronal body. After axotomy,
several molecular responses in the spinal cord are up-regulated, as is the case for growth-
associated proteins [49], ion channels [50], and transcription factors [S1]. Key factors include
neurotrophic factors such as Nerve Growth Factor (NGF), Brain-Derived Neurotrophic Factor
(BDNF), and glial cell line-derived neurotrophic factor (GDNF), which stimulate axon growth
and survival through the activation of signaling pathways like the phosphatidylinositol 3-kinase
(PI3K)/Akt and mitogen-activated protein kinase (MAPK)/extracellular signal-regulated
kinase (ERK) pathways [52]. The cAMP pathway also plays a role in axon regeneration by
modulating protein kinase A (PKA) and downstream transcription factors, CREB and ATF3
[53]. Furthermore, the mammalian target of rapamycin (mTOR) signaling pathway is involved
in regulating cell growth, protein synthesis, and autophagy, contributing to axon regeneration
after injury [54]. In fact, sensory neurons experience alterations in the expression levels of
11,163 out of 27,463 identified genes, with 52% of these genes showing increased and 48%

decreased expression [55]. These may generate a more supportive phenotype directly or

indirectly affecting neuronal survival and growth.

Conversely, responses not directly related to nerve regeneration are down-regulated (e.g.,
neurotransmitters, transmitter-related proteins, postsynaptic receptors, neurofilaments, and
proteins involved in neurotransmission [56]). These regulations imply that neurons are shifted

from a transmitting to a regenerative state, facilitating axonal regeneration and overall survival.
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At the site of injury, residual axons undergo a mechanism called Wallerian degeneration [40].
Here, due to the loss of contact with the axon and under the stimulus in response to endogenous
factors such as erythropoietin [57, 58, 59, 60, 61], the Schwann cells previously myelinating
the damaged axons switch to a repair phenotype through a change in their transcriptome pattern
(Figure 5B). Additionally, they recruit immune cells like macrophages and neutrophils to
remove myelin debris [62, 63] and to fragment and disintegrate the axon (Figure 5C). In the
meantime, nerve fibers from the proximal stump start elongating, in a phenomenon
denominated as sprouting, attempting to reconnect with their original target tissue. After
myelin debris clearance, the dedifferentiated Schwann cells proliferate on the remaining
endoneurial tubes of the extracellular matrix, forming a hollow tube and providing a path for
the regenerating axon sprouts to regrow, in which neurotrophic factors (e.g., Nerve
Growth Factor (NGF) or Brain-Derived Neurotrophic Factor (BDNF)) play a key role
(Figure 5D/ Figure 6B) [64, 24].

Once the regenerating axons have reached their target tissues, the Schwann cells begin to form
new myelin sheaths around the axons, a process called remyelination. This restores the proper
conduction of nerve signals and leads to functional recovery [65, 66]. As the regenerated axons
reestablish connections with their target tissues, synaptic connections are reformed, allowing

for the restoration of sensory and motor functions (Figure 6C) [35].

However, if an axon does not populate the endoneurial tube within four months, it starts to
shrink, leading to axonal extension in random orientations, disorganizing remyelination, and

forming a neuroma (Figure 6D) [67, 68].
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Figure 6 — Nerve regrowth and neuroma formation. The process of aberrant nerve regeneration, characterized by
disorganized axonal sprouting, resulting in a tangled mass of nerve fibers and connective tissue at the site of nerve injury. (A)
depicts the cut nerve, (B) shows the regenerating sprouts, and (C) illustrates the successfully regenerated nerve. At the same
time, D portrays neuroma formation, which occurs when the nerve regrowth is disrupted or fails to occur correctly.

CNS response to altered peripheral input can happen in various ways. These include shifts in
constant or response-triggered activity, the features of areas sensitive to stimuli, and
connections within brain regions responsible for processing this information. These changes
can influence how we perceive things, behave, think, or control our movements.
Reorganization initiated by PNI can be seen in different parts of the nervous system, including
the spinal cord, brainstem, relay nuclei, thalamus, and cortex. [69, 70, 71]. Peripheral nerves
create links with neurons in the spinal cord's receptive field and grow into regions responsible
for sending pain signals [72, 73], probably because the severed peripheral nerves stop sending
sensory information to the dorsal horn in the spinal cord [74]. Furthermore, decreased
inhibition of sensory transmission from the brainstem reticular areas [ 75] results in autonomous

sensory activity from dorsal horn neurons.

In the 1980s, multiple research groups suggested that the brain's representation of the body
surface in adult primates can change due to modifications in the activation patterns of sensory
elements in the skin. When some of these sensory elements stop functioning because of
deafferentation or amputation, a significant reorganization or "remapping" of the still-active
inputs occurs [76, 77, 78]. Merzenich et al. [79] found that after severing the median nerve in
monkeys, the cortical area originally representing the nerve was occupied by input from
surrounding skin fields, showing cortical reorganization. Similar reorganization was observed

in humans following amputation [80]. The underlying mechanism for the reorganization is still
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not well understood. Studies using functional magnetic resonance imaging on rats with median
nerve entrapment have shown that the sensory area of the affected limb expands in the early

stages of injury to compensate for the loss of input and is reduced in the later stages [81].

In cases of peripheral nerve injury (PNI) in human upper limbs, neurons that previously
received input from an arm prior to amputation later react to new inputs from the face, which

intrude the neighboring somatosensory region associated with the arm (Figure 7) [82].
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Figure 7 - Cortical reorganization. Sensory and motor representations of body parts are arranged in a pattern known as the
cortical homunculus, which receives various sensory information (e.g., tactile, olfactory, or pain) from different body areas
[80]. Following an amputation, the cortical region that once received sensory or motor projections from the amputated limb
may start receiving respective sensory or motor input from adjacent cortical areas, expanding to occupy the region previously
associated with the amputated limb [83, 84](Figure inspired by [85])

1.3 COMPLICATIONS AFTER PERIPHERAL NERVE INJURIES

1.3.1 The physiology of pain

Pain is a complex phenomenon that plays an essential role in protecting the body from potential

harm and consists of two main categories, namely, nociceptive and neuropathic pain.

Nociceptive pain is the most prevalent form of pain and serves, when functioning properly, as
a completely protective mechanism. It is a direct response to noxious stimuli perceived as
potentially harmful or damaging to the body [74]. It is typically associated with tissue injury
or inflammation, such as in trauma, surgery, or arthritis [86]. It arises from the activation of
nociceptors present in various tissues, such as the skin, muscles, joints, and viscera [87].
Nnociceptors, when activated by stimuli such as mechanical, thermal, or chemical factors,
convey signals via peripheral nerves to the spinal cord. Here, they form synapses with second-

order neurons in the dorsal horn. These second-order neurons then project to the brainstem and
13



thalamus, ultimately reaching the cerebral cortex, where pain perception occurs [88].
Nociceptive pain can be further classified into two subcategories: somatic (originating from
nociceptors in the skin, muscles, and joints) and visceral (arising from nociceptors within

internal organs) [89].

For many years, the perception and modulation of pain has been a subject of debate. Among
numerous theories, the gate theory of pain has earned considerable recognition due to its
capacity to offer an extensive insight into the different facets of pain. First proposed by Melzack
and Wall [88], the gate theory of pain suggests that pain perception is modulated at the spinal
cord level through a balance of excitatory and inhibitory inputs. According to this theory, a
"gate" mechanism in the dorsal horn of the spinal cord can either facilitate or inhibit the
transmission of pain signals to the brain based on the interplay between small-diameter (C and
Ad) and large-diameter (AP) nerve fibers. Small-diameter nerve fibers are primarily
responsible for transmitting pain and temperature sensations [22], while large-diameter fibers
convey non-painful tactile information [14]. When there is an increase in non-painful stimuli,
such as touch or vibration, the activity of large-diameter fibers increases, inhibiting the
transmission of pain signals through small-diameter fibers [90]. This mechanism effectively

"closes the gate" for pain signals, reducing pain perception.

In contrast to nociceptive pain, neuropathic pain results from injury or dysfunction in the
nervous system, either in the CNS or PNS. Common causes include diabetic neuropathy,
postherpetic neuralgia, and spinal cord injury [91]. This type of pain is often chronic and may
persist even after the initial injury or disease has resolved [92]. It is characterized by abnormal
sensations such as allodynia (pain caused by ordinarily non-painful stimuli) and hyperalgesia
(increased sensitivity to painful stimuli) [93]. These symptoms arise from a complex interplay
of maladaptive changes in the PNS and CNS, including alterations in ion channel expression,

neurotransmitter release, and glial cell activation [30].

The pathophysiology of neuropathic pain is complex and involves both peripheral and central
mechanisms. At the peripheral level, nerve injury may lead to ectopic activity in primary
sensory neurons, generating spontaneous pain signals [94]. Additionally, inflammation at the
site of nerve injury can cause the release of pro-inflammatory mediators, sensitizing
nociceptors and promoting pain. In the CNS, synaptic plasticity and neuronal excitability

alterations contribute to the maintenance and amplification of pain signals [95]
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1.3.2 Pain after PNI

After PNI, 70% of the patients suffer from chronic pain, either isolated to the remnant of the
limb itself (Residual Limb Pain, RLP) or as Phantom Limb Pain (PLP), perceived in the absent
limb [96]. The disruption of the usually closed sensorimotor loop after amputations and nerve

avulsions leads to several maladaptive processes in the PNS and CNS.

Proximally to the injury site, within the neuroma, many regenerated axons are surrounded by
an abnormal myelin sheath that exhibits variable degrees of thickening [97]. This results in the
accumulation of Na* channels [98], a change in the expression of transduction molecules [30],
and the development of non-functional connections between axons called ephapses [94], all
phenomena altering the electrophysiological properties of axons. As a result, spontaneous
afferent input to the spinal cord increases, rendering the axons hypersensitive to mechanical,
chemical, and physical stimuli (nociceptor sensitization) [99, 72]. Furthermore, this
hyperpathia might be intensified by the factors released during immune reactions (e.g., TNF-
a) [93, 100, 101].

Moreover, during long-lasting inflammation, collagen and mature myofibroblasts might
invade the neuroma. These elements can then become the main cause of mechanical irritation
on the regenerating nerves. Then, these nerves send aberrant signals through afferent pathways
and the posterior horn to the brain and generate persistent painfulness, intensifying the
perception of painful stimuli (hyperalgesia) and lowering the pain threshold (allodynia), in a
process known as peripheral sensitization [102, 103, 104, 105, 106]. These changes lead to and
contribute to neuroma pain. Interestingly, not all patients with neuroma also suffer from
neuroma pain. Buch et al. [107] attempted to find a link between pain and neuroma swelling
identified through ultrasound but found that swollen neuromas were equally present in
amputees with and without pain. They interpret that an inflammatory response in the neuromas,
causing swelling, may not be the cause of pain. Also, attempts to correlate the size of neuromas

to the patient’s pain level were unsuccessful [108].

Opposite to sensitization, distally to the injury site, as the sensory neurons lose connections to
the receptors, patients experience no or reduced sensitivity (hypoalgesia or analgesia). This
loss of sensation elicits a second pain quality, known as deafferentation pain [109]. Hitherto,

the mechanism through which deafferentation pain initiates is under debate.
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The previously mentioned gate control theory [88] suggests that non-nociceptive afferents can
reduce the flow of painful information to the brain by activating spinal inhibitory neurons,
which requires a balance between the inputs, disrupted after PNI. Due to continuous input,
neuroma-driven peripheral sensitization can initiate and support central sensitization in the
dorsal horn. Here, injured sensory neurons in the dorsal root ganglion undergo significant
alterations in transcription that alter their membrane properties, growth, and transmitter
function. It is believed that this mechanism might be at least maintaining or sustaining

deafferentation pain [95].

Nevertheless, the mechanisms described cannot fully explain the pathophysiology of
deafferentation pain. Its extreme form, PLP, is present in 75% of patients immediately after

amputation, even before a neuroma could have formed [110].

More recently, studies report a relationship between PLP and a remapping of the
somatosensory cortex after injury. The main evidence supporting this idea is the relationship
between pain and the reorganization of sensorimotor cortical maps in the brain. This has been
demonstrated by various techniques, such as having participants perform imagined and
phantom limb movements while their brain activity is recorded using functional magnetic

resonance imaging [111, 45, 44].

The mechanism of PLP has long been debated, with two leading models attempting to explain
its occurrence. The maladaptive plasticity model proposes that PLP initiates from functional
reorganization in the primary somatosensory cortex (S1). In this process, nearby cortical areas
take over the region that no longer receives input from the missing limb. Conversely, the
persistent representation model suggests that higher PLP levels are associated with a
maintained representation and increased activity in the sensorimotor cortex corresponding to

the absent limb [112].

Makin and Flor [113] attempted to reconcile these models by presenting them as
complementary processes in S1. They propose that other brain structures may be similarly

crucial as S1 in understanding PLP, as the current models are inconclusive.

Weiss et al. [112] propose the concept of “predictive coding” to provide a more comprehensive
understanding of PLP. This approach hypothesizes that perceptual processes involve a

continuous interaction between the brain's expectations and actual sensory evidence. They
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introduce a three-step theory of the emergence and maintenance of PLP, incorporating

predictive coding and considering the processing of somatosensory information beyond S1.

1.4 CURRENT MANAGEMENT OF PNI-RELATED PAIN

Due to the diversity of its origin, there is no overall procedure to treat PNI-related pain, as the
different pain qualities impact each other. The different qualities must be identified to design
an appropriate therapeutic strategy. Effective management of PNI-related pain involves a
combination of pharmacological and non-pharmacological treatments and non-surgical and
surgical approaches [114, 115]. In contrast, several techniques have been proposed to treat

neuromas and neuroma pain with more or less efficacy [116, 117, 118].

1.4.1 Pharmacological treatments

Pharmacological interventions for PNI-related pain aim for nociceptive inhibition or membrane
potential stabilization. These include the use of medications like NMDA antagonists [119,
120], antidepressants [121, 122], anticonvulsants [123, 124], capsaicin [125, 126], calcitonin
[127, 128], and opioids [129].

Evidence for sodium channel blockers was inconclusive, but some are suggested to be effective
for specific subgroups of patients. Despite the efficacy of drugs with different mechanisms,
effect sizes are minor, and side effects are common, often leaving many patients without
sufficient pain relief. Combination therapy is often used when a single drug is only partially

effective [120, 119, 130, 131].

1.4.2 Non-pharmacological treatments

Due to the high number of pharmacological side effects, non-pharmacological treatments

receive higher approval rates from the clinical community.

Non-surgical treatments include electrical stimulation, to induce muscle contractions,
preventing atrophy during reinnervation [132, 133, 134], infiltration, referring to injecting a
therapeutic substance, such as a local anesthetic, corticosteroid, or sclerosing agent, directly
into or around the affected area [135, 136, 137], or mirror therapy, first introduced in 1996
[138] and consisting of reflecting the patient's intact limb to the covered stump. This last
method was designed to provide visual feedback of phantom limb movements to a patient,

therefore counteracting its absence.
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In contrast, various surgical approaches, specifically for neuromas, have been described in the
literature as a major determinant of neuropathic pain and the predominant driver of RLP [116,

117].

If the distal nerve end is available, nerve reconstruction can be performed using various

techniques, such as hollow tube constructs [139], autografts [140], or allografts [141].

When the distal nerve end is unavailable, most techniques focus on mitigating the effects of
the positive and negative symptoms after PNI by separating the nerve from external stimuli
such as pressure or mechanical irritation, by implanting the proximal nerve into adjacent tissue,
as bone, veins, or muscle [142, 143, 41]. These techniques have been shown to be effective for

both upper and lower-extremity neuromas, although their success is not universal [144].

Also, if the distal nerve is not accessible, several techniques have been explored for
nerve treatment, including centro-central neurorrhaphy, which involves connecting adjacent
nerves [145, 146, 147]; relocation nerve grafting, where nerve allografts are used to
guide nerve regeneration towards less painful destinations [148]; nerve capping, which uses
a cap on the terminal end of the nerve to reduce painful regrowth [149, 150, 151]; and
Regenerative Peripheral Nerve Interface (RPNI), where a free muscle graft is wrapped

around the terminal nerve stump to allow muscle innervation by the regenerating nerve [152].

However, no surgical technique could show consistently effective or superior treatment, and
the success of these procedures mentioned earlier is limited to reducing symptoms' intensity
[118]. Targeted Muscle Reinnervation (TMR) has been proposed as a possible alternative.
Initially performed to allow physiological control of advanced myoelectric prostheses [153],
TMR involves the removal of the terminal neuroma and the freshening of the nerve, which is
then coapted to a newly surgically divided motor nerve located nearby. The fascicles, which
are prepared to regenerate, grow down the motor nerve and enter the newly denervated muscle
to facilitate its re-innervation [ 154, 155, 156, 157]. Within the muscle, some fascicles establish
connections with motor endplates, while others establish connections with numerous sensory
end organs, such as proprioceptors, allowing for bionic reconstruction and the desired
improvement prosthetic control [158, 159, 118]. A key feature that differentiates TMR from
other neuroma treatments is its method of guiding the bundles of mixed primary and sensory

nerves toward their intended nerve receptor targets.
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Despite early concerns that TMR could produce or intensify pain, studies have shown that
TMR patients experience less pain after the procedure [159]. In addition, a preclinical animal
model confirmed the histologic restoration of myelinated nerve morphology with TMR [160].
By giving the regenerating fascicles a specific goal, TMR serves to promote healing of the

amputated nerve ending rather than just masking the injury.

1.4.3 The role of the sensorimotor incongruence and restoring the loop

Sensorimotor incongruence refers to the mismatch between the brain's expectations and the
actual sensory feedback received from the affected body part [161]. This discrepancy can lead
to various issues, including pain and impaired motor control, as the damaged nerves disrupt
the normal communication between the brain and the injured area [161]. Deafferentation after
PNI provokes the disruption of the normal communication between the nervous system,

muscles, and receptors [82].

Even if still under debate (see [162, 163] for reviews), closing the disrupted sensorimotor loop
might have potential benefits in terms of reducing deafferentation pain, improving the function
of prosthetic limbs for amputees, and treating neuroma [118, 164]. In fact, TMR may be able
to reverse the pathologic cortical reorganization associated with PLP [165, 166], which is
suggested to happen by restoring physiological continuity (through the restoration of
myelinated nerve morphology) after surgery [160], and therefore, closing the loop [167, 118,
159].

TMR has existed for over ten years [154, 155]. It is noteworthy that patients who have had
nerves redirected to their chest muscles report feeling their hand on their chest wall, indicating
the potential for targeted sensory reinnervation (TSR) [168]. Studies have demonstrated that
TSR of residual nerves in the upper limb can produce genuine sensations from the missing limb
[169]. This sensory feedback is crucial for further improving prosthetic control and reducing

phantom pain [170].

In cases where surgical restoration is not a viable solution, sensory substitution comes into
play. Sensory substitution aims to provide alternative or supplementary sensory feedback to
compensate for the lost or altered sensation after PNI. By using other intact sensory modalities
or assistive devices, sensory substitution may help to reduce the mismatch between expected
and actual sensory feedback, ultimately improving sensorimotor integration and functional

outcomes.
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As with mirror therapy, overall embodiment and reduction of PLP seem to be intense when
additional cutaneous feedback is provided by the prosthesis to the residual limb. Furthermore,
there is a significant increase in the functionality of the prosthesis by a feedback mechanism,
e.g., on the grip strength and walking parameters [171, 172, 173,174, 175, 176, 177, 178, 179].
A prosthesis with a feedback function shows potential as a therapeutic tool for reducing PLP
by addressing the sensorimotor incongruence that presumably leads to PLP after amputation

[37, 83].

Several advanced prosthetic hands are available on the market, providing numerous movable
joints, an extended range of movements, and improved dexterity of fingers [180]. Nevertheless,
the lack of sensory feedback for the user is still a significant drawback of today’s prostheses

[181, 182].

In addition to pain management, especially for hand movements, the interaction between
sensibility and motor functions is fundamental [37, 183, 184]. Moreover, there might also be a
potential benefit of providing sensory feedback to paretic limbs to reduce their deafferentation
pain. In their case, no orthotic devices that provide feedback are available, as they are supposed
to be purely supporting. However, pathological conditions, such as stroke, brachial plexus
injury, cerebral palsy, Parkinson's disease, and amputation, can cause distinct somatosensory
disabilities. Schneider et al. observed that patients with Parkinson's disease present
significantly higher difficulties distinguishing between two points on their index finger
compared to healthy individuals, while no significant difference was measured on the lower
arm [185]. Tyson described tactile impairment as more common than proprioceptive
impairment after stroke [186]. Like amputations, tactile problems in brachial plexus injuries
depend on the level of the injury [187]. Sensory dysfunctions can lead to additional difficulties.
For example, Auld and colleagues found that in children with one-sided cerebral palsy, about
30% of upper-limb motor function problems are due to spatial touch deficits [188]. In addition,
sensation also plays a crucial in body image and is necessary for experiencing body ownership

and pain [189, 190, 172].

The investigation of tactile perception has, up to now, used brief mechanical stimulation, its
most elementary form. Next to the common usage in everyday devices, such as smartwatches
and mobile phones [191, 192, 193], advanced prosthetic and orthotic devices frequently
incorporate vibration feedback to convey multiple functions that could be useful in neuropathic

pain management, among others, modality transitions and velocity adjustments [194].
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Nevertheless, research using elaborate tactile stimuli generally targets single regions of the arm
[195], and the region of injury and the accompanying symptoms might significantly alter the
patient's capacity to perceive vibrations at the designated stimulation location. Consequently,
a comprehensive understanding of human vibration perception is essential for optimizing these

technologies.

After peripheral nerve injury, patients experience various pain qualities and sensory alterations.
These include increased sensation proximal to the injury, such as hyperalgesia and allodynia,
and diminished sensations distally, such as hypoalgesia. Reestablishing the
interrupted sensorimotor loop is a promising strategy to reduce pain, for instance, by

using feedback systems like vibrotactile stimulation.

Previous investigations on vibration have primarily focused on the lower arm and hand [196,
197, 198], localized areas within prominent dermatomes [199], or predetermined arrays within
specific arm regions [200]. However, it is imperative to understand these phenomena in a
holistic map and across diverse patient populations to extend the potential of tactile stimulation
to them. Despite extensive research, the sensory capacity for vibration perception remains

incompletely explored in the arm.
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1.5 MOTIVATION FOR THE STUDY

The initial focus of this thesis is to examine the effects of sensory loss distal to the injury on
the perception of mechanical vibration. As a preliminary step, the baseline perception of
vibration feedback in the healthy arm will be assessed (section 4.1). Then, it explores the
consequences of peripheral nerve injury (PNI) when applying vibration proximal to the injury
site in amputees and distal to it in BPI subjects (section 4.2). This will help investigate the
potential of vibration feedback as a sensory substitute following PNI to complete the

sensorimotor loop (section 4.3).

Due to the lost connection between the receptors and the brain, sensory deficits are expected
distally from the injury site. As shown with TMR, sensorimotor restoration is a critical factor
in reducing neuroma pain [118], which affects 15% of patients after PNI (pooled prevalence,
ranging from 3% to 60% depending on the study) [201, 202]. Nevertheless, not all
individuals with a neuroma suffer from neuroma pain, suggesting additional local factors to
the lost connection. Therefore, owing to the presumed role of inflammation in neuroma pain,
the second aspect of this thesis involves a comparative analysis of various inflammation-
related cells, including the Schwann cell area, macrophage density, and T-lymphocyte
density relative to the nervous tissue area, comparing controls with neuromas, to further
distinguish between patients with and without neuroma pain and correlate these factors to

neuroma pain.
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2 METHODS

2.1 PSYCHOPHYSICAL ANALYSIS

2.1.1 Ethical approval

Ten healthy, able-bodied subjects, five persons with transradial amputations, and six persons
with a plexus brachialis injury (presenting a C5/C6 avulsion) took part in the study. All
participants provided their consent by signing a form that was approved by the ethics

committee at the University Medical Center Gttingen (Ethics Number: 26/6/20).

2.1.2 Experimental setup

The vibrotactile sensation ability for each of the six dermatomes of the arm-shoulder region,
namely C3, C4, C5, C6, T1, and T2, was investigated. The tactile sensations were elicited
using twelve vibro-tactors placed in pairs on each dermatome. The participant's response to

the vibrations was measured using three different assessment methods.

Throughout the experiments, participants sat at a desk with a computer screen, wearing noise-
canceling headphones. White noise was played when the tactors were active to prevent hearing
the vibrations. This ensured that the participants' decisions were based only on touch sensations
(Figure 8A/B). As user interface for control, a modified joystick was connected to a PC via a
USB port (the spring was detached to achieve an ideal motion translation; HT Series,
CH Products, USA). The PC operated the output of the stimulation channels, which were
attached to twelve high-end, state-of-art vibration motors based on voice-coil technology that
generate vibrations perpendicular to the skin (C2-tactor, Engineering Acoustics, Inc., USA;
diameter: 30.5 mm). These tactors provide a certain degree of independent control over both
frequency and intensity, though the two parameters are coupled through the resonance effect
(modulation of the frequency does not affect the amplitude; however, modulation of the
amplitude will, at some point, affect the frequency). They could be adjusted with 0.38%
amplitude precision (arbitrary values between 0 and 255, from now on expressed in
percentage of the maximal amplitude for easier reference) at their optimal operating frequency
of 230 Hz [203]. The limb was divided into three segments, each evaluated separately, defined
as the lower arm (mostly innervated by T1 and C6), upper arm (mostly innervated by T2 and
C5), and shoulder (mostly innervated by C3 and C4). The tactors were positioned on each
dermatome of these segments, using relevant anatomical features. The distance between the
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processus styloideus ulnae and the armpit (PSU-AP), between the armpit and the articulatio
acromioclavicularis (AP-ACC), and between the shoulders (SH) was measured. The tactors

were then placed as follows (Figure 8C):

1. Distal and proximal T1, C6: i (PSU — AP) and% (PSU — AP) from the processus
styloideus ulnae, correspondingly

2. Distal and proximal T2, C5: § (AP — ACC) and g (AP — ACC) from the armpit,
correspondingly

3. Dorsal C4 and C3: é (% (SH)) and g (% (SH)) from the articulatio acromioclavicularis

correspondingly- To avoid the clavicle, the placement had to be marginally adapted on

the ventral part of C4 and C3.

Moreover, every two tactors were at every moment separated by at least a tactor-diameter, such
that the minimum distance between the centers of vibration was a minimum of 6 1mm (Figure
8D). Additionally, on the lower arm, the tactors used were proximal on C6 and T1 because the
anatomical distance between distal points could (for some subjects) be lower than the
minimally required distance for the simultaneous application of stimuli (i.e., lower than
61mm). The choice of distal locations on C5 and T2 for the upper arm was made to prevent
uncomfortable sensations caused by continuous vibrations close to the axilla, which is where
the ulnar nerve runs near the surface. The ventral locations on C3 and C4 were used on the

shoulder because the sensation threshold is significantly lower than on the dorsal part.
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Figure 8 - Psychometrics setup (A/B) The experimental setup included a PC for data recording, visual instructions, and tactile
stimulation; a stimulator to control the tactors; and a joystick as the user interface. Participants wore noise-canceling
headphones with white noise playing whenever the tactors were active to mask the vibration sound (A) Able body participants
used the stimulated arm to control the joystick, (B) while amputees and BPI participants used their healthy arm. (C) In total,
twelve tactors were placed on the arm and shoulder/neck, stimulating the dermatomes innervated by cervical spinal nerves C6
(not in TR amputees), CS5, thoracic spinal nerves T1 (not in TR amputees) and T2, and cervical spinal nerves C3 and C4. This
allowed for mapping tactile sensations to vibrations across the entire arm. The arm was divided into three sections, each
evaluated separately: lower arm (mainly connected to T1 and C6 nerves), upper arm (mainly connected to T2 and C5
nerves), and shoulder (primarily connected to C3 and C4 nerves). (D) Moreover, it was ensured that two tactors were always
placed at a distance of a tactor-diameter, such that the minimum distance between the vibration centers was at least 61mm
(modified from [204]).

2.1.3 Experimental tasks and protocol

Three tasks were conducted to assess the ability to sense vibrations in the lower arm, upper
arm, and shoulder. The tasks took place in three sessions, each focusing on a specific arm-
shoulder area and lasting 1-2 hours. There was a break of at least one hour between sessions,
or they were held on separate days. The tasks are summarized here and explained in greater

detail below:

1. The tactile sensation threshold was assessed by progressively increasing the amplitude
of each of the twelve vibro-tactors independently, i.e., quantifying the sensation

threshold in four points of each of the arm regions mentioned above.
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2. The Weber fraction [205], which describes the percentual increment of the amplitude
needed to be perceptible for the subject, and the number of distinct intervals that the
subject could perceive. This was done by evaluating the just noticeable difference in
amplitude between two separate vibration stimulations delivered one after the other on
the same spot (four points per arm region).

3. Finally, a compensatory tracking task was used to study the subject's ability to
distinguish continuous stimulation on the two main dermatomes of each arm segment.
In this case, a method called frequency identification of human operators was
employed, based on McRuer and Weir's control theory [206], which was already used
by Dosen et al. [175] for similar objectives. The human transfer functions collected in
this phase enabled estimating the magnitude and phase delay of the participant's
response to changing stimulation signals. This test was conducted only once per arm

region, resulting in a total of three data points per participant.

2.1.3.1 Sensation threshold

The method of limits was used to determine the sensation threshold (ST) for each stimulation
side [17]. The experimental task began by randomly selecting one of three arm-shoulder
regions. One tactor was then selected from a randomly generated list of four, with the others
remaining off. The intensity of the selected tactor was increased in steps of 0.78%, starting
from 0% amplitude, with a break of 0.5 seconds between consecutive stimuli. The subject
reported the first time they perceived the stimulation, after which one additional stimulus was
applied at the maximum amplitude. The subject then identified the location of the stimulation
on their arm. This process was repeated for each of the four tactors in each of the three arm-
shoulder regions for a total of 12 measuring points. The maximum intensity level was set at
100% because the vibrotactile devices did not cause any pain. The testable intensity range for
each site was defined as /STi, 100%)], where i=1, ..., 12. For able-bodied participants, the
tactors were placed on the dominant arm, while for patients, the tactors were placed on the
affected side, and the joystick was handled with the opposite arm. The sensation threshold was
not measured on the distal lower arm of the amputees, and it was not defined as 100% to avoid
distorting the performance of the proximal lower arm. The overall procedure took

approximately one hour and was completed in one session.
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2.1.3.2  Just noticeable difference

In the second task, the just noticeable difference (JND) was measured, which is the smallest
change in amplitude between two sequential stimuli that a participant can detect. The order in
which the arm-shoulder areas were assessed was determined randomly. In each chosen area,
four vibrating devices were placed on the related dermatomes of the proximal and distal (or
ventral and dorsal for the shoulder) sides. As in the previous task, one device (i.e., one
dermatome) was randomly chosen to be active. The experimental task consisted of applying
two consecutive stimuli of varying intensities to the selected dermatome: a base (lower and
constant) and a test (higher and variable) stimulation. Each stimulus lasted for 0.5 seconds,
with a 1-second pause between the two stimuli (Figure 9A). The two stimuli’s order was
randomized. After every two stimuli, the subject was required to select the stimuli with higher
intensity by turning the joystick left (implying the first stimulus had higher intensity) or right
(signaling the second stimulus had higher intensity). Put simply, the subject had to identify
which of the two stimuli was the test stimulus. This process was repeated until ten reversal
points were reached (see below). During the experiment, the baseline stimulus within the
selected stimulation site remained constant in intensity, while the intensity of the test stimulus
was adjusted using the staircase method. The baseline intensity was fixed at ST; + 0.15 *
(100% — ST;), while the test stimulus was initially set to ST + 0.9 * (100% — ST). If no

sensation threshold was measured at any point, it was defined to be 100%.

The baseline stimuli were increased by 15% of the perceivable range, as continuous stimulation
on the same spot was expected to shift the sensation threshold upward due to adaptation effects,
making the baseline stimuli undetectable. Similarly, the first test stimulus was reduced to 90%
of the testable range to avoid overstimulation and slow the overall adaptation to the stimuli.
When the participant accurately identified the higher intensity stimulus (i.e., the test stimulus),
the intensity of the subsequent test stimulus was decreased by 1.18% of the maximum
amplitude. In contrast, if the participant made an incorrect identification, the intensity of the
following test stimulus was increased by 3.53% (Figure 9B). The oscillation point was
determined as the average intensity preceding all stimuli with erroneous identifications

throughout all trials, or as the average of ten reversal points (Figure 9C).

To determine the just noticeable difference (JND) of the chosen stimulation site, the difference

between the oscillation point (OP) and the baseline intensity was calculated as a percentage of
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OP—(ST+0.15%(100%—ST)
255

the maximum amplitude., JND = ¥ 100 (2";* 100 , because

max(Amplitude) = 255, and it is preferably expressed as a percentage). This process was
repeated for each stimulation site (i) in each arm-shoulder region, yielding twelve distinct
measurements of the IND;, i=1, ..., 12. If the participants could not feel anything in the whole
range of a dermatome, the JND was defined as 100, and no further experiments were conducted

on that dermatome.

Figure 9 - Just noticeable
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2.1.3.3 Closed loop compensatory tracking

A compensatory tracking task was used to evaluate the participant's ability to distinguish
between dynamically changing stimuli. In this task, the participant received two-dimensional
feedback on their performance as they tried to track a 90-second reference signal using a
joystick input interface. The reference signal was a pseudorandom multi-sine wave consisting
of nine components ranging from 0.1 Hz to 2 Hz. The five sine waves with higher frequencies
(>0.4 Hz) had half the power of all other components combined, and the signal ranged from -

1 to 1. The tracking error was determined as the difference between the user input (i.e., joystick
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position) and the reference signal. This error was communicated to the participant through
either two tactile units placed on different dermatomes of the chosen arm-shoulder area or
visual feedback on a computer screen. The participant was first trained on the task using only
visual feedback. The error was displayed as a red circle moving along a horizontal axis on the
screen, with a green vertical line indicating zero error. The participant was instructed to move
the joystick to keep the red circle on the green line. Once familiar with the task, they completed

ten additional trials using visual feedback only.

Next, tactile vibration feedback was combined with the visual feedback. The participant was
asked to perform the task three more times, focusing on the relationship between the movement
of the red circle on the screen and the sensation of stimulation. In the tactile vibration feedback
condition, the direction of the error was represented spatially by two tactors, and the stimulation
strength was proportional to the error size. The participant's goal was to minimize the intensity
of the stimulation by moving the joystick in proportion to the perceived stimulation intensity

and in the opposite direction from the active stimulation site.

The evaluation process began after the subject had been trained to use tactile feedback only for
at least three trials. They were asked to complete ten additional trials, and a 1-2 minute break
was introduced after each trial to avoid fatigue. The evaluated arm-shoulder regions were
randomly selected for each trial. The overall process resulted in a total of thirty data points for
the vibrotactile condition (ten per arm-shoulder region) and an additional ten data points for

the visual condition.

To analyze the data, the tracking correlation coefficient for each trial was calculated. The
coefficient measures the similarity between the subject's input and the reference signal, with a
value of 1 indicating perfect tracking. The subject's ability to differentiate between the dynamic
stimuli was assessed by comparing the tracking correlation coefficients between the
vibrotactile and visual conditions. If the coefficients were significantly higher in the
vibrotactile condition, it indicated that the subject was better able to differentiate between the

stimuli with the addition of tactile feedback.
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Figure 10 - The real-time control loop. The participant (human operator) operator is considered to be a component of a
dynamic system. The aim is to produce a signal with the joystick that minimizes the tracking error in relation to a predetermined
reference trajectory. The operator is provided with feedback through both tactile and visual modalities regarding the tracking
error. The visual feedback is conveyed through an on-screen circle that represents both the sign and magnitude of the error. In
the tactile feedback conditions, the active stimulator is used to convey information about the sign and amplitude of the error
(from [204]).

2.1.4 Data analysis and statistics

The experiment measured several outcomes to unravel the acquired data: (1) the sensation
threshold (ST) in which the participant could feel the stimulation, (2) the success rate of
recognizing the stimulation location, (3) the number of distinct intervals (NDI) defined by the
magnitude of the just noticeable difference (JND), (4) the Weber fraction (WF) as the
percentage difference needed between two stimuli to be classified as different, and (5) the
tracking performance measured by delay, average rectified error, and correlation coefficient

during the tracking task.

To calculate ST, the data from three trials for every one of the twelve locations in the arm-
shoulder region were averaged for each subject, and then these values were averaged across
the three arm-shoulder segments (lower arm, upper arm, and shoulder) and two sides of the
region (ventral and dorsal). The calculation of JND was performed for each individual
location as well as for arm-shoulder segments, considering both ventral and dorsal sides,
and used to

calculate NDI iteratively using the equation: I, = I+ JND * I, where I is the stimulation

intensity and k counts the intervals. The NDI was set to k when I, ; exceeded the maximum
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intensity. The WF was calculated from the JND using the formula: WF = ! A;)D * 100, where

b is the baseline intensity.

The trial tracking performance was assessed by comparing the generated and reference
trajectories for each of the three arm-shoulder segments, and the shape similarity, average
deviation, and time delay were compared. The mean values of these three parameters were

calculated for each subject and arm-shoulder segment.

One-sample Kolmogorov-Smirnov tests showed that any of the outcome parameters were
normally distributed. Therefore, a Friedman test combined with a post-hoc Wilcoxon signed-
rank test were utilized to determine significant differences between different locations,
segments, and sides of the arm-shoulder region. Additionally, a Kruskal-Wallis test in
combination with a post-hoc Wilcoxon ranked-sum test were utilized to detect statistically
significant differences between different populations. All statistical tests were corrected for
multiple comparisons using the Bonferroni-Holm correction. The significance threshold was

set to 0.05.

To investigate the variance between subjects and how it compares between segments and

populations, Levene’s tests were performed.

All results are presented as "median [interquartile range (IQR)]".
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2.2 NEUROPATHOLOGICAL ANALYSIS OF NEUROMAS

2.2.1 Ethical approval

The present study was approved by the ethics committee at the University Medical Center

Gttingen (Ethics Number: 20/11/17).

2.2.2 Human Tissue

The analyzed samples include nerves from upper and lower limb amputees suffering neuroma
pain at their residual limb (Neuroma pain indicating surgery was defined and exhausted non-
surgical treatments as improvement of prosthetic fitting, desensitization (and was objectified
by clinical examination (reliable HT sign), pain relief after infiltration with local anesthesia,
imaging (MRI and/or ultrasound). These nerves will be referred to as neuroma with neuroma
pain. Furthermore, peripheral nerves were obtained from amputees which suffered Residual
limb pain (RLP) due to scars, soft tissue problems, insufficient socket fitting,
etc. ,and intraoperatively, neuromas were found. Surgical treatment was TMR and/or
burying the nerve [41, 154]. These nerves will be treated as neuroma without neuroma pain.
The third group of nerves are nerves that were freshly transected and harvested during
tumor surgery and are further seen as the control group. All surgical procedures were
performed at the Department of Trauma Surgery, Orthopedics, and Plastic Surgery, and the
samples were processed and stored in the Department of Neuropathology, both located at

the University Medical Center in Gottingen (UMG) (Table 1).
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Patient |Gender Age (years) [Procedence [Pain Neuroma [HT VAS
1 m 32 Leg (right) |Yes Yes Yes 3
2 m 36 Leg (right) |Yes No Yes 10
3 m 33 Leg (both) |Yes Yes Yes 7
4 m 55 Arm (right) [No No No 0
5 m 61 Arm (right) |Yes Yes Yes 8
6 m 39 Sh. (left)  [Yes Yes Yes 5
7 m 32 Hand (right) |Yes Yes Yes 3
8 m 38 Leg (left) |No No No 0
9 m 23 Arm (left) |Yes Yes Yes 3
10 m 46 Leg (left) |Yes Yes Yes 6
11 4 28 Leg left Yes Yes Yes 9
12 m 77 Leg (left) [No No No 0
13 4 63 Arm (left) [No No No 0
14 4 49 Leg (right) [No No No 0
15 \ 66 Leg (left) |[No No No 0
16 m 25 Arm (right) [No No No 0
17 m 40 Arm (left) [No Yes No 0

Table 1 - Tissue samples. Demographics of the included patients. Greyed out samples were excluded due to difficulties in
comparison like cutting angle or nerve growth. Patients with neuroma and pain underwent surgery due to named pain. Patients
with neuroma but without pain underwent surgery due to secondary aspects, as prosthetic fitting. A neuroma was detected
intrasurgically and removed. The control group are freshly cut nerves, without pain or neuroma. These were extracted during
tumor surgery.

33



2.2.3 Sample preparation and tissue processing

2.2.3.1 Tissue collection and fixation
All samples were sent from the operation rooms in the UMG to the Neuropathology laboratory

in a wet chamber devoid of fixatives. After the macroscopic inspection of the biopsies by a
neuropathologist, the tissue samples destinated to paraffin embedding were placed in labeled

embedding cassettes and fixated in a 3.7% formalin solution for 12-24 hours.

2.2.3.2 Embedding
Following the fixation step, the tissue was removed from the formaldehyde solution and soaked

in running tap water for 2 hours. Subsequently, the tissue was further prepared using
an Excelsior tissue processor. Here the tissue samples passed automatically through
ascending alcohol series, isopropanol, and xylene for given exposure times. Finally, the
samples passed through two or three paraffin baths. After approximately 18 hours, the
samples were taken from the last paraffin bath of the embedding machine and immediately
transferred to the paraffin bath of the pouring station. Here the tissue samples were
individually removed from the embedding cassettes and poured using metal molds and the
bottom of the embedding cassettes. The obtained paraffin blocks were stored in the

block archive of the Department of Neuropathology, UMG.

2.2.3.3 Cutting and mounting of formalin-fixed paraffin-embedded tissue slices
Upon embedding and/or before cutting, the paraffin blocks were cooled on cooling plates and

prepared for making 5-6 um-thick paraffin sections. The paraffin sections were collected in a
cold-water bath, individually mounted on microscope slides, and transferred to a warm water
bath for a short time. Here they were allowed to fix on the slide by means of the heat and then
collected in a staining rocker to dry. Sections of different cases were collected and dried at
80°C in a drying oven for 10 minutes. After drying, the sections were first deparaffinized in
xylene and then led through a descending alcohol series to water to facilitate the staining

process in aqueous solutions.

2.2.4 Histological and immunohistochemical stainings
Histological and immunohistochemical stainings were performed on slices of the above-

mentioned peripheral nerves.

Nuclear structures were labeled using hematoxylin (H), and immunohistochemical stainings

were performed using the following primary antibodies:
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- Anti-CD3, which recognizes the CD3 cell surface glycoprotein that plays a crucial role
in T-cell activation and signaling and serves as a reliable marker for T-lymphocytes
[207], whose infiltration is associated with the development of neuropathic pain [208].

- KiMI1P, a marker for macrophages and monocytes. Macrophages contribute
significantly to neuroinflammatory responses following nerve injury and the
development and maintenance of neuropathic pain [209].

- Anti-S100. S100 belongs to a family of calcium-binding proteins and is predominantly
expressed in glial cells, including Schwann cells, which are responsible for myelination,
peripheral nerve support [210] as well as peripheral nerve regeneration during neuroma

formation [211].

Antibody Host Dilution Provider Cat. Number
CD3 (Paraff) Rabbit 1:25 Dako A0452
KiM1P Mouse 1:50 Path. Kiel
S$100 Rabbit 1:400 Dako 70311

Table 2 - Antibodies

These primary antibodies were dissolved in 10% FCS/PBS and filled into a cover plate
chamber with a volume of 120 pul. The tissue slices were then incubated for 90 minutes at room
temperature. The primary antibody binding was visualized using a biotinylated secondary

antibody followed by a developing step with avidin-peroxidase and diaminobenzidine (DAB).

In addition to the immunostainings, the Elastica van Gieson (EvG) histological staining [212]
was performed to provide an overview of the tissue architecture and composition and in
particular, to detect the different fiber types present in the connective tissue. The final
staining mix is composed of two primary solutions: Verhoeff's hematoxylin and Van
Gieson's stain. Verhoeff's hematoxylin stains elastic fibers black or dark blue, while Van
Gieson's stain, which is a mixture of picric acid and acid fuchsin, stains collagen fibers red

and cell nuclei dark blue or black.
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2.2.5 Digitization of histological sections
Whole-slide bright field scans of the stained tissue slices were acquired at 20x-magnification

using an Olympus VS120 slide scanner for subsequent digital analysis.

2.2.6 Analysis of histological images and methodological development

When multiple specific structures need to be highlighted in brightfield microscopy, a
combination of stains with different spectral absorption characteristics is used. However, the
individual contrast information of each stain gets diluted due to the multiplication of their
distinct spectral transmission. Therefore, it is crucial to reconstruct the contrast information of

each stain to obtain its diagnostic benefits.

Color deconvolution using a set of stain vectors to calculate the stain concentrations in every
pixel of the image was applied on the hematoxylin/DAB stainings. These vectors represent the
optical properties of each stain, such as its absorbance spectrum and the wavelength-dependent

contribution to the overall color of the image [213].

Furthermore, a method able to differentiate between organized and unorganized nervous tissue

was developed.

Therefore, several algorithms were designed for the different automatized image analyses in
Python, combining existing libraries such as SciPy and OpenCV [214, 108], as well as self-

written functions. The analysis can be broadly differentiated into two methodologies:

1. A combination of machine learning approaches, together with computer vision,
was used for tissue segmentation and morphological analyses of EvG staining.
2. A combination of color deconvolution and, again, computer vision was designed for

positive staining detection in S100, KiM1P, and CD3 stainings.

All analyses were performed on a Razer Blade 15 Laptop with an Intel Core i7-10750H
Processor working at 2.60GHz, 15.86GB RAM, and an NVIDIA GeForce RTX 2070 graphics
card with Max-Q design.

2.2.6.1 Tissue segmentation
Using unsupervised classification, which requires less computational power compared to

supervised classification, the existing dataset underwent an initial evaluation using K-Means
clustering. This vector quantization approach aims to separate n data points into k unique
clusters. By assigning each data point to the nearest cluster mean, which serves as the cluster's

representative, the data space is effectively divided into Voronoi cells (Figure 11).
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Figure 11 - KMeans clustering. (A) Step 1: k initial centroids (k=3 in this case) are randomly chosen within the data domain
(indicated by distinct colors). (B) Step 2: k clusters are formed by associating each data point with the nearest centroid. The
partitions displayed represent the Voronoi diagram generated by the centroids. (C) Step 3: The geometric center of each of the
k clusters is determined, becoming the new centroid. (D) Step 4: Steps 2 and 3 are iteratively repeated until a convergence
criterion is satisfied.

However, after initial evaluation, a Random Forest Classifier from scikit-learn was used as the
model, with a pixel-based segmentation being computed using local features based on local
intensity, edges, and textures. As an ensemble learning algorithm, it is based on the concept of
training several models using distinct data subsets and integrating their predictions to enhance
the overall accuracy of the resulting model (Figure 12). During classification, the RF develops
branches that decrease classification error using a measure similar to entropy while trying to
minimize it at each branch. A metric commonly used is the Gini index G = YK_, Pr (1 —
DPmk), Where P, denotes the proportion of observations in the m-th region belonging to the

k-th class, essentially functioning as a measure of variance.
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Figure 12 - Random Forest Classifier. (A) Unclassified data. (B) A subset of datapoints is passed to the decision trees. Each
decision tree produces a result. Using majority voting, a final output is defined. To avoid overfitting, not all features are
included in the decision trees. (C) The same procedure is performed with all pixels in the image.

This algorithm was implemented into a workflow to segment images directly from the server
into defined labels. In the first step, several regions of interest (ROI) were selected in every
image, in which differentiation was made by commenting between tissues to segment.
Additionally, regions to be excluded were selected, as some samples included tissues that did

not belong to the nerve itself and remained on the sample from the staining procedure. Using
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the Open Microscopy Environment (OME) Remote Objects (OMERO) library, the algorithm
automatically communicates locally with the OMERO server to retrieve every image and its
associated ROIs. Using a predefined python dictionary, it transforms the combination of ROIs
into a 2-dimensional mask, in which each pixel was either 0 (unlabeled), or a number between

1 and n (respectively for every tissue) (Figure 13).
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Figure 13 - Image import and preprocessing. Workflow for the import of images from OMERO, their preprocessing and
the generation of training masks. ROIs predefined in OMERO are imported together with the images. These are used to
generate the mask and to remove the regions without interest from the image.

The algorithm then uses the feature module from Scikit-image [215] to extract local features
from the imported and resized image at multiple scales. It computes them by taking an image
as input and calculating the features using a Gaussian pyramid approach. In this approach, the
input image is repeatedly blurred and subsampled to generate a sequence of images, from which
two main features are extracted by averaging over the scales. On the one hand, the pixel
intensities, on the other hand, the eigenvalues of the Hessian matrix, providing information
about the local structure and orientation of image features, such as edges, corners, and blobs.
The resulting feature matrix contains the basic features for each pixel at each scale and is used

together with the mask to generate training and testing data, by randomly splitting the dataset
into two subsets (g for training and § for testing). Then, the training data is used to train the

random-forest classifier (for computational reasons, the images and ROI-masks were split into
four equal pieces, trained separated, and stitched together afterward). In the next step, the
classifier then predicts the unlabeled pixels and outputs a n-dimensional matrix containing a 1-

dimensional mask in every dimension (again, respectively for every tissue) (Figure 14).
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Figure 14 - Training and segmentation. Depiction of the workflow using the image and mask to train a model able to segment
the image by predicting unlabeled pixels based on the features extracted from the image. This workflow outputs a matrix made
of a stack of one-dimensional masks, one for every tissue.

2.2.6.2 Morphological analysis using EvG-staining
The increased contrast achieved with EvG-staining was used to differentiate between organized

and unorganized nervous tissue using tissue segmentation as depicted in 2.2.6.1. Therefore, the
resulting tissue mask for this staining consisted of a 6-dimensional matrix, where every layer
consisted of a mask of either background, organized nervous tissue, unorganized nervous
tissue, connective tissue, fat tissue, or erythrocytes. Most of the masks were kept as they were;
however, the mask containing organized nervous tissue was further filtered in an additional
step, as the algorithm sometimes misinterpreted forming neuroma for an organized nervous
tissue. Here, the algorithm uses the inherited roundness of healthy fascicles in its favor. Using
a Laplacian transform, it defines the masks’ borders. Dilatating these borders and subtracting
them from the actual mask allows separation of single fascicles from each other. Then, the
greatest circle fitting in each fascicle and the smallest circle fitting the whole fascicle are
calculated. It was then defined that the radial ratio between both circles had to be less than 0.2,
to define it as “round enough”. The pixels not reaching this goal were deleted and not further
considered. Additionally, a mask for the connective tissue intruding neuroma was generated by
creating a new mask surrounding the interconnected neuroma by performing a convex hull
surrounding the neuroma tissue. To identify connective tissue in this area, adding to it the
connective tissue previously wrongly identified as nervous tissue during segmentation, a

threshold was applied targeting its specific staining color, and the result was added to the
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original connective tissue mask. It additionally results in a mask containing only the connective

tissue located in the surroundings of unorganized fascicles (Figure 15).

Correction
1. measure largest circle =y

Tissue masks envolving contour

generate

= organized =5 2.>1.x02 D=y area>x D
contours
2. measure largest circle
inside contour
> fat
tissue masks ==
background  ~==——3  dilate ~=—l————— bitwise not P> tissue masks
conn. tissue inside
= conn. tissue P bitwise_and =¥  unorganized ==

nervous tissue

enerate convex
: >

k
contours hull mas

== unorganized

Figure 15 - Tissue correction. Workflow showing the correction of the masks after segmentation.

The masks are then used to define the percentage of each tissue in relation to the whole nerve,
the “normalized deviation” between organized and unorganized nervous tissue, as well as the

amount of connective tissue inside the neuromas.

Using the percentual amount of white pixels in relation to the black ones in the mentioned
masks, the relative amount of healthy fascicles (organized nervous tissue), neuroma

(unorganized nervous tissue), connective tissue, fat tissue, and erythrocytes were calculated.

The calculated percentages were then applied to the actual area of each transection, allowing
to compare the relative quantity of every tissue together with its absolute amount. This was
performed by first defining the nerve’s area using the total area of the image obtained and
multiplying it by the known percentage of tissue in the image. Afterward, each of the obtained

relative amounts was multiplied by the total area.

Furthermore, the ratio between the amount of organized and unorganized fascicles was

unorganized—organized

calculated using the following formula This results in a value

max (unorganized,organized)’
between -1 and 1, from which 1 means that only unorganized nervous tissue is present and -1,

that only organized nervous tissue is present (which is only true for the control group).
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The resulting values were used to correlate relative and absolute amounts with the pain level

reported by patients with neuroma.

Kolmogorov-Smirnov tests of normality were employed to verify that the data does not differ
significantly from a normal distribution. To compare the relative amounts of tissue between
the groups, t-tests for independent samples between both populations were employed. As in
the case of the relative and absolute amounts of unorganized fascicles in controls, the results
cannot possibly be normally distributed. Thus Mann-Whitney U tests were performed on these

cascs.

As the number of samples is small, Spearman correlation coefficients were calculated with
associated p-values between the different tissue percentages and normalized deviations and

pain levels reported by the patients (VAS).

All results are presented as “median [interquartile range (IQR)]”.

2.2.6.3 T-Lymphocyte-, macrophage-, and Schwann-cell-quantification

Quantifying T-lymphocytes, macrophages, and Schwann-cells, as the analyzed cells require
the image to be in its full size, they were processed in chunks of 1000x1000 pixels, to reduce
computational costs and time. Additionally, due to the less differentiable staining, the images
where solely segmented into nervous tissue and background (as depicted in 2.2.6.1), using
solely one model for all images of a single staining. Chunks were then only processed, if the

segmented chunk contained peripheral nerve, further reducing computation.

For every staining, the first step was to deconvolute the staining channels to separate and
individually analyze the hematoxylin (nuclei) and DAB (protein of interest) (Figure 16) using
Scikit-learn [213].
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Figure 16 - Color deconvolution. The original image (A) is separated into the different stains: Hematoxylin (B) and DAB
©).

The relevant signals were then detected by converting the hematoxylin and DAB channels to
gray images and applying mean adaptive threshold to them. The main idea behind adaptive
thresholding is to calculate a unique threshold value for each pixel, considering the pixel
values within its surrounding neighborhood. This allows the algorithm to adapt to local
changes in illumination and contrast, leading to more accurate and robust segmentation of
foreground and background regions. In mean adaptive thresholding, for each pixel, the
threshold value is determined by calculating the mean pixel value within its neighborhood
and then subtracting a constant value. This method is sensitive to local changes in
illumination and can produce better results when the background has a relatively uniform

intensity (Figure 17).

¢ ®

Figure 17 - Nuclei mask. Using the detected nuclei, a mask is generated (B), which is then applied to the DAB-positive tissue
mask, which contains the positive stainings after thresholding the DAB channel (C).

Depending on the analyzed staining, the thresholding and following cell counting might vary
slightly. As T-lymphocytes are relatively round, nuclei were excluded if they surpassed a
specific aspect ratio. For this, the smallest enclosing circle and largest circle inside the nuclei

were calculated for every nucleus. Additionally, the smallest enclosing rectangle was
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calculated and, using the width and height of the rectangle, the aspect ratio was calculated. If
the inner radius was larger than the outer radius x 0.1 and the aspect ratio was between 0.8 and
1.2, the nucleus was seen as valid. Additionally, all nuclei beyond a specific size (between
20px and 250px) are also excluded. As positive CD3 staining is typically seen around the
nuclei, a mask is generated using detected nuclei in the hematoxylin channel. Each positive
pixel accumulation on that mask is enlarged and applied to the DAB channel. The masked
channel is then used to detect CD3-positive cells. A similar approach is performed for KiM1P;

yet, the ratio-filtering was not applied (Figure 18).
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Figure 18 - Positive cell detection. After applying the mask, the number of nuclei (after filtering) (B) and DAB-positive cells
(O) is counted.

However, regarding S100, the masking step is not usable as such, as the S100-positive areas
might not be at a certain distance around nuclei. In this case, a distinct approach was performed,
with the introduction of a strict methodology determining which positive cells to count and
which not to count. The nuclei and S100-positive cells were detected, and they were labeled to
make them identifiable. Subsequently, all S100-positive staining that did not contain at least
one nucleus inside was excluded. Since the Schwann cell's nucleus might not be on the current
slice plane, correctly labeled S100-positive cells are being excluded; however, false positives

are ensured not to be included.

As ratios between populations are being compared, and the named limitation is equally applied
to all samples, statistical errors are not introduced. The obtained results were the number, as
well as area covered by nuclei, macrophages, T-lymphocytes, and Schwann-cells. The number

of cells per unit area of nervous tissue was calculated by dividing the total number of positive

number of cells

cells by the area of the nervous tissue (a ). To facilitate comparison and

rea of nervous tissue
interpretation, we normalized this value to a range between 0 and 1, with 0 representing no
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positive cells and 1 indicating the maximum possible density of positive cells in the tissue. The

area of cells ))

same was applied for the area (norm ( ,
area of nervous tissue

These values were used to compare the number of macrophages and T-lymphocytes in relation
to the total area of nervous tissue, as well as the area covered by Schwann cells in relation to
the total are between controls and neuroma patients, further distinguishing between neuroma
patients with and without neuroma pain. Additionally, as it is not known if the positive cells
are on organized or unorganized nervous tissue, a positivity factor was calculated, using the
previously computed normalized deviation between organized and unorganized tissue. For this,

the number of positive cells was divided by the aforementioned normalized deviation:

unorganized — organized ( number /area of cells )

*
max (unorganized, organized) area of nervous tissue

These results were further correlated with the pain level reported by patients with neuroma.

Kolmogorov-Smirnov tests of normality were employed to verify that the data does not differ
significantly from a normal distribution. To compare the relative amounts of tissue between
the groups, t-tests for independent samples between both populations were employed. As in
the case of the relative and absolute amounts of unorganized fascicles in controls, the results
cannot possibly be normally distributed. Thus Mann-Whitney U tests were performed on these

cascs.

As the number of samples is small, Spearman correlation coefficients were calculated with
associated p-values between the different tissue percentages and normalized deviations and

pain levels reported by the patients (VAS).
All results are presented as “median [interquartile range (IQR)]”.
2.2.6.4 Model validation

Next to the visual validation of the segmented images, Random Forest algorithms supply

several methods for additional model validation. As stated, during the training, not all training
data is used, as é of it is kept out of the fitting to be predicted afterward. Here, the model is

applied to the remaining pixels, and it uses the labeled mask to compare the prediction results

with the actual labels.
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Moreover, an overall report is generated that provides further information on the performance.

It includes metrics such as accuracy, precision, recall, and F1-score.

The accuracy of the classifier is the proportion of correctly classified instances in the data set.
Precision quantifies the ratio of true positive outcomes to the total number of predicted positive
cases, while recall calculates the ratio of true positive outcomes to the overall count of genuine
positive instances. Lastly, the F1-score is calculated using the weighted average of precision
and recall, which considers both metrics simultaneously to provide a balanced assessment of a

model's performance.

As a further method of testing the model’s stability, k-fold cross-validation was performed. K-
fold cross-validation is a widely used technique for assessing a model's performance in machine
learning and statistical modeling. It helps to address the overfitting issue, as it provides a more

robust estimate of the model's generalization ability when applied to unseen data [216].

During k-fold cross-validation, the dataset is divided into k equally sized subsets or "folds".
The model is then trained and evaluated k times. In each iteration, one of the folds is used as
the validation set, while the remaining k-1 folds are used for training. The process is repeated

until every fold has been used as a validation set once [216].

By averaging the performance metrics (e.g., accuracy, precision, recall, F1-score) obtained
from each fold, a more reliable estimate of the model's performance is obtained, mitigating the

risk of overfitting, reducing the dependence on any single partitioning of the data [216].

Further, an extra step was performed, in with a model trained on an image containing

unorganized nervous tissue was used to segment a control image.

Lastly, the reduction of the images was compared to using the full image size, to test if the

methodology removing detail will affect the result.
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3 RESULTS

3.1 PSYCHOPHYSICAL CHANGES AFTER PNI

To fully map the tactile sensations in response to vibrotactile stimulation across the whole arm-
shoulder region (namely the lower arm (LA), upper arm (UA), and shoulder (SH), as well as
the dorsal (dors) and ventral (vent) sides) of ten able-bodied (4B), six plexus brachialis (BPI),
and five transradial amputated (7R) participants, three psychometric evaluations were

performed.

For simplicity, the baseline obtained from the comparisons of the outcome and variance
between segments (LA, UA, and SH) and sides (dors, vent) from able-bodied participants is
presented first. Afterward, the results for both patient populations are assessed and put in

comparison to the baseline.

To facilitate readability, all results are supplied in several tables as supplementary material and

only the p-values of significant results are named.

3.1.1 Sensation capacity on the healthy arm

3.1.1.1 The Sensation Threshold is location dependent.

Comparing the sensation threshold (ST) between the different regions of the arm and shoulder
on AB, a significantly higher threshold on the shoulder than on the lower arm was found (p =
0.004). No differences between LA and UA or between U4 and SH were found. In terms of
variance, no significant differences between either of the segments was detected. In addition,
the ST on the dorsal side was discovered to be significantly higher than on the ventral side (p
=0.008), displaying a similar variance (Figure 19).

Figure 19 - Sensation threshold. along the

A8 B arm and shoulder region (in percent of the
= G maximum stimulation amplitude) of healthy
8 ; % participants comparing the (A) single
% 6 % 6 segments and (B) dorsal and ventral sides
o o between each other. Each violin plot
?J 4 \q'; represents the density of data points at
o <4 different values. The white dot marks the
«2 F:’ median, and the black box represents the
a2 =% interquartile range (IQR). The sensation
g g threshold data were collected from ten able-
< 0 < bodied, six brachial plexus injured, and five

transradial amputated subjects. Dots
indicate individual results (n_able=10).
Asterisks  (*) denote the statistical
difference in value (p<0.05).

LA UA SH Dors Vent
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3.1.1.2 The outcomes of the just noticeable difference are location-independent.

In the second task, the participant had to discriminate between two consecutive stimuli and

select the one with a higher amplitude. Reliable differences above 20%=+7% were detected

between baseline and test stimuli across all arm-shoulder regions. Regarding the Weber

fraction (WF) of vibration stimulation on the arm-shoulder region of able-bodied participants,

any significant difference between any of the segments, nor regarding the actual WF-value, nor

in terms of intra-segmental WF-variance were identified. Similar results were obtained

comparing dorsal and ventral and no significant differences were detected (Figure 20A/B).

The number of discrete steps that could be discriminated using the obtained tactile sensation

range (11+3) also did not show any significant difference between the arm-shoulder segments,

either regarding the number of distinct intervals (NDI) or the NDI-variance. The same applies

to dorsal and ventral (Figure 20C/D).
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Figure 20 - Weber fraction (A/B). (in
percent of the maximum stimulation
amplitude) and Number of distinct
intervals (C/D) along the arm and
shoulder region of healthy participants
comparing the (A/C) single segments
and (B/D) dorsal and wventral sides
between each other. Each violin plot
represents the density of data points at
different values. The white dot marks the
median, and the black box represents the
interquartile range (IQR). The sensation
threshold data were collected from ten
able-bodied, six brachial plexus injured,
and five transradial amputated subjects.
Dots indicate individual results (ngp1e =
10).
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3.1.1.3 Only the error shows differences during the compensatory tracking task

During the compensatory tracking task, the participant acted as the controller in a closed-loop
system, where they compensated for the error between a generated and a reference signal using
a joystick as an input interface. Participants received either visual or tactile feedback about
their performance. To ensure that the subjects understood and adequately performed the task,
we used the session in which the subject performed the task with visual feedback on the monitor
as a baseline with optimal feedback. Subjects in this condition demonstrated significantly better

performance in all aspects.

In the tactile feedback condition, there were no significant differences in either delay
or correlation coefficient between any of the segments. The delay consistently remained
below 48.5ms [11.65ms], and the correlation coefficient was within the range of 64.4% —
72.2% [13.6%] for all three evaluated segments. The only significant difference detected was
between the shoulder and upper arm, where the average rectified error was significantly

higher in the latter case (0.33 [0.06] vs. 0.28 [0.08], p = 0.0039) (Figure 21).
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Figure 21 — Compensatory tracking task. (A) Delay (in ms), (B) correlation (in percent), and (C) average rectified error
between target and cursor during the compensatory tracking task along the arm and shoulder region of healthy participants.
Each violin plot represents the density of data points at different values. The white dot marks the median, and the black box
represents the interquartile range (IQR). Dots indicate individual results (n,pe = 10). Asterisks (*) and circles (°) denote the
statistical difference in value and variance respectively (p < 0.05).
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3.1.2 Sensation capacity after peripheral nerve injury

3.1.2.1 Sensation threshold continuously decreases distally from the injury site.

Concerning the BPI, only significant differences between the LA and UA (p = 0.031) were
found. No significant differences between LA and SH nor between UA and SH were found. The
variance between single patients was, however, significantly lower regarding the SH than both
the LA and UA (p = 0.002 and p = 0.009, respectively). No significant difference between LA
and UA was found. Between dorsal and ventral, neither differences in threshold nor variance

were found.

In the case of TR, neither significant differences in the ST-value nor the variance in the ST

between any segment were found. The same applies between the dorsal and ventral ().
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Figure 22 - Sensation threshold. Sensation thresholds along the arm and shoulder region (in percent of the maximum
stimulation amplitude) of BPIs and transradial amputees, comparing the single segments of the arm between each other. Each
violin plot represents the density of data points at different values. The white dot marks the median, and the black box
represents the interquartile range (IQR). Dots indicate individual results (ngp= 6, nyg = 5). Asterisks (*) and circles (°)
denote the statistical difference in value and variance respectively (p<0.05).
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Figure 23 - Sensation threshold. Sensation thresholds along the arm and shoulder region (in percent of the maximum
stimulation amplitude) of BPIs and transradial amputees, comparing dorsal and ventral sides between each other. Each violin
plot represents the density of data points at different values. The white dot marks the median, and the black box represents the
interquartile range (IQR). Dots indicate individual results (ngp;= 6, npg = 5).

3.1.2.2 TRs display no differences compared to the healthy arm.

Comparing the sensation threshold between populations, no statistical differences in ST
between AB and TR in any of the segments were found. In contrast, BP/ showed significantly
higher ST than the 4B in all regions (p= 0.0004 on the LA and UA, and p= 0.0016 on the SH).
They also exhibited a higher ST than the 7R on the LA and the U4 (p= 0.0043 on the LA4 and p
= 0.0173 on the UA). No significant differences were found between the SH of BPI and TR

regarding the segments.

Additionally, it was detected that AB show significantly lower S7-variance between subjects
than BPI in every segment (p = 3.2e-11, p = 2.1e-09, and p = 0.0004 respectively for LA, UA,
and SH). Moreover, significant differences were located between AB and TR on the U4 and SH
(p = 0.005 and p = 0.005) and between BPI and TR on the LA and UA (p = 3.54e-05 and p =
0.002) (Figure 24).

Regarding dorsal and ventral, it was discovered that both AB (p = 0.0014 and p = 0.0014
respectively for dorsal and ventral) and TR (p = 0.006 and 0.01 respectively for dorsal and
ventral) exhibited significantly lower ST than BPI. Similarly, regarding the S7-variance
between participants (p = 0.003 and p = 0.002 regarding AB, respectively, for dorsal and
ventral; p = 0.04 regarding TR, for both dorsal and ventral) (Figure 25).
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Figure 24 - Sensation threshold. Sensation thresholds along the arm and shoulder region (in percent of the maximum
stimulation amplitude) of healthy participants, BPIs and transradial amputees, comparing the single segments of the arm
between populations. Each violin plot represents the density of data points at different values. The white dot marks the median,
and the black box represents the interquartile range (IQR). The sensation threshold data were collected from ten able-bodied,
six brachial plexus injured, and five transradial amputees. Dots indicate individual results (ngp;= 6, nyg = 5). Asterisks (*)
and circles (°) denote the statistical difference in value and variance respectively (p<0.05).
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Figure 25 - Sensation threshold. Sensation thresholds along the arm and shoulder region (in percent of the maximum
stimulation amplitude) of healthy participants, BPIs and transradial amputees, comparing dorsal and ventral sides between
populations. Each violin plot represents the density of data points at different values. The white dot marks the median, and the
black box represents the interquartile range (IQR). The sensation threshold data were collected from ten able-bodied, six
brachial plexus injured, and five transradial amputees. Dots indicate individual results (ngp;= 6, nyg = 5). Asterisks (*) and
circles (°) denote the statistical difference in value and variance respectively (p<0.05).

3.1.2.3 Weber fraction and number of distinct intervals drastically worsen distally from the

site of injury.

Only one of the BPI was able to identify differences in the measured range on the LA, leading
to a WF of 100%, which is significantly higher than the results on the U4 and SH (p = 0.03 and
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p = 0.03, respectively). Also, U4 and SH are significantly different (p = 0.03). In terms of WF-

variance, no significant difference between any segments of BPI were found (Figure 26).

Likewise, no significant difference between dorsal and ventral neither regarding WF nor the

WF-variance between BPI participants were detected (Figure 27).

Also, no significant differences between the WF or the WF-variance were identified between

any of the segments nor dorsal or ventral in TR subjects (Figure 26/ Figure 27).
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Figure 26 - Weber fraction. (in percent of the maximum stimulation amplitude) of BPIs and transradial amputees, comparing
the single segments between each other. Each violin plot represents the density of data points at different values. The white
dot marks the median, and the black box represents the interquartile range (IQR). Dots indicate individual results (ngp;= 6,
npr = 5). Asterisks (*) denote the statistical difference in value (p<0.05).
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Figure 27 - Weber fraction (in percent of the maximum stimulation amplitude) of BPIs and transradial amputees, comparing
dorsal and ventral sites between each other. Each violin plot represents the density of data points at different values. The white
dot marks the median, and the black box represents the interquartile range (IQR). Diamonds indicate statistical outliers within
a single boxplot and dots indicate individual results (ngp;= 6, ntg = 5). Asterisks (¥) and circles (°) denote the statistical
difference in value and variance respectively (p<0.05).
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Similarly, to the WF, in the case of the NDI on the SH of BPI is significantly higher than on
the LA and U4 (p =0.03 and p = 0.03 respectively). Because BPI subjects had the ND/-variance
of 0 on the LA, we found high significance compared to the U4 and SH (p = 0.0 and p = 0.0,
respectively) (Figure 28). Respecting dorsal and ventral, no differences were found either in

NDI or in the NDI-variance (Figure 29).

Alike, no differences were found regarding NDI nor the ND/I-variance between any segment of

TR. The same applies to dorsal and ventral NDI-results of TR (Figure 28/ Figure 29).
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Figure 28 - Number of distinct intervals of BPIs and transradial amputees, comparing the single segments between each
other. Each violin plot represents the density of data points at different values. The white dot marks the median, and the black
box represents the interquartile range (IQR). Diamonds indicate statistical outliers within a single boxplot and dots indicate
individual results (ngpj= 6, ntgp = 5). Asterisks (¥) and circles (°) denote the statistical difference in value and variance
respectively (p<0.05).
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Figure 29 - Number of distinct intervals of BPIs and transradial amputees, comparing the dorsal and ventral sites between
each other. Each violin plot represents the density of data points at different values. The white dot marks the median, and the

black box represents the interquartile range (IQR). (ngp;= 6, nyg = 5).
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3.1.2.4 TRs display results expected on the healthy arm, BPIs are significantly worse.

The WF was also similar among different groups and segments, excluding the lower arm of the
BPI. Here, AB and TR show significantly lower WF (p = 0.0004 and p = 0.0043, respectively).
In addition, with respect to BPI, AB had a significantly lower WF on the UA compared to BPI
(p = 8.5¢-05).

Regarding the WF-variance, AB had a significantly higher variance on the LA compared to BPI
(p = 0.02). Additionally, BPI present a significantly higher variance than both 4B and 7R on
the UA (p = 8.5e-05 and p = 0.02, respectively). TR display a significantly lower variance than
both AB and BPI on the SH (p = 0.02 and p = 0.005, respectively) (Figure 30).
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Figure 30 - Weber fraction. (in percent of the maximum stimulation amplitude) of healthy participants, BPIs and transradial
amputees, comparing the single segments between populations. Each violin plot represents the density of data points at
different values. The white dot marks the median, and the black box represents the interquartile range (IQR). The sensation
threshold data were collected from ten able-bodied, six brachial plexus injured, and five transradial amputated subjects. Dots
indicate individual results (n,pe = 10, ngp;= 6, ng = 5). Asterisks (*) and circles (°) denote the statistical difference in
value and variance respectively (p<0.05).

Comparing dorsal and ventral, similar to the sensation threshold, BPI had a significantly higher
WF than AB and TR in both dorsal (p = 0.001 and p = 0.006 respectively) and ventral (p =
0.001 and p = 0.006 respectively). Additionally, the WF-variance between AB is significantly
lower than between BPI on the dorsal (p = 0.002) (Figure 31).
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Figure 31 - Weber fraction (in percent of the maximum stimulation amplitude) of healthy participants, BPIs, and transradial
amputees, comparing the dorsal and ventral sites between populations. Each violin plot represents the density of data points at
different values. The white dot marks the median, and the black box represents the interquartile range (IQR). The sensation
threshold data were collected from ten able-bodied, six brachial plexus injured, and five transradial amputated subjects. Dots
indicate individual results (n,pe = 10, ngp;= 6, ng = 5). Asterisks (*) and circles (°) denote the statistical difference in
value and variance, respectively (p<0.05).

Comparing populations, both 4B and TR show a significantly higher number than BPI in the
LA (p =0.001 and p = 0.006). Additionally, the NDI on the UA of BPI is significantly lower
than the one of AB (p = 0.008). However, no significant differences were found between any

of the groups in the SH-region.

Both AB and 7R show a significantly lower NDI-variance than BPI in the LA (p = 0.0 and p =
0.0). Also, the variance in NDI between subjects on the UA of BPI is significantly higher than
the one of 4B (p =0.0.04). No significant differences were detected between any subject group
in the SH-region regarding NDI-variance (Figure 32).
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Figure 32 - Number of distinct intervals of healthy participants, BPIs and transradial amputees, comparing the single
segments between populations. c. The sensation threshold data were collected from ten able-bodied, six brachial plexus injured,
and five transradial amputated subjects. Dots indicate individual results (ngpe = 10, ngp;= 6, ng = 5). Asterisks (*) and
circles (°) denote the statistical difference in value and variance respectively (p<0.05).

Additionally, AB and TR show significantly higher NDI on dorsal and ventral compared to
BPI. Furthermore, also the NDI-variance of AB is significantly higher in dorsal and ventral

than in BPI (Figure 33).
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Figure 33 - Number of distinct intervals of healthy participants, BPIs and transradial amputees, comparing the dorsal and
ventral sites between populations. Each violin plot represents the density of data points at different values. The white dot marks
the median, and the black box represents the interquartile range (IQR). The sensation threshold data were collected from ten
able-bodied, six brachial plexus injured, and five transradial amputated subjects. Dots indicate individual results (n,pe =
10, ngp;= 6, nyg = 5). Asterisks (*) and circles (°) denote the statistical difference in value and variance respectively
(p<0.05).
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3.1.2.5 Tracking performnce does not depend on the location where the feedback is
provided.

The compensatory tracking task showed no significant differences between Visual (Vis), LA,

UA, and SH in BPI or TR, neither regarding the delay (Figure 34A), correlation coefficient

(Figure 34B), nor average rectified error (Figure 34C).

As discussed in the methods, since none of the BPI subjects could correctly distinguish between
vibrations in the lower arm, it was not possible to perform the compensatory tracking tasks in
this arm region for them. However, a significantly lower variance was detected on the UA4 of

TR compared to the LA (p = 0.001) and SH (p = 0.001) concerning delay (Figure 34A).
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Figure 34 - Tracking task. (A) Delay (in ms), (B) correlation (in percent), and (C) average rectified error between target and
cursor during the compensatory tracking task along the arm and shoulder region of BPIs and transradial amputees comparing
the single segments between each other. Each violin plot represents the density of data points at different values. The white
dot marks the median, and the black box represents the interquartile range (IQR). Dots indicate individual results (ngp;= 6,
npg = 5). Asterisks (*) and circles (°) denote the statistical difference in value and variance, respectively (p < 0.05).
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3.1.2.6 Feedback on the shoulder/neck results in similar performance in all populations

The compensatory tracking task supplemented with visual feedback (Vis) showed no
significant differences between populations. However, several differences were detected in the

tactile feedback condition (visual feedback off).

No significant differences were found between AB and 7R in any of the three outcome
measurements (delay (Figure 35A), average rectified error (Figure 35B), and correlation
(Figure 35C)). Additionally, all populations performed the same if feedback was applied to SH.
However, AB performed the task with a significantly lower delay (p = 0.04), lower error (p =
0.003), and higher correlation (p = 0.004) than BPI if feedback was applied to the UA.

In terms of variance, no differences were found in the correlation. However, 4B show a
significantly lower variance in the delay than BP/ when feedback is applied to SH; additionally,
they show a significantly lower variance in delay (p = 8.16e-06) and error (p = 0.02) than 7R,
when feedback is applied to SH. Lastly, a significantly lower variance in delay was seen when

comparing the L4 of AB and 7R (p = 1.06e-07).
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Figure 35 - Tracking task. (A) Delay (in ms), (B) correlation (in percent), and (C) average rectified error between target and
cursor during the compensatory tracking task along the arm and shoulder region of healthy participants, BPIs and transradial
amputees comparing the single segments between populations. Each violin plot represents the density of data points at different
values. The white dot marks the median, and the black box represents the interquartile range (IQR). Dots indicate individual
results (Nape = 10, ngp;= 6, ng = 5). Asterisks (*) and circles (°) denote the statistical difference in value and variance
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respectively (p < 0.05).
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3.2 NEUROPATHOPHYSIOLOGICAL MORPHOLOGIES OF NEUROMAS

3.2.1 Morphologies of transected peripheral nerves

During microscopic analysis, neuroma and controls showed following different classes of
(nervous) tissue qualities:

Fascicles (Figure 36A); further on denominated as organized nervous tissue
Minifascicles (Figure 36B); further on denominated as unorganized nervous tissue
Fat (Figure 36C)

Connective tissue (Figure 36D)

- Erythrocytes (Figure 36E)

Figure 36 - Tissue qualities.
Microscopic images of various tissue
types with a 100um scale bar. (A)
Organized nervous tissue, (B)
unorganized nervous tissue, (C) fat,
(D) connective tissue, and (E)
erythrocytes. Black arrows indicate
the specific tissues within each
image.

Furthermore, some samples presented organized, next to unorganized nervous tissue on the
same nerve (Figure 37).
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Figure 37 -  Coexistence.
Microscopic ~ images of an
exemplary  nerve  presenting
organized next to unorganized
nervous tissue with a 100um scale
bar.

Additionally, some samples presented fat and muscular tissue outside the nerve. These tissues
were excluded from the analysis, except for muscular tissue invaded by unorganized nervous
tissue (Figure 38).

Figure 38 - Tissue exclusion. Microscopic images of (A) fat and (B) muscle outside the nerve with a 100um scale bar. The
fat was excluded from further analysis, muscular tissue was included in the cases in which unorganized nervous tissue intruded
it.
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3.2.2 Methodology and algorithms for the image analysis

3.2.2.1 Color deconvolution
Color deconvolution was verified together with the department of neuropathology and

recognized as successful for random chunks of all Hematoxylin/DAB stainings (Figure 39).

0 Original image Hematoxylin DAB
200
400
0 200 400 0 200 400 0 200 400

Figure 39 - Color deconvolution. The original image is separated into the different stains: Hematoxylin and DAB (exemplary
for KiM1P-staining).

Nuclei and DAB-staining are successfully masked using adaptive thresholding (Figure 40).
The nuclei-mask displays the nuclei's location and surrounding area, as positive staining

does not necessarily overlap with the nucleus but is situated in its surroundings.
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Figure 40 — Nuclei/ DAB masks for detected nuclei and DAB-positive tissue, respectively (exemplary for KiM1P-staining).

After masking the DAB-positive tissue with a mask composed of the nuclei and surrounding

area, DAB-positive cells are correctly identified (Figure 41).
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Figure 41 - Positive cell detection. Nuclei and DAB-positive cells are marked in red circles (exemplary for KiM1P-staining).

Similarly, DAB-positive Schwann-cells are correctly identified (Figure 42).
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Figure 42 - S100 detection. Nuclei and DAB-positive area after filtering are marked with red circles.
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3.2.2.2 Unsupervised learning using K-Means presents insufficient results.
Together with the department of neuropathology, it was verified that the image segmentation

using K-Means does not properly differentiate between organized and unorganized nervous

tissue (both red) (Figure 43).

A Figure 43 — K-Means
result. Output of a K-
Means algorithm applied
to a nerve containing
organized, as well as
unorganized nervous
tissue (exemplary for one
patient). The quantized
image was trained for six
classes.

3.2.2.3 Supervised learning performs successful segmentation.

During the model validation, it was verified together with department of neuropathology, that
the selected tissue as well as the segmentation using a Random Forest Algorithm and after

postprocessing were meaningful (Figure 44).

A Background
Fascicle

= Neuroma

Connective tissue
Lipids
Erytrocytes

Figure 44 - Segmented nerve. (A) Nerve image from the slide scanner and (B) segmented image as output from the algorithm
(exemplary for one patient).

Additionally, the report provided by the model itself was evaluated. The scores are calculated
using each model’s confusion matrix, which represents the segmentation results using the

training labels (exemplary for one model in Figure 45).
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Figure 45 - Confusion matrix. Confusion matrix for the Random Forest classifier with 200 trees with a maximal depth of 30
each and with a maximum of 50% of the total samples drawn from the dataset when constructing each of it using scikit-learn.
The rows represent the true labels, while the columns represent the predicted labels. Each cell value (i, j) indicates the number
of samples with true label i that were classified as label j. The diagonal elements (in bold) represent the correctly classified
samples, while the off-diagonal elements correspond to misclassified samples (exemplary for one model).

All models showed an accuracy, F1-score, precision, and recall above 0.95 (all scores: 0.99

[0.01]) (Figure 46).
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Figure 46 - Accuracy report. Performance metrics
(Accuracy, Fl-score, Precision, and Recall) for the
different models applied to the images. Each violin
represents the distribution of values for the respective
performance metric, with the width indicating the
density of data points at different values. The white dot
marks the median, and the black box represents the
interquartile range (IQR).



During K-Fold cross-validation, the model’ performance and consistency across different
subsets of the data. The models achieved a median accuracy of 98.7% with an IQR of 0.94%
across the 10 folds (Figure 47).

Figure 47 - K-Fold cross-validation. K-Fold cross-
. validation results for every model trained. K was set to 10.
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Further, several random cross-predictions were performed, in which an image of a control
nerve was presented to a model trained to find unorganized nervous tissue, to test the model
for robustness against color variations and overfitting. When applying a model trained on an
set of features from an image without unorganized nervous tissue to the image where the set
of features is from, the resulting segmentation shows 50039 correctly vs. 815 incorrectly
labeled pixels for “background”, 52387 correctly vs 192 incorrectly labeled pixels for
“organized nervous tissue”, 11943 correctly vs. 161 incorrectly labeled pixels for “connective
tissue”, and 3688 correctly vs. 130 incorrectly labeled pixels for “fat tissue” (Figure 48;
Figure 49A). When applying a model trained on a set of features from an image with
unorganized nervous tissue to an image without unorganized nervous tissue, the resulting
segmentation shows 50040 correctly vs 814 incorrectly labeled pixels for
“background”, 52390 correctly vs. 189 incorrectly labeled pixels for “organized nervous
tissue”, 11946 correctly vs. 158 incorrectly labeled pixels for “connective tissue”, and 3685
correctly vs. 133 incorrectly labeled pixels for “fat tissue”. No pixel was labeled as

“unorganized nervous tissue” (Figure 48; Figure 49B).
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Figure 48 — Cross segmentation. The segmentation is satisfactory, no matter if the algorithm was trained using the same
image (upper row) or a different image containing unorganized nervous tissue (lower row).
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Figure 49 - Confusion matrix. Confusion matrix for the segmentation of an image without unorganized nervous tissue using
amodel trained on (A) the same image and (B) an image containing unorganized nervous tissue. Each cell value (i, j) indicates
the number of samples with true label i that were classified as label j. The diagonal elements (in bold) represent the correctly
classified samples, while the off-diagonal elements correspond to misclassified samples (exemplary for one model).

Due to the high computational costs, the images were reduced to 10% of their size before
training the models and performing the segmentation. To validate if this reduction has some
kind of effect on the resulting segmentation, a test was performed on a small chunk. For this
purpose, three models were trained. One model was trained on the unmodified chunk,
using a range of gaussian filtering values relative to the ones used during the experiments
(10-160)(Figure 50C), One model was trained on the chunk with a reduced size to 10%

and a range of gaussian filtering values like the ones used during the experiments (1-16)
(Figure 50B), and lasty, a
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model was trained on the unmodified image and a range of gaussian filtering values like the
ones used during the experiments (1-16)(Figure 50D). The resulting sizes of the feature
matrices were 2.53 GB for the unmodified images (Figure 50C-D) and 0.024 GB for the
reduced image (Figure 50B). The overall computation times were 301.35s for the unmodified
image (Figure 50C), 388.96s for the unmodified image using the relatively reduced gaussian
filtering values (Figure 50D), and 5.75s for the reduced image (Figure 50B).
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Figure 50- Image resizing. (A) Chunk from a nerve image from the slide scanner (B) the segmented image as output trained
using the original sized image and a gaussian filter between 10 and 160 during feature extraction, (C) an image reduced to
10% of its size and a gaussian filter between 1 and 16 during feature extraction, and (D) the original image and a gaussian
filter between 1 and 16 during feature extraction
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3.2.3 Factors contributing to neuroma pain.

3.2.3.1 T-Lymphocytes
No significant difference in the normalized density of T-lymphocytes was detected comparing
control nerves with neuromas. However, it was found when adding the normalized deviation

of organized and unorganized tissue (p = 0.034) (Figure 51).
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Figure 51 - T-lymphocytes: Controls vs. neuroma. (A) Normalized density and (B) weighted deviation index of T-
lymphocytes in control patients and patients with a neuroma. Each violin plot represents the density of data points at different
values. The white dot marks the median, and the black box represents the interquartile range (IQR). An asterisk (*) indicates

p <0.05.

Equally, no differences were detected comparing neuromas from patients who do not report
pain with neuromas from patients who report neuroma-related pain in the normalized density,

but they were in the weighted deviation index (p = 0.034) (Figure 52).
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Figure 52 - T-Lymphocytes: No pain vs. pain. (A) Normalized density and (B) weighted deviation index of T-lymphocytes
in patients with and without neuroma pain. Each violin plot represents the density of data points at different values. The white
dot marks the median, and the black box represents the interquartile range (IQR). An asterisk (*) indicates p < 0.05.
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Upon further examination of the two groups experiencing pain, a connection was found
between the weighted density index of T-lymphocytes, and the level of pain reported on the

VAS scale (p = 0.033) (Figure 53).
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Figure 53 - Correlation of the number of T-Lymphocytes with pain. Correlation between the (A) normalized density and
(B) weighted deviation index of T-lymphocytes with the pain level (VAS) reported by the patients (controls excluded). The
correlation coefficient (r) and p-Value (p) where calculated using Spearman’s correlation.

3.2.3.2 Schwann cells

No significant differences in the area covered by Schwann cells were detected in relation to the
total area of nervous tissue while comparing control nerves with neuromas. However, when
investigating the weighted area index, a significantly higher index was detected in neuroma

patients (p = 0.006) (Figure 54).
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Figure 54 — Schwann cells: Controls vs. neuroma. (A) Normalized area and (B) weighted area index of Schwann cells in
control patients and patients with a neuroma. Each violin plot represents the density of data points at different values. The
white dot marks the median, and the black box represents the interquartile range (IQR). Two asterisks (**) indicate p < 0.01.

There was no significant difference comparing the neuromas of patients who did not report
pain to those who experienced neuroma pain, neither in the normalized area covered Schwann-

cells, nor in the weighted area index (Figure 55).
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Figure 55 — Schwann cells: No pain vs. pain. (A) Normalized area and (B) weighted deviation index of Schwann cells in
patients with and without neuroma pain. Each violin plot represents the density of data points at different values. The white
dot marks the median, and the black box represents the interquartile range (IQR).

A deeper look into the two pain groups revealed a significant correlation between the area
covered by Schwann cells and the reported pain level (VAS scale) related to the area covered
by unorganized nervous tissue. No differences were detected either related to the full area of

nervous tissue nor organized nervous tissue (Figure 56).
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Figure 56 - Correlation of the percentual area covered by Schwann cells with pain. Correlation between the (A)
normalized area and (B) weighted area index of Schwann-cells with the pain level (VAS) reported by the patients (controls
excluded). The correlation coefficient (r) and p-Value (p) where calculated using Spearman’s correlation.
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3.2.3.3 Macrophages
No significant differences in the normalized density, nor in the weighted deviation index of

macrophages were detected (Figure 57).

A B
1.5 15
>
—~ 1.0 = 10
E =
£ % 0.5
~ 0.5 <
2 = 0.0
@ &
g =
a 0.0 205
=
-1.0
-0.5
Control Neuroma Control Neuroma

Figure 57 — Macrophages: Controls vs. neuroma. (A) Normalized density and (B) weighted deviation index of macrophages
in control patients and patients with a neuroma. Each violin plot represents the density of data points at different values. The
white dot marks the median, and the black box represents the interquartile range (IQR).

Similarly, no differences were detected in either condition comparing neuromas from patients
who do not report pain with neuromas from patient who report neuroma related pain (Figure
58).
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Figure 58 - Macrophages: No pain vs. pain. (A) Normalized density and (B) weighted deviation index of macrophages in
patients with and without neuroma pain. Each violin plot represents the density of data points at different values. The white
dot marks the median, and the black box represents the interquartile range (IQR).

A deeper look into the two pain groups revealed no correlation between the normalized density,
or the weighted deviation index of T-lymphocytes and the reported pain level (VAS scale)
(Figure 59).
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Figure 59 - Correlation of the number of macrophages with pain. Correlation between the (A) normalized density and (B)
weighted deviation index of macrophages with the pain level (VAS) reported by the patients (controls excluded). The
correlation coefficient (r) and p-Value (p) where calculated using Spearman’s correlation.

3.2.3.4 Controls only display a higher relative amount of fat tissue.

Besides in the relative amount of unorganized nervous tissue (p = 0.003), significant

differences between controls and patients were also found in the relative amount of fat tissue,

being higher in the controls (p = 0.01).

However, no differences were found in the relative amount of organized nervous tissue or in

the relative amount of connective tissue (Figure 60).
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Figure 60 - Relative: Control vs. neuroma. (A) Amount of unorganized nervous tissue, (B) organized nervous tissue, (C)
connective tissue, and (D) fat tissue in relation to the nerve’s size in control patients and patients with a neuroma. Each violin
plot represents the density of data points at different values. The white dot marks the median, and the black box represents the
interquartile range (IQR). An asterisk (*) indicates p < 0.05, two asterisks (**) indicate p < 0.01.

In the analyses evaluating the absolute area, no significant difference between controls and
patients was found regarding the total area of tissue, besides in unorganized nervous tissue (p
=0.003). The amount of organized nervous tissue, along with connective tissue, and fat tissue

are not significantly different between populations (Figure 61).
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Figure 61 - Absolute: Control vs. neuroma. (A) Total area of unhealthy nervous tissue, (B) organized nervous tissue, (C)
connective tissue, and (D) fat tissue in control patients and patients with a neuroma. Each violin plot represents the density of
data points at different values. The white dot marks the median, and the black box represents the interquartile range (IQR).Two
asterisks (**) indicate p < 0.01.

Additionally, also the total areas of the nerves are not significantly different from each other
(Figure 62).
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A Figure 62 - Absolute nerve size. in control patients and

patients with a neuroma. Each violin plot represents the

400 density of data points at different values. The white dot

350 marks the median, and the black box represents the
interquartile range (IQR)..

Control Neuroma

3.2.3.5 Painful neuromas have lower relative amounts of organized nervous tissue.

Interestingly, the relative amount of organized nervous tissue (p = 0.006) is significantly
higher in patients without reported neuroma-related pain; however, it does not cover a

significantly larger area.

Looking into the neuroma subgroup, patients show no significant differences neither in the
relative amount of unorganized nervous tissue nor in the amount of connective tissue, the
relative amount of fat tissue, the relative a<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>