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I

Abstract

The quasiparticle picture is so prominent in condensed matter physics that it is almost taken
as an axiom. Without this simplification, the physics becomes nearly intractable. However,
the physics also becomes remarkable, leading to holographic connections to gravity found
in such strange metals lacking a quasiparticle description. In this thesis we present analytic,
i.e., mathematical results on the fermionic charged Sachdev-Ye-Kitaev (cSYK) models which
capture these interesting features. We provide results on fast thermalization, chaotic-to-regular
phase transitions, and charge dynamics in a lattice of such models. We also provide a concrete
holographic mapping onto gravity showing how the partition functions of both charged dilaton
gravity and the complex SYK model overlap exactly.
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During this doctorate, I contributed to a selection of publications and preprints included in this
thesis

• Thermalization of many many-body interacting SYK models (included in Sec. 3.2.3)
Jan C. Louw and Stefan Kehrein
Phys. Rev. B 105, 075117 (2022)
https://doi.org/10.48550/arXiv.2111.08671
Author contributions: J. C. L. did the analytic calculations and wrote the article. S. K.
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analytical calculations. Both authors discussed the results.

• Shared universality of charged black holes and the complex large-q Sachdev-Ye-Kitaev
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the results and possible interpretations.
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A note on natural units

The values of physical constants of nature depend on the units we use to measure them. In this
thesis, we will discuss quantum mechanics, gravity, and statistical mechanics. For this, there is a
particularly convenient set of units—the Planck units.

Planck unit time length mass temperature charge
Expression tP = ℏ

mPc2
ℓP = ctP mP =

»
ℏc
GN

TP = ℏ/(kBtP) QP =
»

αℏc
ke

SI magnitude 10−43[s] 10−35 [m] α10−8 [kg] 1032 [K]
√
α10−18 [A·s]

10−25[as] 10−15 [fm] 10 [µg] 1030 [kK]
√
α100 [A·as]

Figure 0.1: Planck units.
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Our goal is to express the constants of nature in terms of natural units of length, time, energy
(EP = mPc

2), charge, and temperature

c =
ℓP

tP
, ℏ =

EPℓP

c
= EPtP, GP =

EPℓP

m2
P
, ke =

1

4πε0
=
αEPℓP

Q2
P
, kB =

EP

TP
.

The above also reflects the energy competitions stemming from the various aspects of nature.
To motivate their usefulness let us consider the two crucial length scales involved in these

fields. One is the reduced Compton wavelength, λ = ℏ/(mc), which marks the length scale
where many-body quantum effects become significant, and the other is the Schwarzschild radius,
rs = 2mGN/c

2, which denotes the scale where gravity becomes important. The solution to
rs = 2λ is the Planck mass, mP =

»
ℏc
GN

, which implies that a particle with Planck mass has a
Compton wavelength of ℓP = ℏ/(cmP). A theory of quantum gravity would then be necessary
for such a localized mass, and the Planck temperature can be related to a wavelength of ℓP for
black-body radiation.

The Planck time is 26 orders of magnitude shorter than the current record for (attosecond-lasers)
ultrashort pulsed lasers [1]. The Planck length is approximately 20 orders of magnitude smaller
than the root-mean-square radius of a proton. The Planck temperature is 27 orders of magnitude
hotter than the hottest star. By setting α ≈ 1/137, i.e., setting it equal to the fine-structure constant,
we have normalized the Planck charge such that the electron charge e is equal to 1QP.

Throughout this thesis, we will work in natural Planck units, listed in Figure 0.1, which
correspond to units where the Planck length, time, mass, temperature, and charge are set to unity.
We will restore the units when necessary for specific reasons.





Chapter 1

Introduction and motivation

Figure 1.1: Measured resistivity of
Lanthanum-Barium-Copper Oxide
(adapted from [2])

The holy grail of condensed matter physics is room-
temperature superconductivity—metals that conduct elec-
tricity without any resistance whatsoever below a critical
temperature of 300 degrees Kelvin. A significant stride to-
wards this goal was achieved in 1986 with the discovery of
high-Tc ceramics, with measured resistivity plotted in Fig.
1.1 [3]. This breakthrough had a dual nature; not only did
it introduce high-Tc superconductivity, but it also revealed
the existence of an unusual phase above the critical temper-
ature Tc, characterized by its abnormal linear in T resistivity.
Moreover, it appears increasingly probable that this enigmatic
strange metal phase is not only crucial for understanding
high-temperature superconductivity but could also provide
insights into fundamental questions in quantum gravity [4].

The term “strange metal” is often used synonymously
with “non-Fermi-liquid”, a near-definition that illustrates the
core of this strangeness. It illustrates how different it is from
what has been studied and understood over the last century, so much so that we define strange
metals by what they are not. This apophatic definition underscores the prevalence and foundational
nature of the quasiparticle concept in Fermi-liquid theory. As such, it only seems appropriate that
we start by discussing such normal metals. Inspired by Mattuck [5], we contrast the two types of
matter by considering three horses seen in Fig. 1.2.

The first image is that of a cartoon horse, with well-defined properties, like an ordinary particle.
Bring many horses together, however, and they can become nearly impossible to predict. With
the dust kicked up, hiding the horses, one focuses on the properties of the herd. If one is lucky,
the collective behavior of the herd is simple, behaving as one quasi-horse with slightly altered
properties1. Similarly, the quasiparticles are collective excitations that arise in many-body systems
due to the interactions between the original “bare” particles. Their influence on their neighbors
effectively creates a surrounding cloud of excited particles. This particle cloud conceals/screens the

1A school of fish might be a more intuitive picture.

5
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Figure 1.2: The three horses of condensed matter. On the left is a horse, in the middle is Mattuck’s
quasi-horse, and on the right is a strange horse.

bare particles, much like the dust cloud obscures the horse, leading to weak interactions between
quasiparticles. The cloud’s presence contributes additional mass to the real particle, resulting in a
new renormalized mass m∗ and bestowing it with a measurable finite lifetime.

The miracle of quasiparticles is the extent to which this behavior is reflected in reality [6].
For instance, this picture often remains valid even for strongly interacting systems. An intuitive
explanation for this phenomenon is that the mean free path diverges at low temperatures, and as
such, even a strongly interacting fluid (with diffuse scattering) can behave like a gas of ballistic2/free
quasiparticles. This framework has been used to successfully describe a wide range of phenomena.
Given our topic, an appropriate example of such quasiparticles is that of Cooper pairs. They are
stable bosonic excitations that emerge in superconducting materials when electron pairs are bound
together due to attractive phononic interactions [7], as described by Bardeen–Cooper–Schrieffer
(BCS) theory. Other examples include the bosons in one-dimensional Tomonaga-Luttinger liquids
[8], the anyons exhibiting fractional statistics in the fractional quantum Hall effect [9], and the
renormalized fermions forming a Fermi-liquid in lattices.

Our third and final strange horse represents the unpredictable collective behavior of a chaotic
herd. Its all-to-all graph-like structure represents the strongly correlated fermions, collectively
entangled, leading to a whole state of matter. While the study of such a material is a difficult task,
a whole class of solvable models has emerged over the last couple of decades that captures some
of its aspects. These are the Sachdev-Ye-Kitaev (SYK) models. Throughout this thesis, we will
present analytical results on such matter, stretching from thermalization behavior to holographic
dualities with gravity.

Before introducing the SYK models, we first introduce the standard Fermi-liquid formalism
which views strongly interacting systems as a collection of dressed nearly free quasiparticles. This
puts everything in a greater context and allows us to provide contrast to systems lacking such a
quasiparticle picture.

2Only scattering with the boundary needs to be considered



CHAPTER 1. INTRODUCTION AND MOTIVATION 7

1.1 Fermi liquids

Physical systems typically consist of particles with many degrees of freedom described by nonlinear
equations. Given this complex structure, the task of predicting the dynamics seems impossible.
One might imagine that chaos could lead to some averaging behavior, hence uncorrelated statistics.
Remarkably, assuming such molecular chaos, Boltzmann was able to write down a tractable
equation describing the particles’ momentum distribution nk. Assuming spatial uniformity, this
equation is given by ṅk + F · ∇knk = C[n]. While the left-hand side amounts to Newton’s
law for individual molecules3 subject to a force F , the right-hand side captures the complicated
collisions between particles [4]. Boltzmann reduced this to the weighted average over all momentum
conserving two-body scattering processes4, illustrated in Fig. 1.3,

nknk1 − nk2nk3 . (1.1)

1.1.1 Mathematical Framework of Fermi-liquid theory

Figure 1.3: Two body scattering with
momentum (k, k1) → (k2, k3), where
k + k1 = k2 + k3.

While the classical example already seemed daunt-
ing, the problem increases exponentially in complexity
given a quantum system. Take for example a standard
interacting (spinless) fermionic many-body Hamilto-
nian

H =
∑

k

ε
(0)
k c†kck +

∑

k1,k2,k3,k4

Jk1,k2k3,k4
c†k1c

†
k2
ck3ck4 .

(1.2)
By the spin-statistics theorem, the fermionic creation
and annihilation operators satisfy the canonical anti-
commutation relations

{ci, c†j} = δij , {ci, cj} = 0 = {c†i , c
†
j}.

Given this, the only allowed fermion occupation numbers are 0 and 1 for each of the N modes. Thus
the space is spanned by 2N states. Numerically, such an exponentially large Hilbert space in system
size limits us to considering small system sizes, i.e., far away from the regime of interest—the
thermodynamics limit N → ∞. This is because standard methods, such as exact diagonalization,
have a complexity that scales at least linearly with the size of the Hilbert space5 [10].

Let us start with the simplest case, namely a gas of free fermions. We then adiabatically
introduce interactions that result in the free particles having re-normalized properties. In certain
cases, the corresponding excitations can be viewed as particles dressed with a cloud of electrons,
which can be described by a unitary transformation of the original fermions [11]. In particular, by

3To see this, note that it is just Hamilton’s equation for a position-independent phase space distribution nk where the
force is the negative gradient of the Hamiltonian. In other words, it is Newton’s law for a distribution over momentum.

4Note the lack of contribution to C when no scattering occurs, i.e., for equal incoming and outgoing momenta. The
probability of scattering merely swapping momentum can be ignored since it has a measure of zero in comparison.

5One can, however, limit the size of the Hilbert space by considering subsectors. Although, these subsectors are
usually still exponentially large in N .
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focusing on small excitations around the Fermi surface, one may define new fermionic operators.
Such low-lying excitations are identified with a set of quasiparticles, each with energy εk and
momentum distribution nk. Remarkably, Boltzmann’s simplification often holds even for such a
dilute gas of dressed/quasi-particles in dimensions d > 1, with one important difference. Because
of Pauli’s exclusion principle, the particles can only evolve to unoccupied momentum modes, hence
a reduced scattering phase space. Taking the probability of these modes being unoccupied into
account modifies the expression in C[n] to

nknk1(1− nk2)(1− nk3)− nk2nk3(1− nk)(1− nk1). (1.3)

This marks the start of Landau’s phenomenological6 Fermi-liquid theory. It offers a robust
representation of quasiparticles and is crucial for understanding quantum many-body systems. Due
to their weak interactions (small Landau parameters fk1,k2) the total energy of these excitations is
nearly linearly additive

E[n⃗] = E [⃗0] +
∑

k

εknk +
∑

k1,k2

fk1,k2nk1nk2 +O(n3) (1.4)

which effectively parameterizes the energy of exponentially many low-lying states, ∼ eαN , by a
polynomial number of occupations |n1, n2, . . .⟩. One consequence of Eq.(1.4) is that the many-body
level spacings are polynomial δE ∼ 1/N for low energies. These collective excitations have a
rather long lifetime, owing to the limited number of scattering processes available for fermions
around the Fermi surface, at the Fermi energy εkF . At zero temperature, all states are filled below
the Fermi surface, and hence the exclusion principle and momentum conservation, reflected in
(1.3), drastically restricts the scattering phase space. Consider again the process illustrated in Fig.
1.3, this time with one electron above the Fermi surface, ξk ≡ εk − εkF > 0, which scatters with
a particle in the Fermi sea, ξk1 < 0, the post-scattering particles must occupy unoccupied sites,
i.e., above the Fermi surface ξk2 , ξk3 > 0. If the initial electron is close to the Fermi surface, then
ξk1 , ξk2 , ξk3 must also be close to it. In fact, at the surface, the scattering phase space goes to zero.
At non-zero temperatures, the probability of finding two suitable fermions for scattering depends on
the number of electrons in the thin outer and inner shells, with thickness proportional to T . Hence,
the probability of two such scattering events is proportional to T 2. Formally, the above analysis
amounts to Fermi’s golden rule, yielding the scattering rate [12, 13]

Γk ∝ π2T 2/εkF + ξ2k/εkF . (1.5)

Note that the scattering phase space volume goes to zero as T → 0, implying an infinite quasiparticle
lifetime at the Fermi surface; hence the above picture does not rely on interactions being weak.

Given that resistivity is directly related to transport, it is influenced by the probability of these
scattering events. One might assume that electron-electron interactions generate resistivity with a
T 2 dependence. This can be seen directly in the Drude formula in two dimensions, ρe = m∗Γ/(nq2e)
with transport scattering rate Γ and density of electrons n [12]. As such, the quadratic dependence

6It is phenomenological in the sense that it describes the empirical relationship of phenomena to each other, in a way
that is consistent with fundamental theory, although it is not derived from first principles.
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Figure 1.4: (Left) Electrical resistivity of CeAl13 in the millikelvin regime as a function of
T 2. (Right) Specific heat of CeA13 in millikelvin regime, in zero field (•,△) and in 104Oe =
(4π)−1107A/m (□). Figures adapted from [14]

on T is indeed present for Fermi-liquids, since near the Fermi-surface Γ ∝ T 2 [15]. This, and many
other Fermi liquid predictions, can be seen in many materials at low temperatures [12]. Take for
instance cerium-aluminum-13 (CeAl13), with experimental data plotted in Fig. 1.4. On the left is
the resistivity plotted as a function of T 2. The strong linear behavior of this function, as predicted,
illustrates the power of this formalism. Further, a Sommerfeld expansion around the Fermi surface
yields the linear specific heat C ∝ T , again matching with the data on the right.

Since the temperature is also related to the mean scattering rate of these electrons, it is expected
that both electrical and thermal conductivity should be functions of temperature. Indeed, one
usually finds ρe = LTρth, where L is known as the Lorentz number or Wiedemann–Franz (WF)
ratio. Fermi-liquid theory predicts the Sommerfeld value L0 = π2e−2/3 for L, which is the WF
law [16, 17]. Again, this is experimentally verified in many compounds, see for instance Fig.
1.5. This result rests on the fact that heat and charge are both transported via the quasiparticles at
low temperatures, where phononic contributions can be ignored. Typically, deviations away from
the Sommerfeld value again become small at larger temperatures [18], i.e., the law fails in the
intermediate regime.

1.1.2 Quasiparticle poles and the Green’s functions

To simplify the analysis, one often focuses on correlation functions. Here we give a brief in-
troduction to such correlation functions such that we may contrast them with those found in
non-Fermi-liquids. As an example, consider the process where a fermion with momentum k is
“created” (added) at a time t = 0 and allowed to propagate until a time t when the excitation is
destroyed (removed). The independence of the single particle momentum mode k in the interacting
system [21] is then measured by the retarded Green’s function

GRk (t) = −ıΘ(t)⟨{ck(t), c†k}⟩ (1.6)
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Figure 1.5: Experimentally measured Lorenz number of normal metals in the low-temperature
residual resistance regime. Figure adapted from [19, 20].

which would merely yield a phase in the case without any interactions ⟨{ck(t), c†k}⟩ = e−ıξ
(0)
k t. In

frequency space we have

GRk;0(ω + ı0+) =
1

ω + ı0+ − ξ
(0)
k

= −ıδ(ω − ξ
(0)
k ) + P 1

ω − ξ
(0)
k

,

where we have used the Sokhotski–Plemelj theorem to write the fraction in terms of a Cauchy
principal value P and a delta spectral function Ak;0(ω) ≡ −ℑGRk;0(ω)/π. In general the spectral
function Ak(ω) = −ℑGRk (ω)/π is a positive function and is normalized over ω ∈ R. In fact, it
represents the probability of finding a single particle excitation with momentum k and energy ω.
So, a delta spectral function means that the excitation energy of the particle must correspond to the
dispersion relation ξ(0)k . From the above, one can define the Fermi-surface ξ(0)k = 0 as all k such
that in frequency space GRk;0(0) → ∞.

Interaction can be included via a self-energy Σ, which appears in Dyson’s equation

GR(ω)−1 = GR0 (ω)
−1 − ΣR(ω). (1.7)

The self-energy can be identified with the sum of all irreducible diagrams, as we see in Sec. 1.3
and again in Sec. 2.2. To gain some idea of the role that the self-energy plays, let us consider a
minimal example, suppressing the k subscripts,

ΣR(ω) = −(ω − ξ − ıΓ)/Z + ω − ξ(0),
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where Z is the spectral weight. From (1.7) we then have GR(ω) = Z/(ω − ıΓ− ξ), or GR(t) ∝
e−(ıξ+Γ)t for t > 0, i.e., the imaginary part of Σ yields the quasiparticle’s scattering rate, while the
real part renormalizes its energy.

Figure 1.6: The spectral functionAk(ω) of Mo(110)
[21, 22]. The horizontal axis is ω, where the Fermi
energy is at ω = 0. (a) For different momenta k. (b)
For different temperatures T .

At T = 0 and close to the Fermi surface,
we may ignore the imaginary contribution,
since the scattering rate (1.5) is Γ = O(ξ2).
This yields the leading order contribution

GRk (ω) =
Zk

ω − ξk
+GRk;inc(ω), (1.8)

where GRk;inc(ω) has no poles. With this one
can define the Fermi surface even for the inter-
acting system, again as all k such that GRk (0)
diverges at T = 0.

One can study the self-energy experi-
mentally via angle-resolved photoemission
spectroscopy (ARPES), where electrons are
ejected from materials via the photoelectric
effect. Their measured energy and momen-
tum are then used to determine the spectral
function Ak(ω) as plotted in Fig. 1.6. Note
that as k tends to the Fermi momentum kF ,
the peaks narrow. This reflects the fact that
quasiparticles close to the surface have longer
lifetimes. The peak has a width proportional to the temperature, reflecting the thermal broadening
of the Fermi distribution function. Here, the temperatures correspond to energies several orders of
magnitude smaller than the typical energy of the interactions. It is only as T → 0 that the peak
tends to a sharp Lorentzian function.

1.2 Non-Fermi-Liquids

Let us now return to the topic of high-Tc superconductors, like cuprates (copper-oxides) mentioned
at the start. Such ceramics are typically insulating [2], however, for Lanthanum-Copper-Oxide
La2CuO4, with a random set of Lanthanum atoms replaced by barium La2−xBaxCuO4, it was
discovered to have a superconductive phase [3]. At optimal doping x = 0.15, where the critical
temperature Tc is maximized, it has Tc = 35 Kelvin, more than double the previous record.

Using BCS theory, given some assumptions on the electronic band structure, one can prove
a theoretical upper bound on Tc of T ∗

c = 28K [23], with the highest known single-gap7 BCS

7Multi-gap (multi-banded) superconductors can overshoot this bound, e.g., V3Si [24] with T ⋆c = 40K [23]. The
largest experimentally observed Tc in such a material is Tc = 39K in Magnesium diboride MgB2. This is due to two
different bands contributing to the superconducting state, with strong electron-phonon coupling in one band and weaker
coupling in the other.
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Figure 1.7: (Left) Resistivity of strange and normal metals. (Right) Phase diagram of cuprate
(adapted from [26]). For certain materials, the doping can be simulated via a pressure [27].

superconductor being niobium germanium Nb3Ge with Tc = 24K [25]. Thus, such high Tc-
superconductors require a different mathematical approach than ordinary Fermi-liquid and BCS
theory.

The typical phase diagram of a cuprate is plotted in Fig. 1.7. At low temperatures, one sees a
whole dome covering the superconductive phase spanning a range of doping. For low doping, the
cuprates are insulating. Between Tc and T ⋆c , lies the pseudogap phase, named due to a dip in the
density of states to some non-zero value [26]. In terms of this phase diagram, our focus is on the
green area, where the quasiparticle picture completely breaks down. In particular, at near-optimal
doping, for T > Tc, the resistivity becomes linear in temperature T , plotted in Fig. 1.7. Such linear
resistance is also common to so-called bad metals. They are also called non-saturating metals since
their resistance does not saturate to the Mott-Ioffe-Regel bound ρe = kd−2

F e2/ℏ [28] but rather
linearly overshoots it at high temperatures [29]. A quasiparticle picture would then imply that their
mean-free path has become smaller than a lattice constant. At higher doping, the Fermi-liquid is
restored as reflected in a quadratic temperature resistivity at low temperatures [30]. The contrast
between the two cases was plotted in Fig.1.2. In the green region the Wiedemann–Franz law
[31–33] is no longer satisfied. Due to these deviations from ordinary materials, this is termed the
strange metals phase. The resistivity ρe = ρ0 +ASMT +AFLT

2 corresponding to the right-hand
side of the phase diagram is nicely seen in the quasi-one-dimensional Bechgaard-salts, where the
constant AFL scales with the critical temperature Tc [34]. What this means is that when the critical
temperature is tuned to zero, via either pressure or doping, the resistivity is quadratic in temperature
at low temperatures, corresponding to the yellow part. Otherwise, one is left with zero resistivity in
the superconductive phase and a leading order linear in T resistivity above, corresponding to the
strange metal phase.

Such strange metals thermalize rapidly due to their Planckian transport τSM = αℏβ<<Γ−1
FL ,

where ℏβ is the Planckian/Boltzmann time. Experimentally α is usually close to 1 for many
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materials with high-Tc phases [35]:

Material Bi2212 Bi2201 LSCO Nd-LSCO PCCO LCCO TMTSF
α 1.1± 0.3 1± 0.4 0.9± 0.3 0.7± 0.4 0.8± 0.2 1.2± 0.3 1± 0.3

Importantly, note that τSM has no dependence on the coupling strength between the electrons
since α is just a number. This occurs when a system lacks quasiparticles, in which case the only
relevant energy scale is the temperature T . One then finds that the equally important quantum
fluctuations (which arise due to the uncertainty principle) and thermal fluctuations (which arise
due to the finite temperature) can conspire to yield Planckian dynamics [36]. This timescale thus
provides an upper bound on the thermalization rate [36, 37], also see [38, App. B].

To theoretically study such strange phenomena, we require a mathematical model which goes
beyond Fermi-liquid theory. A starting point is to ask why Landau’s robust quasiparticle picture
might break down in the first place. To understand this, let us focus on the foundation of Fermi-
liquid theory—the existence of the Fermi-surface. Clearly, this surface exists for a non-interacting
system. We have before considered how the Green’s functions are changed when switching on
interactions. One may prove that this surface still exists in that case. Not only does it exist, but
it was shown by Luttinger that the enclosed volume remains invariant. The proof of Luttinger’s
theorem, however, relies on a perturbative series to all orders in the interactions [39]. Note that this
is a non-perturbative result, in other words, the result does not rely on small interactions. It rather
depends on the fermionic scattering limitations around the Fermi surface we mentioned before. This
makes it applicable even at strong interactions, hence the robust nature of quasiparticles. However,
while interactions need not be small, one does require the perturbative series to be valid. Indeed,
the series no longer converges in the presence of quantum phase transitions [40] or more generally
when there exists some singularity in the series. The latter occurs in a 1D electron gas which is no
longer described by fermions, but rather by a bosonic (Luttinger) liquid [8].

Let us attempt to classify these cases by considering the self-energy. There are three main ways
in which the theory can break down [41]. The first is when dealing with a non-analytic self-energy,
found in marginal Fermi liquids (MFL), e.g.,

Σ(kF , ω) ∼ ln(ωc/ω) + ıω.

An example of this would be the 2-dimensional Hubbard model [42–44]. At T = 0 and at the
Fermi energy, the MFL form of the self-energy implies a diverging m∗.

Another breakdown occurs for multipole singularities, as found in BCS states. Lastly, the
Green’s functions

G(ω) ∼ ω2∆−1, (1.9)

and hence the self-energy, could have a branch cut ∆ < 1/2 instead of a pole ∆ = 1/2. We now
move on to the SYK models, which fit this third example [45].
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1.3 The solvable nonintegrable SYK models

One important aspect of both strange metals and Fermi-liquids are their energy level statistics8,
i.e., the distribution function P (δE) describing the gaps between consecutive energy level δE =
Ei+1 −Ei. Systems with uncorrelated eigenvalues are integrable [46], i.e., they have Poissonian
level statistics PP(δE) ∝ e−αδE [47]. Typically, one may find the eigenstates of such systems
via Bethe ansatz. For instance, a harmonic oscillator with a non-linearity perturbation satisfies
Poissonian statistics [48]. Typically, integrable systems map onto non-chaotic systems in the
classical limit. This is the Berry-Tabor conjecture [49].

For classical systems, solvability usually implies integrability [50], which typically holds true
in quantum systems as well. Indeed, Fermi-liquid theory describes these low-lying integrable
excitations of certain models. An exception to this is the class of SYK models [51], which serve as
tractable nonintegrable models [33, 51–53]. They have nonintegrable Wigner-Dyson level statistics

PWD(δE) ∝ δEβe−αδE
2
, (1.10)

where β = 1, 2, 4 correspond to the orthogonal, unitary, and symplectic Gaussian ensembles
respectively. The SYK models will fit all three of these ensembles depending on the number of
fermions in the system N . This N -dependent β is due to differences in Clifford algebras, it will be
modular 8 for real fermions [54] and modular 4 for complex fermions [55].

The tractability in the SYK models arises, in part, from their quenched disorder. In other words,
their interactions are described by quenched (constants fixed at some initial time t = t0) random
disorder X , with a mean of zero. The random variables X are typically assumed to be Gaussian,
although this is not necessary. Such quenched random interactions are commonly used to model
impurity systems where the coupling varies from point to point in an uncontrolled way. This is
unusual in QFT, where we usually assume homogeneity and fixed couplings. The study of these
solvable models originates in the Sachdev-Ye (SY) model [51], which consists of a lattice with N
randomly interacting spins. We will focus on the fermionic variant of the SY model, known as the
SYK model. The simplest version consists of N interacting Majorana fermions [56]

HSYK ≡ J
N∑

i1,i2,i3,i4=1

Xi1,i2,i3,i4χi1χi2χi3χi4 . (1.11)

Here χ are (hermitian) Majorana fermionic operators, which are their own anti-particles
(χ†
i = χi) and a thus defined by a single anti-commutation relation

{χi, χj} = 2δij .

Since the interactions are all-to-all, i.e., infinite-range exchange interactions, the term flavor may be
more appropriate than lattice site for the labels i.

8It is important to remove any symmetry influences on this function by calculating level spacings in symmetry
sub-sectors. Further, to obtain an honest representation of P (δE) an “unfolding” procedure is first done on the spectrum.
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Figure 1.8: Leading order Feynman diagrams for
the SYK model. The dashed blue lines indicate
RVs averaging together, the black lines with ar-
rows are the non-interacting Green’s functions.

Importantly, all couplings Xi1,i2,i3,i4 are in-
dependent and identical random (IID) variables.
In the large N regime, a diagrammatic expan-
sion, illustrated in Fig. 1.8, indicates that the
melon diagrams dominate over all other dia-
grams9. The important point is that these mel-
ons are examples of planar diagrams, which
have no “intersecting” dashed lines correspond-
ing to averaged random variables, such as those
found in the second line in Fig. 1.8. We will
return to this topic again in the next chapter.
Such reducible diagrams are particularly sim-
ple to re-sum, in this case yielding a self-energy
Σ = J2G3.

For low energies, we typically study ordinary electrons described by complex Dirac fermions.
Their annihilation operators are related to real Majorana fermions via 2ci = χ2i + ıχ2i+1, with
corresponding creation operators 2c†i = χ2i − ıχ2i+1. Extending (1.11) to include such fermions
yields the complex SYK (cSYK) model10 [53, 58]

H4 = J4
∑

1≤i1<i2≤N
1≤j1<j2≤N

Xi1i2
j1j2

c†i1c
†
i2
cj2cj1 , (1.12)

where
Ä
Xi1,i2
j1,j2

ä∗
= Xj1,j2

i1,i2
ensures the hermiticity of the Hamiltonian.

Figure 1.9: Schematic
representation of the ef-
fect of the terms in (1.12)
leading to the swapping
of positive and negative
“charges”, i.e., particles
and holes.

For this Hamiltonian there is a U(1) symmetry, corresponding to a
conserved charge density

Q =
1

N
N∑

i=1

⟨c†ici⟩ −
1

2
. (1.13)

From this one can assign charges of plus or minus half to particles and
holes respectively. One can then view the terms in (1.12) as exchanging
charges between lattice sites, depicted schematically in Fig. 1.9. By
tuning a chemical potential, we can force the system to arbitrary filling.
The diagrams re-sum to yield a self-energy matching that of the SY
model Σ(t) = −J2

4G(t)
2G(−t). Here half filling corresponds to charge

neutrality Q = 0, for which the KMS relation yields G(−t) = −G(t),
hence reducing to the Majorana case, where one can ignore the arrows
in Fig. 1.8.

9The directions of the arrows will be important for the Dirac fermionic case. For the Majorana case, the arrows can
be ignored due to time-reflection symmetry.

10Note that, as written here, this Hamiltonian does not respect particle-hole symmetry [57].
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Figure 1.10: (Left) Thermal (κ−1) and electrical (ρ) resistivities for different temperatures T of an
SYK sheet, taken from [33]. (Right) Various generalizations of the SYK models, for instance by
adding symmetries or considering q/2-body interactions or dimensions d > 0.

1.3.1 Aspects of strange metals

In the motivation for these models, we placed a strong emphasis on modeling strange metals.
However, up to this point, we have only introduced models with all-to-all IID interactions. As such,
they have no built-in sense of locality and hence can be considered to be zero-dimensional. Such a
local structure is included by studying coupling cSYK models via SYK-type hopping terms

Hx,x′
2 = t

N∑

ij=1

Y i
j (x, x

′)c†x′;icx;j + H.C.,

to form a d-dimensional lattice.
The self-energy of such coupled models remains rather simple. This is because the independence

in the zero mean random variables decouples the various Hamiltonians from one another. Hence,
one can easily combine a near arbitrary set of SYK models and study their behavior [45]. Due to
the simplicity of combining and extending different SYK models, various generalizations have
been considered. The various directions in which the models have been extended are depicted in
Fig. 1.10. For instance, by adding additional symmetries in the disorder, one even allows for a
superconducting instability [59]. Coupling to bosons has also been studied in the Yukawa-SYK
model [60]. By considering q/2-body interactions, one finds similar chaotic properties [45], while
having more access to analytical results [61]. And by considering d-dimensional lattices, one can
study transport properties.

The strange metal behavior can then be found in the electrical and thermal resistivity [33]. To see
this, consider the plots in Fig. 1.2. At low temperatures, below a coherence energy Ec = 2t2/J4,
the hopping dominates. The residual entropy density S(T ) stemming from the interaction is
then rapidly quenched to zero. This implies a large Sommerfeld coefficient γ = S ′(0), which is
proportional to the effective mass. Hence, at low temperatures, the system is a heavy Fermi liquid
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with a large mass renormalization. As expected, it also yields the standard quadratic in temperature
resistivity. This reverses above a coherence temperature T > Ec, where the interactions dominate,
leaving a linear resistivity ρe ∝ T , consistent with an incoherent metal (strange metal-like) phase.
By considering the ratios of resistivities, one notes how the Wiedemann-Franz law holds at low
temperatures L = L0 and is smoothly broken beyond the coherence temperature L→ 3L0/8.

1.3.2 Lack of quasiparticles

Figure 1.11: Energy level
spacings of SYK models.

These SYK models all have a rather peculiar feature, namely that their
entropy density SN (T ) ≡ −⟨ln ϱ⟩/N , remains finite in the thermody-
namic limit S(T ) ≡ S∞(T ), even at zero temperature S(0) ̸= 0. A
quick check shows that a D-fold degenerate ground state ϱ0 = 1D/D
yields an entropy NSN (T ) = D lnD. Hence, if D ∼ eW(NS0),
where W is the product log, then we are left with a residual entropy
density S(T = 0) = S0 in the thermodynamic limit. Here, however,
the disorder and lack of symmetries in the SYK model prevent the
needed properties to produce such an extensively degenerate ground
state. As such, one may wonder how a system with a non-degenerate
ground state can have a non-zero (even extensively large) entropy at
zero kelvin.

The solution to this mystery lies in their lack of quasiparticles.
This is seen in their level spacings plotted in Fig. 1.11. The exponentially small level spacings in
the bulk of the spectrum are typical for many-body Hamiltonians. The novelty is that their level
spacings remain exponentially small down to above the ground state, δE ∼ e−NS(T=0) [62]. A
comparison to the polynomial level spacings found in Fermi-liquids (1.4) is an immediate sign
that the quasiparticle picture fails. In other words, the exponentially small level spacings are an
indication that the Fermi-liquid quasiparticle picture cannot even hold right above the ground state.
With such exponentially small level spacings, one can obtain S∞(T )

T→0−−−→ S(T = 0). The limits
do not commute, however, NSN (0) ∼ D ln(D) is indeed zero because there is only a single
ground state D = 1.

1.3.3 Chaos and holography

The above lack of degeneracy also hints at a different feature of the model. When considering the
full distribution function over eigenvalues, one finds a measure of zero corresponding to overlapping
eigenvalues. This is partially reflected in the Wigner-Dyson level spacing distribution PWD(0) = 0,
i.e., a measure of zero for degenerate eigenvalues. Such level repulsion is a typical feature
found in quantum systems with a chaotic classical counterpart. Typically a system that satisfies
Wigner-Dyson statistics also displays chaos under the classical limit. This observation inspired the
Bohigas-Giannoni-Schmit (BGS) conjecture, stating that (single-body11) quantum models with

11In other words, the statement is not about the many-body quantum systems we consider here. For such second
quantized models, the correspondence between quantum and classical chaos becomes more complex. We will return to
this point again in Sec. 4.1.2
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chaotic classical limits, with properties such as ergodicity, will be nonintegrable [63, 64]. The SYK
models are even maximally chaotic, saturating the Maldacena-Stanford-Shenker (MSS) bound
on the Lyapunov exponent λMMS = 2πT [65]. The resurgence of interest in these models was
primarily driven by this feature since it hints at a possible simple model for holography. This is in
part because this chaotic nature is a key feature of gravity, with a saturated Lyapunov exponent
λL = 2πT found in most (if not all) non-extremal black holes. This together with an emergent
conformal symmetry at low energies makes it a candidate for an anti-de-Sitter (AdS)/conformal
field theory (CFT) correspondence. Not only would this be a candidate for holography, but its
simplicity would also allow us to gain a more concrete understanding of the mapping. This is
because the correspondence typically manifests itself as an S-duality12, meaning when the coupling
strength is strong on one side of the duality, it is weak on the other. In other words, when one theory
is easy to solve, the other is nearly intractable, and vice versa. This is, in fact, one of the most
appealing features of AdS/CFT, since it gives us a possible alternative to understanding strongly
correlated quantum systems via classical Einstein gravity. It does, however, also pose a problem,
namely a concrete verification and understanding of the duality. Here the proposal is between a rare
tractable model for a strongly interacting quantum system, which would again be dual to a weakly
interacting, i.e., classical gravity. Hence, one can in principle find the exact mapping between the
two theories.

Motivation.— The combination of the above features: lack of quasiparticles, strange metal
properties, a conformal symmetry, non-integrability, maximally chaotic, and yet still tractable in
the thermodynamic limit, makes this SYK models a remarkable rarity. They stand in stark contrast
to traditional quantum many-body physics where exactly solutions exist only for integrable models,
leaving only numerical options for nonintegrable models. These numerical methods are then
plagued by the curse of dimensionality, with a growing Hilbert space of size [degrees of freedom]N

restricting studies to small particle numbers N . By sidestepping this, these models have opened the
pathway to analytical insights into quantum chaotic models as well as quantum gravity.

1.3.4 Experimental proposals for flat banded SYK models

Given the discussed relation between strange metals and SYK model chains in Sec. 1.3.1, one
might wonder what further relations are seen between these models and real materials13. For
instance, one hopes to somehow simulate some q = 4 SYK-type model. There is indeed a range of
simulation/digital approaches usually focused on the Majorana case [67–69].

In terms of a more standard notion of “experimental” setups, the problem becomes more difficult.
There are essentially four features of the SYK model that make it physically unusual. The first is
its lack of kinetic (quadratic) term. Experimentally this would correspond to a flat banded system,
as opposed to a non-flat dispersion relation, e.g., ϵk = |k|2/(2m). Approximate flat bands are
found in real materials, for instance, magic-angle graphene [70–72], or in a Kagome optical lattice
[73]. Other methods to create such flat bands are discussed in [73]. The second and third unusual
features are the all-to-all and random couplings which seem rather far removed from microscopic

12The first of such dualities was the Kramers–Wannier duality for the two-dimensional Ising model [66]. The strong
and weak coupling corresponds to low and high temperatures, respectively.

13Unfortunately creating a black hole in the lab is beyond our current capability.
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Hamiltonians. The all-to-all couplings, i.e., infinite-range couplings, could be approximated with
sufficiently long-ranged interactions. The randomness was also partially addressed by considering
an ensemble of sampled graphene flakes with pseudo-random irregular boundaries[74] or via
various other protocols for generating randomness in certain materials summarized in [75]. The
fourth aspect, and possibly the most important, is its chaotic nature, or rather its maximally chaotic
nature. Proposals for this again involve disordered graphene materials [72, 74].

There are various experimental proposals for mimicking a subset of these four SYK features.
These include solid state materials [72, 74, 76–78], as well as both cold atoms and optical lattice
proposals [75, 79].

1.4 Outline and main results of the thesis

The thesis will be outlined as follows: In Chapter 2, we describe various analytical methods for
dealing with the q/2-body interacting Sachdev-Ye-Kitaev (SYK) models. These methods include
the integrable kinetic case q = 2, the use of near-conformal symmetry to extract infrared results and
a 1/q expansion. We compare the analytically obtained leading-order 1/q results to numerically
obtained results for q = 4, highlighting the strong overlap. Such overlap holds for rather general
SYK models and settings, hence will continue to be found in all subsequent chapters.

In Chapter 3, we consider the non-equilibrium dynamics of the SYK model, leaving the
equilibrium physics for the next chapter. This chapter will be useful in understanding the results
in the subsequent chapters since the chaotic nature of the SYK models will be an important
characteristic throughout this thesis. The Lyapunov exponent characterizing the degree of chaos is
found by considering certain correlators which we review. We then focus on the thermalization
behavior of the SYK models by exploring various dynamical protocols that knock the system out of
equilibrium. Our first main result is that the large-q SYK model thermalizes instantaneously given
a near-arbitrary dynamical protocol [80].

We also consider the extensions of the SYK model onto a d-dimensional lattice, allowing us
to study its relation to metals, for instance how it captures aspects of strange metals like T -linear
resistivity. We then show how the large-q SYK model again simplifies the equations of motion. This
yields our second novel result which encompasses concrete statements about the charge dynamics
and lack of instantaneous thermalization in such d-dimensional SYK lattices [81].

Chapter 4 continues with the thermodynamics of the large-q SYK model while using the results
from the previous chapters. The third result of this thesis is that the large-q SYK model has a fully
analytically solvable phase transition that bears a striking similarity to those found in gravity [61].
We compare the analytically obtained large q results to the numerically obtained finite q results.
We find some overlap but also discuss important differences that favor the analytical analysis of the
large-q SYK model. For instance, we discuss the concretely shown mean-field universality class
and how it points to an extension of the holographic mapping.

Inspired by the results of Chapter 4, we focus on black hole thermodynamics in Chapter 5.
We discuss the known (d + 1)-dimensional black hole phase transitions in so-called black hole
chemistry for d > 1. This chemistry refers to the presence of a variable vacuum pressure (the
cosmological constant Λ). We then move onto the d = 1 case, which should be holographically
dual to the (0+ 1)-dimensional SYK model. A key motivation for treating −Λ as a thermodynamic
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pressure is that it preserves the correct scaling in the energy/mass of the gravitation system. There
are, however, some discrepancies that arise when considering (1 + 1)-dimensional gravity. We
address this and give a novel scaling function to the mass. The scaling form preserves all known
results for d > 1 but also yields the correct mass for d = 1. We finish the chapter by finding the
gravitational model with the same partition function as the large-q SYK model, which is the fourth
novel result of this study.

We conclude in Chapter 6 with a summary while providing an outlook for future study.



Chapter 2

Analytical methods for SYK models

In this chapter, we wish to highlight the mathematical aspects which make the SYK models solvable
for large system sizes N . In standard quantum mechanics one often focuses on the problem
of diagonalizing a Hamiltonian. One may then write any observable of interest in that basis.
Evaluating the time-dependent expectation value then amounts to summing matrix elements with
time-dependent phases. In this sense, the quantum system is then fully solvable with any solutions
immediately available. In many-body quantum systems, the problem is far more complex. To
make sense out of the physics one rather looks at correlation functions which capture key aspects
of the system. We introduced one such function, the retarded Green’s function, in the previous
chapter and mentioned its relation to the spectral function. There exists a whole range of such
correlation functions. The ones we are interested in can be constructed via combinations of the
(flavor averaged) greater and lesser Green’s functions respectively given by

G>(t, t′) = − 1

N
N∑

ν=1

⟨cν(t)c†ν(t′)⟩, G<(t, t′) = 1

N
N∑

ν=1

⟨c†ν(t′)cν(t)⟩. (2.1)

For instance, the time-ordered Green’s function is given by G(t, t′) = Θ(t− t′)G>(t, t′) + Θ(t′ −
t)G<(t, t′). For our purposes, we will, unless specified otherwise, work in the Heisenberg picture,
e.g., c(t) = eıHtce−ıHt. In the thermodynamic setting, one focuses on the imaginary time (t = τ/ı)
evolution of the fermions1 c(τ/ı). The thermal Green’s functions are then given by G(τ) ≡
G(τ/ı, 0).

As we will see throughout this thesis, these functions allow one to obtain all the information we
are interested in. Using them, one may calculate the energy density, the density of states, and even
the partition function. As stated in the introduction, the time evolution of the interacting Green’s
functions is described by a self-energy which enters Dyson’s equation

G−1 = G−1
0 − Σ. (2.2)

The SYK models are solvable in the sense that the defining equations for the Green’s functions are
closed to leading order in 1/N , i.e., in the thermodynamic limit. This is because, on top of Dyson’s

1Often the imaginary time evolution is defined as just a function of τ , i.e., c(τ) = eτHce−τH and c†(τ) =
eτHce−τH. This, unfortunately, breaks the hermiticity in the relation c(τ)† ̸= c†(τ). With our notation, this issue does
not occur since c(τ/ı)† = e−τHc†eτH = c†(−τ/ı).

21
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equation, we also have an additional relation for the self-energy Σ = Σ̃. This second relation is only
dependent on the Green’s function Σ̃[G] to leading order in 1/N . As such, the defining equations,
Dyson’s equation and the self-consistency relation Σ̃[G] are exactly known in the thermodynamic
limit, and form a closed set of equations determining the Green’s function. This allows one to then
solve a nontrivial problem, with exponential complexity 2N , via numerics, given N is large.

In this thesis, however, we are focused on the analytical aspects of these models. There are
three well-known cases in which such analytical results are available. In this chapter, we will
discuss all three. The first is the rather trivial kinetic SYK model, discussed in Sec. 2.2. Due
to its quadratic interactions, it is integrable, hence analytically solvable. Although this model is
integrable, its diagrammatic expansion highlights the features which make the more general SYK
models solvable.

The second solvable regime relies on a near-conformal symmetry in the SYK model, discussed
in Sec. 2.3.2. This symmetry appears in the deep infrared (IR), low energy, late time, regime. By
taking symmetry-breaking into account, one finds a Schwarzian action describing pseudo-Goldstone
bosons. Such an action is also commonly found in gravitational theories. One may map the SYK
Schwarzian directly onto certain dimensionally reduced black hole systems2. While these results
are indeed remarkable, one should note their limitation. In finding the correct action, one is again
forced to make use of numerics. Further, the results are only valid at certain time scales and low
energies.

2.1 Many many-body interactions

The third analytical method uses a more general model with q/2 many-body interactions:

Def 1 (charged q/2-body interacting cSYK model) The charged q/2-body interacting cSYK
model is defined by the Hamiltonian

Hq = Jq
∑

{µ}q/21 ,{ν}q/21

X
µ1···µq/2
ν1···νq/2 c

†
µ1 · · · c†µq/2cνq/2 · · · cν1 , |X|2 = 2q[(q/2)!]2

2q2N q−1
(2.3)

summed over all ordered flavors {ν}q/21 ≡ 1 ≤ ν1 < · · · < νq/2 ≤ N . Here couplings
X
µ1···µq/2
ν1···νq/2 are independent and identically distributed (IID) random variables (RVs).

The appropriate variance of X is found by accounting for the combinatorics involved in the
possible scattering processes involved in Hq at large N via Stirling’s formula.

Taking q → ∞ yields the many3 many body interacting cSYK model [80]. Remarkably, the
many many body interacting SYK model is analytically solvable. This solution holds in all regimes,

2There exists a large class of different (d+1)-dimensional black hole systems which, when dimensionally reduced,
yields a particular d = 1 bulk together with the boundary term containing the Schwarzian.

3The first “many” here, as usual, refers to the large N limit. So, it can be read as thermodynamically many bodies
with q/2-body interactions where q is large.
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i.e., it is not limited to low energies or certain time scales. For this reason, it will be the main model
of interest throughout this thesis.

A fast converging large-q expansion. The results one finds when replacing q with finite values
greater than or equal to 4 often overlap strongly with the numerical results [61, 82, 83]. Hence,
in considering large-q-body interactions, we learn qualitative features of the q ≥ 4 SYK models.
This provides the first motivation for considering such a seemingly unphysical system, namely that
the q → ∞ limit retains many of the interesting properties of the q = 4 case (like the behavior of
the Lyapunov exponents, which we will discuss in Sec. 3.1.2). These are analytical results and
therefore lack the numerical errors which we will see occur in the q = 4 numerical studies, which
we will discuss in Sec. 4.3.1.

As to understanding why it can be reflective of the q ≥ 4 case, one may view the solutions to
the q-body SYK model as a 1/q expansion. The large-q limit is then the leading order solution
to the finite q problem. The known strong overlap between the large-q (in a resummed form) and
q = 4 model [83], is indicative of how fast the series converges. If this expansion is resummed in
the right way [84], for instance replacing some leading order expression 1 + g(τ)/τ with eg(τ)/q,
then it can capture more of the higher order corrections in 1/q. Such an example is precisely what
we find for the q-body SYK model. Doing so, in the low-energy limit, the Green’s function derived
under this method, in fact, exactly overlaps, up to a proportionality constant, with any q ≥ 4 results,
when q is set to the desired value. As such, it also yields quantitative results. Given these results,
one sees how the 1/q expansion provides a well-behaved, systematic way of calculating the finite q
physics.

An effective model for underlying physics. Aside from the q ≥ 4 aspects captured by the
many many-body SYK model, one may ask whether such interactions can be at all reflective of any
real physics. From a renormalization perspective, interactions involving more than two particles
(i.e. q-body interactions where q > 4) are expected to be sub-leading. Typically, kinetic terms
q = 2 dominate4 over 2-body interactions and the hierarchy continues, with higher order scattering
process decreasing in rarity. Such a hierarchy stems from fundamental interactions corresponding
to q = 4. An exception would thus imply a fine-tuning of parameters forcing q ≤ 4 contributions
to be small. However, one should note that the SYK model is an effective model, not a microscopic
model, a point we will return to in Chapter 6. Hence, it is nontrivial to assess which value q should
take as an effective model for a particular real material. One way in which one may guesstimate
this is by comparing violations in the Wiedemann-Franz (WF) law L = L0 (L0 = π2/(3e2)) of
real correlated materials [32]. For instance, the q-body SYK model has Lorenz ratio L = 4L0/q

2

for large q [85]. As stated before, such violations of the WF law are indicative of strange metals
lacking quasiparticles or quantum systems close to critical points. As such, one may view such
general q-body SYK models as effective models capturing quantitative and qualitative aspects of
such systems. We will return to this topic again when discussing lattices consisting of coupled SYK
models/dots in Sec. 3.3.

To simplify the analysis throughout this chapter, we often focus on the half-filling µ = 0
(uncharged) case for the more explicit calculation, meaning that the non-interacting Green’s
functions are given by G0(τ) = sgn(τ)/2. For the equations given in this chapter, not much will
change for a non-zero charge. We will, however, mention the important differences that occur

4They are more relevant under the renormalization group flow.
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where appropriate. We will then return to the charged case in Sec. 3.2.3 and in Sec. 4.1 where it
becomes particularly important for the thermodynamics.

2.2 The kinetic SYK model

The SYK models all owe their solvability to their quenched disorder-dependent couplings. A
quenched system considers a realization of the system with a certain fixed5 disorder X , correspond-
ing to impurities, and calculating the corresponding free energy by tracing out the fermions. As
such, the disorder average is thought of as averaging different ensembles. In this section, we study
how this averaging leads to a closed form expression for the self-energy by focusing on the simple
kinetic case6

H2 =
N∑

i,j=1

tijc
†
icj , |tij |2p = t2p/N p. (2.4)

Although integrable, the calculations reflect the key features of why the SYK model is solvable,
which is the domination of the so-called melon diagrams.

Here we will focus on the Matsubara Green’s functions G(ıωn) which are related to the thermal
Green’s functions via Fourier transform

G(ıωn) =

∫ β

0
dτ eıωnτG(τ).

For fermions, the Matsubara frequencies are given by ωn = (2n+1)π/β. These Green’s functions
are related to retarded Green’s functions introduced in Chapter 1 as GR(ω → ıωn) = G>(ωn).
This is shown by explicitly taking the trace of (2.1) with respect to the eigenstates {|En⟩} of the
Hamiltonian, known as the Källén-Lehmann representation.

For such a quadratic Hamiltonian, the Heisenberg equations of motion are closed under the
creation and annihilation operators. For instance,

dck0(t)

dt
= ı[H, ck0 ] = −

∑

k1

tk0k1ck1(t).

From this one can obtain a similar equation for the imaginary time Green’s functions. In Matsubara
frequency space it is given by

Gk0k2(ıωn) = G0(ıωn) +
∑

k1

G0(ıωn)tk0k1Gk1k2(ıωn),

where the non-interacting Green’s function is given by G0(ω) = 1/ω. Here the subscripts indicate
that the expectation values are with respect to ck0 and c†k2 , instead of the averaged diagonal sum,
e.g., (2.1). We would like to solve for the flavor averaged Green’s functions

G(ıωn) ≡
1

N
N∑

k0=1

Gk0k0(ıωn). (2.5)

5Physically such randomness fluctuates on a slow timescale if fluctuating at all.
6Note the difference in the symbol t from t, which should remind the reader that this is not a time parameter.
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By iteratively placing in the right-hand-side expression for the full Green’s functions, one obtains
the solution to the flavor averaged Green’s functions as [86]

G(ıωn) = G0(ıωn) +G(1)(ıωn) +G(2)(ıωn) + · · · , (2.6)

where the superscript indicates the order in t. Explicitly the higher orders are given by

where we have suppressed the ıωn dependence. We have also included a suggestive diagrammatic
sketch. Now we disorder average over all possible RVs

G(n) =
1

N
∑

k0,k1,k2,···kn−1

G0tk0k1G0tk1k2 · · ·G0tkn−1k0G0

Odd products of t vanish since tij = 0 and different RV’s are independent. Let us consider some
particular contributions. Graphically, we represent random variables that sum together via red
dashed curves, and the averaged (and summed) version has solid curves. For instance

The important simplification from the averaging arises from the fact that each crossing line in
the diagram indicates that one less index is being summed over. To understand why, consider the
simplest example:

Importantly, we note that when lines cross, it indicates that more than two indices are summing
together. In other words, they do not each freely sum over the all i ∈ {1, . . . ,N}. In the above
we have four indices summing together, leading to one less summation than that of the reducible
two circles in G(4). With one less sum, they also lose a factor N . Together with the variance of
the random variables |tij |2p = t2pN−p, this implies that these kinds of diagrams are of lower
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order in N than the diagrams which do not cross. Such non-crossing diagrams are known as planar
diagrams or melon diagrams for q ≥ 4. Hence, this model, and all SYK models, is dominated
by planar diagrams. This yields a drastic simplification already seen from the reduction in the
combinatorics of the problem. The leading order (in t̂) rainbow diagrams are

Note that each diagram appears once and only once. Now comes the important realization, by
multiplying by t2, the effect is to nest the diagrams

Such nested diagrams are known as irreducible diagrams since they cannot be cut in two by cutting
a (black) leg associated with the non-interacting Green’s functions. By definition, the sum over all
such irreducible diagrams

t2
∞∑

i=0

G
(i)
,

is the self-energy Σ. Further note that this sum is just the average of (2.6) multiplied by t2, i.e.,
it is equal to t2G, and as such we are left with the self-energy directly in terms of the averaged
Green’s functions

Σ = t2G. (2.7)

This now, together with Dyson’s equation, yields the close form equation G
−1

= G0 − t2G which
is solved by

G(ω) ∝ G−1
0 (ω)±

»
G−2
0 (ω)− 4t2. (2.8)

2.2.1 Existence of quasiparticles

Note that there are no poles in the above Green’s function (2.8). In this sense, one might claim that
there is no Fermi surface. However, this statement is rather about the averaged system. To see this,
let us take a step back and reconsider H2. We can diagonalize a quadratic Hamiltonian such as (2.4).
This is done via a unitary7 Bogoliubov transform B =

∑
i |ϵi⟩⟨i|, where ϵi are the eigenvalues of

t̂, which defines the old fermions in terms of the new ones cβ = Bβνaν , where we have used the
Einstein summation convention. For fermions, we wish to preserve the canonical commutation

7While this transformation is orthogonal for fermions, it would be symplectic for bosons [87]. Such a transform
occurs in the derivation of Hawking radiation, where the strongly curved space-time from the black hole alters the
vacuum. The bosonic excitations of the new vacuum are related to the old ones via a Bogoliubov transform [88].
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relations, e.g., {ai, a†j} = δij , implying that B is a unitary transform. The Hamiltonian then maps
to

c†αt̂αβcβ = b†µ[B†]µαt̂αβBβνaν = ϵαa
†
αaα.

As such, the imaginary time evolved fermionic operators are aν(τ/ı) = e−τϵνaν . The mean flavor
Green’s functions simply transform as

G(τ) =
1

N
N∑

ν=1

T ⟨aν(τ/ı)a†ν⟩, G(ıωn) =
1

N
N∑

ν=1

1

ıωn − ϵν
. (2.9)

As expected, the poles in each Green’s function are there. To get a well-defined average, one must
consider regularized Green’s functions by considering complex frequencies ω + ıη. This has the
effect of smoothening each realization, which may then be averaged together to yield (2.8).

Lastly, the couplings tij are the components of a standard (Hermitian) Gaussian random matrix
t̂. It is a large random matrix of order N , with mean zero, variance t̂/N , and its nth moments are
bounded. As such, from Wigner’s semicircle law, the eigenvalues ϵα are distributed according to

P (ϵα) =
1

πt

…
1−

( ϵα
2t

)2
,

which is also reflected in (2.8). To see how well these averages capture the non-averaged functions,
one looks at higher order moments G(ıωn)m to find the full Green’s function distribution p(G).
Ideally, one would find something like p(G) ∝ e−N (G−Ḡ)2+O(N 0) indicating a self-averaging
behavior which we discuss next.

2.3 Disordered action and self averaging

Throughout this thesis, we will study the equilibrium and even non-equilibrium properties of the
disorder models by focusing on the partition function Z(X). This function can be related to the
unitary evolution operator

U(t, 0) = e−ıH(t−δ)ıδe−ıH(t−2δ)δ · · · e−ıH(t−Nδ)δe−ıH(0)δ

where N → ∞ and the infinitesimal steps are δ = t/N . For instance, the standard partition
function is simply U(−ıβ, 0). In particular, imaginary and real-time evolution can be performed
along some contour C via the contour-ordered exponential known as the S-matrix

UC ≡ lim
N→∞

2N∏

i=1

e−ıδtiH(ti) = TCexp
Å
−ı
∫

C
dtH(t)

ã
(2.10)

where δt ∼ 1/N . The typical contour we consider is plotted in Fig. 3.4. Typically, C is chosen
based on what one wishes to calculate. Since we are interested in thermodynamics, our contour
will be along the imaginary leg from t = 0 straight to t = −ıβ, in which case the thermodynamic
partition function is the trace Z(X) = Tr{UC}. General contours will also allow us to extract the
nonequilibrium dynamics of observables or Green’s functions, as we will see in Chapter 3.
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We formally write this as a coherent state path integral over Grassmann fields,

Z(X) =

∫
D(ψ̄, ψ)eı

√
NS[ψ̄,ψ;X]

where S is the disorder-dependent action. A brief overview of such fields and integrals is given in
App. 2.A. The constant

√
N has been factored to make the action intensive after averaging. It is a

functional of ψ̄, ψ

S[ψ̄, ψ;X] = −Tr{Ĝ−1
0 ◦ G} −

∫

C
dtH(ψ̄(t), ψ(t))/

√
N . (2.11)

Here we have defined the quadratic bilocal8 field

G(t1, t2) ≡ − 1

N
N∑

µ=1

ψ̄µ(t1)ψµ(t2). (2.12)

Such bilocal fields have a continuous matrix type of multiplication over some chosen contour C

(Â ◦ B̂)(ti, tj) ≡
∫

C
dtk Â(ti, tk)B̂(tk, tj). (2.13)

With this, the trace’s definition is then merely an extension from the trace over discrete matrices
indices to continuous time parameters

Tr{Â ◦ B̂} ≡
∫

C
dt(Â ◦ B̂)(t, t). (2.14)

There are two typical kinds of disorder that are often considered. The first is annealed disorder,
which stems from temporal fluctuations which oscillate on a fast timescale, hence averaging
itself. In other words, annealed disorder stems from dynamical degrees of freedom which, when
traced over, corresponds to an open quantum system. Here we focus on the quenched disorder,
which corresponds to unknown and uncontrollable impurities in various samples. For disorder X
distributed according to p(X), the annealed and quenched generating functions are given by

lnZ(X) = ln

∫
dXp(X)Z(X), lnZ(X) =

∫
dXp(X) lnZ(X) (2.15)

respectively. In the annealed case X and ψ fluctuate together, described by an effective Euclidean
action where the Lagrangian gains a term proportional to ln p(X), seen for instance by rewriting
p(X) = e−β[−T ln p(x)].

The disorder average is then an ensemble average lnZ , where Z = Tr{e−βH}. However,
evaluating this can be tricky. One option is to consider the power series

lnZ =
∑

k>0

(1−Z)k/k,

8The fields are not local in time, since two different times enter, this makes them bilocal.
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but this series converges slowly due to the 1/k instead of the usual 1/k!. A second alternative is
via the derivative formula for the logarithm

lnZ = lim
Λ→0

ZΛ − 1

Λ
.

One notes that the average ZΛ, amounts to considering the annealed average of Λ replica systems

ZΛ = Tr{e−β
∑Λ
ℓ=1 H;ℓ},

where we have defined the Hamiltonian H;ℓ, which all share the same disorder X . As such, it is
often called the “replica trick”. For instance, for the q = 4-body SYK model

Λ∑

ℓ=1

H4;ℓ =
∑

1≤i1<i2≤N
1≤j1<j2≤N

Xi1i2
j1j2

Λ∑

ℓ=1

c†ℓ,i1c
†
ℓ,i2
cℓ,j2cℓ,j1 ,

which can also be viewed as a lattice of Λ SYK dots with exact translation invariance with simple
annealed disorder. One then analytically continues this partition function from integer Λ to a real
number, such that one may take the limit as Λ → 0. This process can be challenging and can also
fail for certain systems. When employing the above trick, one introduces correlations over the
different replicas i, j, for instance,

Gij(t, t′) = − 1

N
N∑

µ=1

⟨T ci;µ(t)c†j;µ(t′)⟩.

Often the assumption of replica diagonal symmetry Gij(τ, τ ′) = δijG(τ, τ ′) allows one to then
solve the problem, as was done in the q = 4 SYK model [53]. This diagonal assumption, while
holding in the fermionic SYK model [89], is not always valid. Such replica diagonal symmetry
breaking is, in fact, a defining feature of a system condensing into a spin glass phase. One of
the most notable classical spin glass models is the Sherrington-Kirkpatrick (SK) model [90]. The
Sachdev-Ye (SY) model [51]

HSY = J
N∑

i1,i2=1

Xi1i2

M∑

µ,ν=1

Ŝµνi1 Ŝ
νµ
i2
, (2.16)

is an extension of the SK model. Here the operators Ŝµν are the generators9 of the group SU(M)
[91]. This model becomes exactly solvable in the thermodynamic limit with large spin degrees
of freedom. It has the same closure relation as the complex q = 4 SYK model. Indeed, like the
SK model, by reducing the temperature (or increasing the spin angular momentum) this model
will condense into a spin glass [92]. Numerical evidence suggests that replica symmetry is also

9The size of the algebra is M2 − 1, since angular momentum conservation provides one additional restriction on the
M2 operators. In the case where M = 2, these generators are merely the three Pauli matrices.
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broken in the bosonic SYK model, i.e., the same model, but with the fermionic operators replaced
by hard-core bosons [62].

One signature of when the replica diagonal assumption fails is a negative entropy. For the
fermionic SYK model, the entropy remains positive at all temperatures.

We now come to the important topic of self-averaging which is related to replica symmetry.
An observable for a disordered model is said to be self-averaging if the large N limit means that it
tends to its averaged value [93]. In this sense, it is the law of large numbers for quantum systems.
In other words, it is an observable which is connected in a way such that the presence of many
couplings (sampled from some distribution) has the effect of averaging itself. For such observables,
the annealed and quenched averages coincide. A system is said to be self-averaging if the same
holds for the partition function

lnZ N→∞−−−−→ lnZ. (2.17)

This condition is stronger than replica diagonal symmetry. Considering the respective power series,
one notes that this will occur if ZΛ N→∞−−−−→ ZΛ, i.e. when all replicas are independent of another.
The importance of this, and the reason for this particular definition of a self-averaging system, is
that one can then calculate observables from the annealed partition function. Further, it gives new
relevance to the system, since the ensemble average now encodes a single thermodynamically large
system. While neither free bosonic nor free fermionic models are self-averaging at any intensive
temperature, it can already be seen that the breaking is stronger in the bosonic case due to their
condensation, see App. 2.B. Indeed, unlike the bosonic SYK models, the fermionic case does
preserve replica symmetry [94].

For the fermionic SYK model, in the large N regime, for intensive temperatures T = O(N 0),
one can estimate lnZ − lnZ via the leading order replica off-diagonal melon diagrams which scale
as N 2−qβ2 [57, 95]. At large temperatures the system becomes only weakly dependent on the
disorder, seen in the extreme where Z T→∞−−−−→ Tr{1}. The reverse is true at low temperatures. As
expected, replica symmetry breaking would occur at low temperatures, however, in first taking the
large N limit, they never contribute. An exception is the kinetic q = 2 case from Sec. 2.2. Given
some interaction (q > 2) term, however, we only have to focus on the averaged Green’s functions,
which are equal to the actual Green’s function to leading order in 1/N

G ∼ G.
As we saw in Sec. 2.2, the planar dominance leads to many terms being of sub-leading order

in 1/N . In the end, the problem is one of combinatorics—counting the various averages that can
occur together with their weight given by the number of sums over N indices left over. In doing
this one notes that only the variances contribute to the action. Counting all the contributions, as is
done in Sec. 3.4.1, one is left with the effective averaged action

SI [G] ∼
∫
dt1

∫
dt2

H(ψ̄(t1), ψ(t1))H(ψ̄(t2), ψ(t2))

2N . (2.18)

Evaluating the above variance one finds that it may be written purely in terms of the bilocal fields
G (2.12). For instance, for the q-body SYK model (2.3) one finds

H(ψ̄(t1), ψ(t1))H(ψ̄(t2), ψ(t2)) =
J2
q

2q2
[−2G(t1, t22G(t2, t1))]

q/2,
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as shown in App. 2.C. This leaves us with an action SI [G] = Tr{[Σ̃[G]/q] ◦G}, where

qΣ̃[G](t1, t2) = L(t1, t2)2G(t1, t2), L(t1, t2) ≡ J2
q [−2G(t1, t2)2G(t2, t1)]

q/2−1. (2.19)

2.3.1 The G-Σ path integral

Even for such a general q/2-body interaction, one may write down the general effective action
in terms of two bilocal fields G, Σ. Their on-shell values will end up being the flavor averaged
Green’s function and self-energy. Even upon combining various SYK models, the averaged partition
function will take the form

Z =

∫
D(ψ̄, ψ)e−NSI [G]+N Tr{G−1

0 ◦G}, (2.20)

with the quadratic field G (2.12). Lagrange multipliers are then introduced via a delta functional

Z =

∫
D(ψ̄, ψ)

∫
dGδ[G −G]eN Tr{G−1

0 ◦G}e−NSI [G]

=

∫
D(ψ̄, ψ)

∫
dG
∫
dΣeN Tr{Σ◦[G−G]}eN Tr{G−1

0 ◦G}e−NSI [G].

Integrating the above Gaussian type integral of Grassmann fields in G, yields

Z =

∫
DG
∫
DΣe−NS[G,Σ], (2.21)

where we have gained an invaluable (averaged) action for our model

S[G,Σ] ≡ Tr{[Σ̃[G]/q − Σ] ◦ G − ln[G−1
0 − Σ]}. (2.22)

This allows us to gain a whole wealth of knowledge about the theory, for instance, its symmetries. By
varying the action, w.r.t. Σ, we obtain Dyson’s equation (2.2) G = [G−1

0 −Σ]−1. Varying this action
with G yields δS = Tr{[Σ̃− Σ] ◦ δG} which identifies the self-energy as Σ(t1, t2) = Σ̃[G](t1, t2).

2.3.2 The near-conformal invariance in SYK

Let us now find the symmetries in the action (2.22). First, let us make the following change in the
integration variable in (2.21): Σ = ΣC + G−1

0 . This redefinition of self-energy changes Dyson’s
equation to G = −Σ−1

C . The action (2.22) may then be separated into two parts S = SCFT + SSc

SCFT = Tr{[Σ̃[G]/q − ΣC ] ◦ G − ln[−ΣC ]}, SSc = −Tr{G−1
0 ◦ G}. (2.23)

The first action is extremized given the field ΣC takes on the “value” of the self-energy ΣC = Σ̃[G].
Together with the modified Dyson’s equation ΣCG = −1, we have

δC(t1 − t2) =

∫

C
dt′J2

q [−4G(t1, t′)G(t′, t2)][−4G(t′, t2)G(t2, t′)]q/2−1. (2.24)
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Note that any solution to (2.24) remains a solution even upon arbitrary time reparametrization [53]
t→ u(t), as long as the Green’s function and self-energy transform as

G(t1, t2) → eı[ϕ(t1)−ϕ(t2)]G(u(t1),u(t2))[u̇(t1)u̇(t2)]
∆ (2.25)

ΣC(t1, t2) → eı[ϕ(t1)−ϕ(t2)]ΣC(u(t1),u(t2))[u̇(t1)u̇(t2)]
1−∆, (2.26)

respectively and ∆ = 1/q. The only effect is to yield the new delta function [96]

δC(u(t1)−u(t2)) =
2δ(t1 − t2)

u(t1) +u(t2)
.

In other words, the action is invariant under diffeomorphisms. The conformal group consists of
all transformations which preserve angles, see e.g., App. 2.D. Note that there exists no notion of
angles in one dimension, as such any smooth transformation “preserves” angles and is considered
conformal [97]. Written in group theoretic language10, we have Conf1 ≃ Diff1, i.e., the group of all
conformal transformations is isomorphic to the group of all diffeomorphisms in 0 + 1 dimensions.
Here we have an (anomalous) conformal dimension ∆ = 1/q.

In the IR regime, one finds the local (instead of bilocal) conformal solution GC(t) ∝ sgn(t)|t|−2∆.
The remaining details we wish to reflect on can be found in the simpler Majorana SYK model

[45], corresponding to the neutral-charge case of the cSYK model. The charge cSYK discussion can
be found in [57]. Let us now focus on the contour along the imaginary leg t ∈ [0,−ıβ], meaning
the imaginary time Green’s functions GC . One can also infer the IR form at small T [45]

GC(τ) ∝ bqG0(τ)

ï
π

βJq sin(π|τ |/β)

ò2∆
, bq =

ï
(1− 2∆)

tan(π∆)

π∆

ò∆
. (2.27)

Now we focus on the correction terms which we have ignored so far

SSc[u] =
1

2

∫
dtdt12δ̇(t12)G(t1, t2), (2.28)

which select out solutions near equal times, i.e., small t12 ≡ t1 − t2. Defining the average time
t = (t1 + t2)/2 we have

G(t1, t2) = GC(t12)
ï
1 +

∆

6
t212Sch(u(t), t) +O(t312)

ò
, (2.29)

where we have defined the Schwarzian derivative

Sch(u(t), t) ≡
ï
ü(t)

u̇(t)

ò′
− 1

2

ï
ü(t)

u̇(t)

ò2
. (2.30)

With some reasoning and collecting some diverging functions, one finds the contribution [96, 98]

SSc[u] =
αS(q)

Jq

∫
dtSch(u(t), t) (2.31)

10The field over which the group acts will be either R or C depending on the time domain/contour C [80].
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to leading order in t12. The only solution to which Sch(u(z), z) = 0 is the Möbius transform11

u(z) =
az + b

cz + d
,

ï
a b
c d

ò
∈ SL2, (2.32)

where the special linear group SL2 consists of matrices with determinant 1, i.e., ad− bc = 1. Thus,
the Schwarzian derivative measures deviations away from a Möbius transform. As such SSc leads
to a breaking of the Conf1 symmetry down to an SL2 symmetry.

The reparametrization modes u causing this symmetry breaking are pseudo-Nambu–Goldstone
bosons. Evaluating the total action leaves the low-energy path integral over all scalar fields12 [45]

ZIR =

∫
Due−N [βE(T=0)−S(T=0)−SSc[u]].

The on-shell contributions then yield the leading free energy (per lattice site)

−T lnZIR/N ∼ E(T = 0)− TS(T = 0)− 2π2αS(q)T
2/Jq,

where we note that the Schwarzian contribution is of order O(T 2). One still has to find αS
numerically, except for large q, where one may analytically show αS(q) ∼ ∆2/4 [45].

2.4 Exact solvability of the large-q SYK model

Now we focus on the large q case of (2.3) and see how a 1/q expansion provides a leading order
closed-form solution. We start by writing the Green’s function as

G(τ) = G0(τ)e
g(τ)/q, G0(τ) = sgn(τ)/2 (2.33)

with boundary condition g(0+) = 0. Next, we assume that, for the large q case, the g’s are of
order O(q0). Then the exponential may be expanded as 1 +g/q +O(q−2). The exponential form
can then be viewed as a leading order resummation of the 1/q expansion, thus minimizing the error
in the series 1 + g/q → eg/q. As before, the self-energy Σ is related to G via Dyson’s equation
(2.2) G−1

0 −G−1 = Σ. Now we expand the left-hand side in orders of 1/q

G0(ıωn)
−1 − 1

G0(ıωn) +
1
q [G0 × g](ıωn)

= G0(ıωn)
−2 [G0 × g](ıωn)

q
+O(q−2),

where, recalling that G0(ıωn)
−1 = ıωn, the Fourier transform may be written as

[ıωn]
2[G0 × g](ıωn) =

[
(−∂τ )2G0(τ)g(τ)

]
(ıωn). (2.34)

11Technically the symmetry is the quotient group PSL2 = SL2/{±1} known as the projective special linear group.
This is because the Möbius transform corresponding to M ∈ SL2 and −M are the same, as such we consider the
equivalence class of elements M ≡R −M , which is PSL2.

12The extension to arbitrary charge density would also include a functional integral over all phase fields ϕ [85].
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Inverting this Fourier transform on both sides yields ∂2τg(τ)/2 = qΣ(τ) for τ > 0. In terms of
(2.33) the self-energy (2.19) is then given by

qΣ(τ) ∼ J2
q e

g+(τ), g+(τ) ≡
g(τ) + g(−τ)

2
,

leaving the equation g̈(τ) = 2J2
q e

g+(τ),which is the same for g(±τ). As such, the only asymmetry
that can occur is a possible linear term. The Majorana-like symmetry at half-filling means that no
such term enters g(−τ) = g(τ) [45]. As such we are only left with a Liouville equation

g̈+(τ) = 2J2
q e

g+(τ), (2.35)

which is solved by the symmetric function13[99]

eg+(τ) =
(λ/2)2

J2
q cos

2(πv/2− λ|τ |/2) , λ ≥ 0. (2.36)

One may further relate this to the energy by using the generalized Galitskii-Migdal sum rule [80]
q2⟨Hq/N⟩ = −2Jq sin(πv/2). This indicates that the ground state is at v → 1, hence the positive
temperature results correspond to v ∈ [0, 1].

Figure 2.1: Plot of the solution v to the closure
relation (2.39)

We would now like to relate the temperature
to v and λ. At equilibrium, the temperature is
related to the periodicity in the Green’s functions.
In particular, the Kubo-Martin-Schwinger (KMS)
relation for fermions: G(−τ) = −G(−τ +
β). Via some trigonometric manipulation, the
equation g+(−τ) = g+(−τ + β) reduces to
sin(λ [τ − β/2]) sin(λβ/2− πv) = 0, i.e.,

λ = 2π[m+ v]T, (2.37)

with m ∈ Z, or λ = 0. The latter yields a con-
stant Green’s function; hence we focus on the
former (2.37). Since both λ, T ≥ 0, we only
consider14 m ≥ 0. From the boundary condition
eg(0) = 1 on (2.36), we obtain the closure rela-

tion 2Jq = λ sec(πv/2). Substituting (2.37) then yields βJq cos(πv/2) = π[m + v], which has
multiple solutions. In fact, in the range mπ ≤ βJq < (m+ 1)π, one finds exactly m+ 1 solutions.

In the UV regime βJq → 0, one has a unique solution corresponding to m = 0, which
corresponds to the smallest period in the Green’s functions. Decreasing temperature further, one
would not expect this definition to undergo any abrupt change; thus we have the relation

λ = 2πvT, (2.38)
13Here, without loss of generality, we have taken λ ≥ 0.
14If we had kept the negative temperature solutions, then this would only change by having to consider m →

m+Θ(−v), for m ≥ 0
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where v is the solution to the closure relation

πv = βJq cos(πv/2). (2.39)

We may invert (2.39) using the Lagrange inversion theorem. The solution v(βJq) is only dependent
on βJq, plotted in Fig. 2.1. With this, we may write (2.36) as

eg+(τ) =

ï
πv

βJq cos(πv(1/2− |τ |/β))

ò2
(2.40)

where the closure relation (2.39) ensures the boundary condition g+(0) = 0.

2.4.1 IR comparison

In the infrared (IR) regime βJq → ∞, we find v → 1, as plotted in Fig. 2.1. With this, the solution
(2.40) becomes

eg+(τ) =

ï
πv

βJq sin(π|τ |/β)

ò2
for τ ̸= 0, β. This appears very similar to the finite q IR solution (2.27). Indeed, the only difference
is the appearance of the proportionality constant

bq =

ï
(1− 2∆)

tan(π∆)

π∆

ò∆
, ∆ =

1

q
.

For large q, this proportionality constant behaves as bq ∼ 1 − 2∆2, i.e., it rapidly saturates to 1.
For instance, b4 > 0.89 and already b6 > 0.95. As such, this is our first explicit example of how
the large q analytical result can be used to not only obtain qualitative features of small q ≥ 4, but
even quantitative estimates.

2.4.2 Solvable competing large-q SYK models

The solvable property of SYK models continues to hold even when combining such models. For
instance, Hr +Hq would yield a self-energy which is merely the sum of the individual models
Σ = Σr +Σq. A standard example is to add a quadratic term r = 2, for which there is a chaotic-
to-regular crossover [33, 100]. For the equilibrium Green’s functions, for r = κq, this then leaves
the leading order equation g̈+(τ) = 2J2

q e
g+(τ) + 2J2

κqe
κg+(τ). For this particular case, one can,

in fact, still find an exact analytical solution for the Green’s functions G(τ) ∝ eg+(τ)/q, when
κ ∈ {1/2, 1, 2}. For instance, when κ = 1/2 we are left with the equation

g̈+(τ) = 2J2
q e

g+(τ) + 2Jκqe
κg+(τ) (2.41)

which has the solution

eg+(τ)/2 =
(πv)2

(βJκq)2 +
√
(πv)2(βJq)2 + (βJκq)4 cos(πv(1/2 + τ/β))

(2.42)
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which reduces to the Liouville solution for Jκq = 0. It is subject to the boundary condition that
g+(0) = 0 which would yield the following closure relation for v

πv =

√
1 +

Å
(βJκq)2

πvβJq

ã2
βJq cos(πv/2) +

(βJκq)
2

πv
. (2.43)

From (2.42) one can explicitly confirm the intuition that the lower body scattering term, the q/2-
body term in this case, dominates at low temperatures. This is because the q-body and q/2-body
contributions are of the order βJq and β2J2

q/2 respectively. As such, at low temperatures, the Jq/2
contributions dominate, while at higher temperatures the q-body scattering Jq dominates.

For κ = 2, we have essentially the same equation as before, with the roles of the couplings
inverted. To see this we rewrite

2g̈+(τ) ∼ 4J2
κqe

2g+(τ) + 4J2
q e

2g+(τ)/2, (2.44)

which is (2.41) upon making the following re-definitions (g+, J
2
κq, J

2
q ) → 2(g+, J

2
q , J

2
κq). For

κ = 1, the equation reduces to a Liouville equation with the same solution with re-definitions
Jκq → 0, J2

q → J2
q + J2

κq, leaving the solution (2.39).

Appendix 2.A: Grassmann path integrals
A particularly useful tool for evaluating expectation values is Feynman’s path integral formulation. To set up the path
integral, however, one needs to insert resolutions of identity over appropriately continuous states. For bosons, these states
are simply the over-determined and unnormalized Glauber coherent states |ψ) ≡ e−ψ·c† |0⟩, where we have defined the
dot product between the two arrays c ≡ (c1, c2, . . . , cN ) and ψ ≡ (ψ1, ψ2, . . . , ψN ) as ψ · c† ≡ ∑

i ψic
†
i . Since the

states are over-determined they have a special resolution of identity

1 =

∫
dµ(ψ)|ψ)(ψ|, µ(ψ) =

( N∏

i=1

dψ̄idψi

)
e−ψ̄·ψ (2.45)

with a measure µ(ψ). For fermions, there exists no such state. However, a particularly useful framework considers
generalizing the parameters ψi to that of Grassmann variables, which are anti-commuting numbers. One can then define
the unnormalized fermionic coherent state as before, where ci are then fermionic creation and annihilation operators.
Expanding the exponential yields

|ψ) = |0⟩ −ψ · c†|0⟩.
One usually normal orders the operators first before taking expectation values with respect to the Grassmann variables.
In this case, one only requires the following relations: ci|ψ) = ψi|ψ), (ψ|c†i = (ψ|ψ̄i, and (ψ′ |ψ) ≡ eψ

′·ψ . For any
normally ordered operator H(c†, c), we have

(ψ′|H(c†, c)|ψ) = H(ψ̄′,ψ)eψ
′·ψ. (2.46)

The process of normal ordering is also captured by defining c†i |ψ) = −∂ψi |ψ) and (ψ|ci = ∂ψ̄i
(ψ|. We will define

Grassmann integration merely as Grassmann differentiation
∫

dψψn = ∂ψψ
n = δn1. (2.47)

We are in particular interested in the trace of S-matrix (2.10), which can be evaluated over fermionic coherent states

Z =
Tr{UC ϱ̂}

Tr{ϱ̂} =
1

Tr{ϱ̂}

∫
dµ(ψ(t2N ))(−ψ(t2N )|UC ϱ̂|ψ(t2N )) →

∫
D(ψ̄,ψ)eıS[ψ,ψ̄] (2.48)
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in particular as a path integral over these Grassmann fields as on the right. To achieve this we factor the S-matrix and
insert multiple resolutions of identity (2.45). These are for Grassmann variables at different “times” ψ(t). Inserting
multiple resolutions of identities into the trace and using the property for ordered operators (2.46) yields terms like

e−ψ̄(ti+1)·ψ(ti+1)|ψ(ti+1))(ψ(ti+1)|e−ıδtiH(ti)|ψ(ti))(ψ(ti)| = |ψ(ti+1))e
ıδtiL(ti)(ψ(ti)| (2.49)

where the Lagrangian L becomes only dependent on ti in the continuum limit. It is given by

ıψ̄(ti+1) · ψ(ti+1)−ψ(ti)
δti

−H(ψ̄(ti+1),ψ(ti)) (2.50)

where the Lagrangian terms sum together to yield the total action

ıS[ψ, ψ̄] = ı

2N−1∑

i=1

δtiL(ti)− ψ̄(t1) · (ψ(t1) + ρψ(t2N )).

A natural question is whether one can define such a time derivative for Grassmann variables, for what does it mean
to say ψ(t)− ψ(t− δ) is small? One solution treats the Grassmann variables as fermionic fields composed of fermions
that do not appear in the original problem. In this case, one can write something like ψ(t) = λ(t)a, where λ(t) is a
scalar function and a is a fermionic annihilation operator. Then we have

ψ̇(t) ≡ lim
δ→0

ψ(t)− ψ(t− δ)

δ
= λ̇(t)a.

A second question is whether λ̇(t) is well-defined if we are integrating over all λ(t), including non-differential and even
discontinuous paths. This is not a novel problem but is also encountered in ordinary phase space path integrals. It is
resolved by noting that when the path “jumps”, the action and thus the phase oscillates rapidly canceling out to tiny
values. These cases can be well-defined using the Riemann Lebesgue lemma. As such in our formulation we need only
consider all differentiable functions. Let us now define

⟨ψ, Âψ⟩ ≡
∑

ij

δtiδtjψ̄
T (ti)Â(t1, tj)ψ(tj) →

∫
dt1

∫
dt2ψ̄

T (t1)Â(t1, t2)ψ(t2),

which allows one to prove identities like the Grassmann-Gaussian integral

∫
D(ψ̄,ψ)e−⟨ψ,Âψ⟩ = eTr{ln Â} (2.51)

where we have used the relation det(Â) = eTr{ln Â} and defined trace over bilinear matrices

Tr{Â} ≡
∫

dtTr{Â(t, t)},

where Tr{Â(t, t)} is the standard matrix trace. For flavor independent diagonal bilocals Âij = δijA, we further have
that Tr{ln Â} = NTr{lnA}, where Tr{lnA} is just the scalar bilinear trace. The bilinears may be multiplied as

(Â ◦ B̂)(t1, t2) =

∫
dt3Â(t1, t3)B̂(t3, t2), (2.52)

however, given the context, we will often omit the ◦ symbol, for instance, (G−1G)(t, t0) = δCt,t0 .
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Appendix 2.B: Lack of self-averaging in free particles

For N free particles the partition functions factorize as Z =
∏N
k=1 Zk. Assuming these are disordered models, we

quantify the degree to which the system is self-averaging via the parameter

D =
lnZ − lnZ

N .

Now due to the factorization and assuming all free particles are distributed in the same way, we find D = lnZ1 − lnZ1.
Now we consider two cases, the one for fermions ZF = 1 + y and for bosons

ZB = 1 +
∑

n=1

yn = [1− y]−1, y ≡ e−βξ.

Here y is a random variable since ξ is distributed according to some distribution. In fact, the expectation value of yn is
the moment generating function of µ− ϵ, M(nβ) = enβ(−ξ)

We must have ξ ≡ ϵ − µ > 0 such that the particle density, given by the Bose-Einstein distribution nB(ξ) =
1/(eβξ − 1) is positive and finite. As such, we focus on random variables which have a lower bound. Since the variance
can be pulled into β, we focus on distributions with unit variance and mean at ξ0. For instance, for semicircle distribution
or Poisson distribution, we get the moment-generating functions

M(β) = e−βξ0
I1(2β)

β
, M(β) = exp

Ä
−βξ0(e−β − 1)

ä
,

respectively. Here the Poisson distribution necessarily has a variance equal to its mean. We know that in the infinite
temperature limit, the system is self-averaging, D = 0. We wish to compare the degree to which the systems are
self-averaging at high temperatures captured by a small δ, y = δx. We will focus on the cumulants of x, which are
defined in terms of the series

ln etx =
∑

n≥1

κn
tn

n!
.

In terms of the moments, µn = xn, the first three cumulants are κ1 = µ1 and the centered means

κ2 = (x− µ1)2 = µ2 − µ2
1, κ3 = (x− µ1)3 = µ3 − µ3

1 − 3µ1[µ2 − µ2
1] (2.53)

which may be inverted to yield the expressions

µ2 = κ2 + κ2
1 µ3 = κ3 + 3κ2κ1 + κ3

1.

Now since the random variable x is positive, κ1 ≥ 0. Next, the variance is necessarily non-negative κ2 ≥ 0. For
fermions, we are simply left with

DF (δ) =
∑

n≥1

δn(−1)n
µn − µn1

n
= δ2

κ2

2
+ δ3

f3
3

+O(δ4), f3 = µ3
1 − µ3.

By the generalized mean inequality, we have that if q > p, then µq ≥ µ
q/p
p , as such f3 is necessarily negative. In the

bosonic case, we find
DB(δ) = ln(1 + δχ) +− ln(1− y)

where χ =
∑
n≥1 δ

n−1µn. Now using the Taylor series of the logarithm

− ln(1− y) =
∑

n≥1

yn

n

we are left with

DB(δ) =
∑

n=1

δn
(−1)n−1χn − µn

n
= δ2

κ2

2
+ δ3

κ3 − f3
3

+O(δ4).
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Note that the leading order expressions are rather similar, both are positive to leading order, and their difference only
appears at cubic order DB(δ)−DF (δ) = δ3[κ3 + 2κ1κ2]. If this is positive, then the bosons are less self-averaging.
Explicitly, κ3 + 2κ1κ2 = µ3 − µ1µ2 ≥ µ2(µ

1/2
2 − µ1), which non-negative by the generalized mean inequality. In

fact, DB(δ)−DF (δ) is strictly positive for non-zero cumulants

DB(δ) > DF (δ). (2.54)

The reason is that κ3 + 2κ1κ2 > κ3, where the third cumulant is related to the skewness µ̃3 of the distribution

κ3 = κ
3/2
2 µ̃3. In particular, the third cumulant is positive if and only if the distribution is skewed to the right, meaning

that it has a longer tail on the right side of the mean than on the left side. For our exponential decaying function

y = e−β(ϵ−µ) it will necessarily be skewed to the left since it reaches a maximum for minimum ϵ. In fact, for a strictly

positive random variable, it is impossible to have a symmetric distribution, since the distribution must have a lower

bound of zero. Therefore, the distribution must be either skewed to the right or the left. However, a distribution that is

skewed to the left cannot have a positive third moment, since the left tail is longer than the right tail.

Appendix 2.C: Averaged Hamiltonian
Let us calculate the variance of the Hamiltonian (2.3)

Hq = Jq
∑

{µ}q/21 ,{ν}q/21

Xµν c
†
µcν , cν ≡ cνr · · · cν1 , |X|2 =

N
2q2

[[q/2]!]22q/2

[N ]q
.

Taking the average, only the planar parts contribute, i.e, only when all the indices have a single partner

Hq(t1)Hq(t2) = J2
q |X|2

∑

{µ}q/21 ,{ν}q/21

c†µ(t1)cν(t1)c
†
ν(t2)cµ(t2).

Let us now consider the operator

f̂[q/2](t1, t2) ≡
[q/2]!2q/2

[N ]q/2

∑

{µ}q/21

cν(t1)c
†
ν(t2) =

2q/2

N q/2
cν(t1)c

†
ν(t2)

where we are using the Einstein summation convention. What we have done in the second line above is to expand out
each term into a sum over all permutations. For instance

2cν2(t1)cν1(t1)c
†
ν1(t2)c

†
ν2(t2) = cν2(t1)cν1(t1)c

†
ν1(t2)c

†
ν2(t2) + cν1(t1)cν2(t1)c

†
ν2(t2)c

†
ν1(t2).

Here we deviate to consider two different cases. If it is composed of creation and annihilation operators, at t = 0. For
this case, we may use the commutation relation that f(c†c)c = cf(c†c− 1), hence

f(n̂) =
2q/2

[N ]q/2−1
cνr · · · cν2(1− n̂)c†ν2 · · · c

†
νr

=
2q/2

[N ]q/2−1
cνr · · · cν2c†ν2(1− n̂− 1/N ) · · · c†νr

=
2q/2

[N ]q/2−2
cνr · · · (1− n̂)(1− n̂− 1/N ) · · · c†νr

= 2q/2(1− n̂) · · · (1− n̂− ([q/2] + 2)/N )(1− n̂− ([q/2] + 1)/N ).

Hence, in the limit of large N , we find f(n̂) → (1− 2Q̂)q/2. By performing the same permutations, we find that the
variance of the Hamiltonian to leading order in N takes the form J2

qNf(n̂)f(1− n̂)/(2q2), which implies

H2
q/N N→∞−−−−→ J2

q [1− 4Q̂2]q/2/(2q2). (2.55)

The simplest is when c is replaced by Grassmann fields. In this case, we have

f̂ =

ï
2
ψν(t1)ψ̄ν(t2)

N

òq/2
= [−2G(t2, t1)]

r .
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Appendix 2.D: Conformal group

For d ≥ 3 the conformal group is described by an invariance under translation r → r + a, rotation r → Rr and
dilation r → b−1r [90]. Additionally, there is also the special conformal transformation

r → r/r2 + a

[r/r2 + a]2

which is a combination of all of the above. In two dimensions we define z = r1 + ır2, for which we find that all
conformal transformations may be written as a Möbius transform

f(z) =
az + b

cz + d
,

for complex coefficients a, b, c,d satisfying ad− bc = 1. Interestingly, any holomorphic mapping z → f(z) = r′1+ ır
′
2

defines a local conformal transformation, which is due to the Cauchy-Riemann equations

∂r′2
∂r′1

= −∂r
′
1

∂r2
,

∂r′1
∂r1

=
∂r′2
∂r2

.

As such, any model with Green’s function G(r1, r2) which is holomorphic has local conformal invariance. If it is further
invariant under Möbius transform, then it is conformally invariant.



Chapter 3

Dynamics in charged SYK models

The idea of thermal equilibrium is so ubiquitous in our daily lives that we often take it for granted.
We know that our cup of hot coffee will eventually cool down to room temperature. Consider
the same process on a mathematical level, and it becomes apparent that the very concepts of
thermal equilibrium and thermalization are truly remarkable phenomena. How is it possible for
a macroscopic object, such as a cup of coffee, to reach a state of thermal equilibrium with its
surroundings seemingly forgetting its initial state? And why is it that the thermal behavior of
macroscopic systems is so much simpler than that of their microscopic constituents encoded by
1023 numbers? These questions were already rather challenging to answer on a classical level, for
instance via Boltzmann’s H-theorem [101]. In quantum systems, with a Hilbert space size of e10

23
,

this difficulty increases exponentially.
While equilibrium is often a good starting assumption, most phenomena are inherently nonequi-

librium. Studying quantum systems that are not in equilibrium can provide valuable insight into
unresolved issues regarding thermalization, chaos, and transport in quantum many-body. These are
the topics we consider in this chapter.

In the Schrödinger picture, the dynamics of these states populating the Hilbert space is described
by the von Neumann equation

ϱ̇S(t) = −ı[H(t), ϱS(t)]. (3.1)

The initial system can be in some pure state |ψ(t0)⟩⟨ψ(t0)| or a mixed state such as a Gibbs thermal
state1 ϱ(t0) = e−βH(t0). Formally the solution is a similarity transform

ϱS(t) = U(t, t0)ϱ(t0)U(t, t0)
†, U(t, t0) = T exp

Å
−ı
∫ t

t0

dt′H(t′)

ã
,

where the time-ordered exponential U(t, t0) is the unitary evolution operator. Given the time
evolved state, the expectation value is then simply computed via

⟨Ô⟩(t) = Tr{ÔϱS(t)}/Tr{ϱ(t0)}. (3.2)

This unitary evolution implies that the dynamics of a quantum system is reversible. In other
words, U(t, t0)

†, will reproduce the initial state. A subtle point, however, is the practical difficulty
1Throughout this section we will allow for unnormalized states, a point which will become important later on.
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in performing this reversal perfectly2. What is the effect of some δ perturbation Uδ(t, t0)† when
attempting to reverse the time evolution? A measure of this is the Loschmidt echo [102]

L(t) = |⟨ψ(t0)|UC(t, t0)|ψ(t0)⟩|2,

with S-matrix UC(t, t0) = Uδ(t, t0)
†U(t, t0). Any deviation away from unity L(t) ̸= 1 reflects this

difficulty.
However, this practical difficulty in time reversal does not address the full problem. This is

because, given a constant Hamiltonian, Poincare recurrence implies that any (quantum or classical)
system can get arbitrarily close to its original state again, sometimes called Zermelo’s paradox
[103]. This lack of thermalization can be directly observed in experiments. Perhaps the most
famous example of this is the quantum Newton’s cradle experiment. The classical Newton’s cradle
consists of a series of suspended balls. Releasing one it collides with the rest, transferring its
energy and momentum, with both being conserved as the process repeats indefinitely (assuming no
damping). The quantum version consists of a one-dimensional Bose gas of ultra-cold rubidium
atoms confined to an optical lattice[104]. Again no appreciable damping is observed even when
the system is prepared in an excited state. The key in both cases is integrability, i.e., the systems
possess an extensive number of local3 conserved quantities {Îi} that restrict their dynamics. In
the long-time limit, such integrable systems can be described by a generalized Gibbs ensemble
ϱ ∝ exp

(
−∑i βiÎi

)
, where the Lagrange multiplies βi are also referred to as generalized inverse

temperatures [105, 106].
Especially in the context of quantum mechanics, thermalization, the process by which entropy

increases to a maximum allowed value seems at the very least counter-intuitive. To see this,
consider a subsystem A by tracing out the Hilbert space corresponding to a subsystem B, HB ,
ϱA(t) = TrB{ϱ(t)} which obeys the second law of thermodynamics, i.e., with increasing von
Neumann entropy density SA = −⟨ln ϱA⟩/N . However, now the reversed solution, with decreasing
entropy is again a solution. On top of this, the solution should eventually tend back to its low
entropy state due to the recurrence relation. Zermelo’s paradox is (partially) solved by noting that
the recurrence time diverges with the size of the Hilbert space.

Quantum thermodynamics concerns itself with these problems and attempts to justify the
macroscopically observed statistical laws from the microscopic laws of quantum mechanics. Much
progress has been made in our understanding of the process by which a system becomes “thermal”.
The definition of what it means to be thermal in quantum mechanics can be subtle. In the framework
of open quantum systems, certain subsystems can be shown to evolve towards a Gibbs thermal
distribution [107].

If we are considering a small subsystem, where the full state is some randomly chosen pure
state, one may show that most states are essentially thermal [108]. In particular one can show that
any pure state, restricted to a sub-Hilbert space with Hamiltonian HA, which weakly interacts with
the rest, is asymptotically given by TrB{|ψ⟩⟨ψ|} ∼ e−βHA for large Hilbert space dimension |HB|.
The associated temperature is then related to the total energy of the system. Such arguments from

2There is an anecdotal story of Boltzmann claiming his H-theorem proved the second law, i.e., the arrow of time.
Loschmidt then challenged this stating that reversing all momenta would eventually lead a system to its initial state.
Boltzmann simply replied, ”Then try and do it!”

3Note that the eigenstate projection operators, while conserved quantities are typically highly non-local.
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typicality should, however, be considered with care. This is because, from the perspective of state
preparations, not all states are necessarily equally likely. For instance, physical Hamiltonians are
local which should be reflected in most states. On top of this, while any Hermitian operator formally
corresponds to an observable Ô, experimentally we only have access to local measurements. As
such, what we physically experience as thermal equilibrium is when these observables fall within
some range of their Gibbs expectation values. Thus, for a closed system to be thermal, it is
neither required (nor anticipated) that ϱ(t) t→∞−−−→ e−βH. These ideas form the starting point of the
eigenstate thermalization hypothesis [109, 110]. It states that assuming nearby energy eigenstates
|En⟩, |Em⟩, with respective energies E ± ω/2, cannot be distinguished by local observations, then
the system will thermalize. More formally the assumption is that the matrix elements can be
expressed as

Onm = O(E)δnm + e−Smc(E)/2f(E,ω)Rnm,

with smooth functions O and f , microcanonical entropy Smc and random matrix R with mean zero
and unit variance. This is the expected behavior for nonintegrable systems.

3.1 Chaos and Lyapunov exponents

A good starting point to understand thermalization might be to consider how it occurs classically4.
Classical thermalization is understood in terms of dynamical chaos leading to the system exploring
its available phase space.

Figure 3.1: Two trajectories
stemming from a perturbative
change in initial conditions.

The Lyapunov exponent quantifies a specific signature of chaos,
namely, exponential sensitivity to initial conditions. To motivate
how one quantifies this in a quantum system, let us start by consid-
ering its classic version [111]. Take a particular trajectory x(t;x0),
with initial position x0. Next, we consider the trajectory which re-
sults from having slightly varied the initial conditions x(t;x0 + δ).
The effect of this small change can be read off from their difference
in trajectories, illustrated in Fig. 3.1,

lim
δ→0

x(t;x0 + δ)− x(t;x0)

δ

which is essentially the derivative of x(t) with respect to x(0). We are interested in the maximal
sensitivity at late times, i.e., the component which influences another at a maximum

∣∣∣∣
∂xi(t)

∂xj(0)

∣∣∣∣ ∼ eλclt, (3.3)

where we have suppressed with x0. So for λcl ≤ 0, the system is regular/integrable. The paths do
not diverge and there is no exponential sensitivity to initial conditions. However, for λcl > 0, the

4Often chaos in quantum and classical physics are contrasted by the statement that quantum mechanics is linear,
while classical equations are nonlinear. This is a false comparison, in fact, the two equations which one should contrast
with another, the von Neumann equation (3.1) and the classical Liouville equation, where [, ]/ı→ {, }PB, are both linear.
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trajectories will diverge exponentially, even given an infinitesimal difference in initial conditions5.
We may rewrite this expression in terms of the Poisson bracket

∂xi(t)

∂xj(0)
=

∂xi(t)

∂xk(0)

∂pj(0)

∂pk(0)
− ∂xi(t)

∂pk(0)

∂pj(0)

∂xk(0)
= {xi(t), pj(0)}PB.

This then leaves us with the expression

|{xi(t), pj(0)}PB| ∼ eλclt. (3.4)

Via the correspondence principle, we may relate this to its quantum mechanical counterpart

1

ıℏ
[x̂i(t), p̂j(0)]

ℏ→0−−−→ {xi(t), pj(0)}PB. (3.5)

This mapping can be made concrete via the use of coherent states, star products, and Moyal
brackets [113]. To capture the magnitude, we focus on the expectation value ⟨|[x̂i(t), p̂j(0)]|2⟩ =
−⟨[x̂i(t), p̂j(0)]2⟩ [114].

The above, however, requires a phase space representation; hence it does not apply to certain
quantum systems, e.g., spin systems. As such, we allow for a broad class of (typically single-body)
operators in Cun(t) = ⟨|[X(t), P (0)]|2⟩. For observables, this commutator serves as an influence
measure of P on later measurements of X . In this way, they can be used to study the spread of
information. For instance, in a spin system, one could consider initially commuting operators σz,i,
σz,j . As such, given local operators (including the Hamiltonian), Cun(t) may be bounded by a kind
of light cone known as a Lieb-Robinson bound [115, 116]. While this process is not exactly that of
thermalization, this scrambling rate, or information propagation rate usually gives some indication
of the equilibration rate.

Let us partially restrict the discussion to hermitian operators (observables) for which we have
Cun(t) = F (TOC)

un (t)− 2ℜFun(t) where we have defined

Fun(t) = Tr{(X(t)P )2ϱ}, F (TOC)
un (t) = ||ϱ1/2X(t)P ||2F + ||X(t)Pϱ1/2||2F (3.6)

and the Frobenius norm ||A||F ≡
√

Tr{A†A}. Indeed, studying the correlator Cun in nonin-
tegrable6 models, with all-to-all interactions, one finds exponential growth. For early times
Cun(t) = O(e2λL(t−t∗)), where t∗ is the Ehrenfest/scrambling time [65, 119]. Here λL is the
quantum Lyapunov exponent which would overlap with λcl in the semiclassical limit [96]. This
can be seen in the behavior of the OTOC illustrated in Fig. (3.2), where initially, over the col-
lision/dissipation timescale td, the OTOC factorizes at an exponential rate O(e−t/td). In most
nonintegrable models, it will be given by td = O(1/λL) [65]. The correlation Cun becomes sizable
at around 7 the Ehrenfest/scrambling time t∗ ∼ λ−1

L lnN . The logarithm in N here indicates that

5This exponential sensitivity to initial conditions is often referred to as the “Butterfly effect” [112].
6In integrable models one finds power laws [118]
7Depending on the context, it is also sometimes referred to as the scrambling time. The term entering the logarithm

is usually either 1/ℏ or N , hence it is the large parameter, which, taken to infinity, yields the semi-classical limit. As
such, the semi-classical approximation is only valid for t < t∗
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Figure 3.2: Schematic illustration of OTOC behavior for a nonintegrable Hamiltonian built from
finite products of simple local operators and with many degrees of freedom [65, 117].

t∗ can be much larger than td for large N , indicated in the in-between flat line8 of Fig. (3.2). The
growth in the correlations is due to the late-time decay in the OTOC [65, 121]

Fun(t) ∼ ⟨X2⟩⟨P 2⟩ − O (1/N ) eλLt. (3.7)

For the SYK model, the decay in the OTOC can be sensitive to the considered operators [62].
For instance, choosing Majorana type fermionic operators X = ci + c†i and P = cj + c†j yields a

fast decay to zero. However, in choosing X = c†ici and P = c†jcj , one finds a notably slower decay
in the OTOC [122, 123]. This can again be seen from the perspective of classifying a classical
system of equations; Even though there may be some fixed points or orbitals, the system’s chaos is
determined by the largest exponent in the Lyapunov spectrum.

In the study of nonintegrable models, one usually focuses on the regularized correlator

Creg(t) = −Tr{(ϱ1/2[X(t), P (0)])2}, (3.8)

which is numerically better behaved, and avoids certain UV divergences. For a thermal initial state,
this correlator may be written in terms of the regularized time and out-of-time ordered operators
Creg(t) = F (TOC)

reg (t) − 2ℜFreg(t + ıβ/4) [65, 96]9 where one smears out the density matrix in
between the operators in (3.6)

Freg(t) = Tr{(X(t)ϱ1/4Pϱ1/4)2}, F (TOC)
reg (t) = 2||ϱ1/4X(t)Pϱ1/4||2F . (3.9)

Here we have used the form of the unitary evolution operator U(t) = e−ıHt and its inverse to write
X(t+ ıβ/4) = ϱ1/4X(t)ϱ−1/4, hence

Freg(t+ ıβ/4) = Tr{X(t)Pϱ1/2X(t)Pϱ1/2} = Freg(t− ıβ/4)∗,

8The limitation to small N for numerics makes this rather difficult to notice in the numerical plots however [120].
9Note the mistake in [96, 2.13], where X and P should be swapped in one of the OTOC terms. In the Keldysh

formalism, this smearing out would correspond to a deformation of the time contour by adding multiple “legs” into the
imaginary time direction.
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where we have permuted the unitary evolution operator passed the thermal density matrix.
It has been previously conjectured that the scrambling time t∗ ∼ λ−1

L lnN cannot be less
than Cβ lnN , for some constant C [124]. This would imply a linear temperature bound on the
Lyapunov exponent λL. Indeed, upon assuming the quantitative behavior in Fig. 3.2 one may prove
that the regularized correlator necessarily satisfies a bound on its growth

|∂t lnCreg(t)| ≤ 2πT/ℏ (3.10)

known as the Maldacena-Shenker-Stanford bound [65, 125]. Most many-body quantum systems
yield a Lyapunov exponent which is much smaller than the bound (3.10) [126]. Remarkably, in the
low-energy limit, the SYK model saturates this bound on chaos λL → 2πT . As an example, in the
strongly coupled regime, for non-hermitian operators we find

1

N 2

∑

ij

Tr
[
ϱ1/2{ci(t), c†j}ϱ1/2{ci(t), c

†
j}†
]
∼ 1

N e2πTt, t ≲ β lnN (3.11)

for the SYK model [45, 127]. This bound is also saturated in black hole models [128–130], which
is our second hint of holographic duality in the SYK model.

3.1.1 Motivation for regularized correlations

One should note that while Creg often overlaps with Cun, this is not necessarily always the case.
For instance, while the exponential growth in the regularized case follows the MSS bound, the
unregularized case can exceed it [119].

With the dimensionful ℏ in (3.10), it is natural to ask what a more standard semi-classical
analysis would yield. We have kept the dimensionful parameters just to indicate that this bound is
consistent with classical chaos. Namely, as we take the classical limit ℏ → 0, the bound no longer
exists. Would the Lyapunov exponent from the regularized correlator overlap with a semi-classical
phase space analysis (3.3)? For the unregularized correlator this does not seem to be the case for the
quantum kicked rotor model, where typically λ(un)

L > λcl [131]. The same holds true for both the
Dicke and the Lipkin-Meshkov-Glick models. As one moves away from an unstable fixed point, the
two exponents diverge, where the system can become classically regular (λcl ≤ 0), while λ(un)

L > 0
[132]. There are also further relations that indicate that Creg may capture aspects of microscopic
quantum chaos not captured by the unregularized version Cun [119, 128, 133, 134].

3.1.2 Large-q Lyapunov exponent

In general, the OTOCs are related to the 1/N corrections to the flavor averaged four-point functions
of the SYK model [135]

1

N 2

∑

ij

⟨T ci(t)c†i (t)cjc
†
j⟩ = G(0)G(0) +O

Å
1

N

ã
eλLt.

These 1/N corrections are obtained from a sum over the aforementioned ladder diagrams [45, 135].
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Figure 3.3: Large-q Lyapunov exponent (red curve). (Right) Numerically calculated Lyapunov
exponent (blue circles) for the q = 4 SYK model. Both cases are for the Majorana SYK model,
which corresponds to the charge-neutral complex SYK model. The Figure originates from [45].

Having just discussed the regularized versus unregularized OTOC, in particular the advantages
of Creg, it might seem strange that we are considering the unregularized version above. However,
when models have a ladder-diagram dominated structure in the four-point functions, which is the
case for the SYK model, then the Lyapunov exponent is, in fact, insensitive10 to the particular
regularization as shown in the supplementary material of [120]. For the large-q SYK model, one
may calculate this exponent analytically [133, 135, 136]. In particular, the OTOCs behave as e2πTvt.
This was, in fact, the λ (2.38) which entered the previously derived symmetric part of the large-q
Green’s functions (2.36). As such, we already know the Lyapunov exponent

λL = 2πTv, (3.12)

for the large-q SYK model in all regimes since v is the solution to βJq = πv sec(πv/2), which was
plotted in Fig. 2.1. Thus, we note that this model is only maximally chaotic v → 1, in the infrared
limit βJq → ∞. In the high-temperature case, we find v → βJq/π, hence the system becomes
regular (non-chaotic) λL → 2Jq for weak effective coupling, which we will further discuss in the
next chapter. Such a linear-in-coupling Lyapunov exponent is also seen in weakly coupled open
quantum systems [107]. One may also compare the large-q result with q = 4, as plotted in Fig. 3.3,
and again one finds a notable overlap.

3.2 The Keldysh formalism

A major challenge in condensed matter physics is to understand how universal non-equilibrium
behaviors can emerge in strongly interacting quantum systems. For instance, it is known that
models with disorder typically equilibrate on the fast Planckian/Boltzmann timescale τeq ∝ αℏβ
[37].

10The behavior in the OTOCs, for instance, the values of td and t∗ can still differ greatly, however [120].
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Figure 3.4: The Keldysh contour, with the observable (3.13) inserted at time t. The imaginary leg
from t0 to t0 − ıτ0 in given in orange. The distance from the horizontal axes seen in the forward
and backward (real-time) contributions is purely for visual convenience.

For a strongly interacting quantum field theory, the standard approach is to study this in the
Keldysh formalism. Its origin lies in the fact that the expectation value of some observable at a
time t (3.2) can be rewritten as

⟨Ô⟩(t) = Tr{U(t0, t)ÔU(t, tf )U(tf , t0)ϱ(t0)}
Tr{ϱ(t0)}

(3.13)

where one takes the evolution along some contour C in the complex plane. A particularly useful
example of such a contour is sketched in Fig. 3.4. The final contribution [t0, t0 − ıτ0], with τ0 = β,
is the before mentioned imaginary leg for t0 = 0, relevant for equilibrium physics. Ignoring this
part of the contour, one is left with a closed time contour U(t0,∞)U(∞, t0), where tf → ∞,
which is merely the identity operator. However, the usefulness of this expression arises in our
choice of (contour) time-dependent Hamiltonian. In particular the sourced Hamiltonian

Hλ(t) = H(t)±Hs[λ(t)],

where ± is used for the forward/backward part of the contour. Such a sourced Hamiltonian also has
a physical interpretation as an applied field. The linear response to this field is given by Kubo’s
formula [137]

⟨O(t)⟩ = ⟨O⟩0 +
∫
dt′χOHs(t, t

′), χOHs(t, t
′) ≡ ⟨[O(t),Hs(t

′)]⟩/ı (3.14)

Let us take the case where we couple to another external fermion via a Fano-type interaction [12]

Hs[λ(t)] = λ(t)
ηc†(t) + cη†(t)

⟨η†η⟩
where η is some external fermionic operator which anti-commutes with all c. In the simplest case, it
is the annihilation operator of some fermion. In this case, the interaction injects/removes electrons
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from the system, i.e., acting like a scanning tunneling microscope (STM) tip. Now if we consider
the interaction to be weak, and switched on at t = 0, then via linear response theory, we would
get11

⟨η†c⟩(t) =
∫ ∞

−∞
dt′λ(t′)[−ıΘ(t− t′)⟨[η†c(t), ηc†(t′)]⟩/⟨η†η⟩] (3.15)

where the response function is the expression inside the square brackets. Note that the contributions
like c(t′) have vanished due to charge conservation in the unperturbed Hamiltonian. Now anti-
commuting the operators past one another and factorizing the expectation values of the initial
uncorrelated fermionic systems, we are left with the response function [21]

GR(t, t′) = Θ(t− t′)⟨{c(t), c†(t′)}⟩/ı (3.16)

which is nothing but the retarded Green’s function. This highlights the point that Green’s functions
can be seen as yielding information about observables corresponding to an open quantum system.

We now have time evolution along a contour C, UC [λ] = U(t0,∞)U(∞, t0), where the
perturbation stems from η. This is the start of the Schwinger-Keldysh formalism. Let us define the
sourced partition function as

Z[λ] ≡ Tr{UC [λ]ϱ(t0)}
Tr{ϱ(t0)}

, (3.17)

which is our generating function for expectation values. For instance, choosing Hs[λ(t)] = λ(t)Ô,
a functional derivative with respect to the coupling λ(t) would yield

⟨Ô⟩(t) = ı

2

δZ[λ]

δλ(t)

∣∣∣∣
λ=0

. (3.18)

This essentially amounts to inserting observables along the forward and backward contours (time
evolving them) and computing their expectation value with respect to the initial state ϱ(t0).

If we now take t0 → −∞, then ϱ(−∞) is the state of the system in the infinite past where
interactions are switched off, only to be switched on adiabatically. If we considered disorder
interactions, then the denominator is disorder-independent. As such, in the Keldysh formalism, the
generating function with and without the logarithm, seen from the normalization identity Z[0] = 1
[138]. In other words, it gives us the ability to study both quenched and annealed disordered
systems. As such, one does not have to introduce replicas in systems with quenched disorder as in
Sec. 2.3. Further, if the system is strongly interacting and nonintegrable, then the system becomes
insensitive to the initial state, this is the Bogoliubov assumption of weakening initial conditions.

3.2.1 Kadanoff-Baym equations

If we are just interested in the Green’s functions, which are described by Dyson’s equation, which
in terms of the contour bilocal product (2.13), may be written as G = G−1

0 + G−1
0 ◦ Σ ◦ G. This

can be evaluated along the contour where we would parameterize time by some s, t(s). This is,
however, rather inconvenient. As such, we use a set of rules, the Langreth rules, to rewrite our

11This expectation value can be extracted from knowledge about the observables ηc† + H.C. and ıηc† + H.C..
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equations in terms of only a single leg of the contour [139]. The resulting equations are known as
the Kadanoff-Baym (KB) equations12 [140]

∂t1G≷(t1, t2) =−
∫ ∞

t0

dt3Σ
≷(t1, t3)GA(t3, t2) + ΣR(t1, t3)G≷(t3, t2)

+

∫ t0

t0 − ıβ
dt3Σ

<(t1, t3)G>(t3, t2)

which describes the time evolution of the non-equilibrium Green’s functions. Here we have defined
the advanced/retarded functions

GA(t3, t2) = Θ(t2 − t3)[G<(t3, t2)− G>(t3, t2)] (3.19)

ΣR(t1, t3) = −Θ(t1 − t3)[Σ
<(t1, t3)− Σ>(t1, t3)]. (3.20)

Under the Bogoliubov principle, the assumption that initial correlations become irrelevant as
t0 → −∞ [139, 141], the imaginary part of the contour is ignored. The KB equations then take the
form ∫ t2

−∞
dt3Σ

≷(t1, t3)GA(t3, t2) +
∫ t1

−∞
dt3Σ

R(t1, t3)G≷(t3, t2).

3.2.2 SYK thermalization

The KB equations are typically difficult to solve in full generality. Hence, a quasiparticle structure
is frequently used to further reduce this to a quantum Boltzmann equation. A question is at what
rate equilibrium is reached. As stated before, a quantum Boltzmann equation would predict a
rate proportional to T 2. This approach cannot be employed for final states lacking quasiparticle
excitations. Fortunately, due to the disorder, we may set up the exact KB equations.

One possible way to study how a closed system reaches thermal equilibrium is by studying its
response to a quench. The term originally comes from metallurgy, where one rapidly cools a metal,
i.e., the quenched parameter is the temperature. In condensed matter, the quenched parameter
is any model parameter such as the coupling strength. In particular any instantaneous change to
this parameter. Experimental realizations of this are found in ultracold optical lattices [142]. This
simplifies the problem from a continuous time-dependent problem to two different time-independent
Hamiltonian problems connected at some time. One can then for instance consider knocking a
system out of equilibrium and study the rate at which thermal equilibrium is reached once more.
As for the KB equations, the full problem is broken into four quadrants as illustrated in Fig. 3.5.
Numerical studies considering such quenches indicate that the Majorana SYK model, in the strong
coupling regime βfJ4>>1, thermalizes at the Planckian rate [143, 144]

βeff(t) = βf + αe−αTf t,

where βf is the final inverse temperature. This is not unexpected given the above rate is proportional
to the Lyapunov exponent.

12The minus sign stems from the way we definite our Green’s functions without the imaginary unit in from.
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Figure 3.5: Four time quadrants of a quench out
of equilibrium GC(t1, t2) = GC(t1 − t2).

The dynamics of the Majorana SYK model
corresponds to the uncharged, Q = 0 com-
plex SYK model. One can also study the
model under the influence of a flat banded
“mass” term13 H → Hq − ηQ̂ [145] gener-
ating a non-zero charge density. One could
also merely refer to this as a chemical poten-
tial, however, we will distinguish between the
mass term η and a chemical potential term µ
on the basis that the latter does not appear in
real-time evolution since it is a thermodynamic
parameter. Such a non-zero charge density
modifies the effective interaction strength to
J (Q) = [1 − 4Q2](2−q)/4Jq which we will
call the “effective interaction”.

In this case, one finds that a larger mass term leads to slower thermalization [146, 147]. This
can be understood by noticing that the effective coupling J (Q) is suppressed. Since a larger mass
term leads to a larger charge density, we effectively have a weaker interacting SYK model, hence
slower thermalization.

Equilibrium
behavior

General
non-equilibrium
protocol

Equilibrium
w.r.t. the
constant
couplings

t

Figure 3.6: Various time protocols, leading to instanta-
neous thermalization

In the large-q limit, it was shown that
quenching from Hq/2 + Hq → Hq, the
system thermalizes instantaneously [143].
In the following publication, we show
how this remains true in the charged SYK
model. Further, we show that this result
is rather robust, in fact, it holds true for a
wide range of dynamical protocols, where
we sum together various SYK models, il-
lustrated in Fig. 3.6,

H(t) = H2(t) +
∑

κ

Hκq(t)

as long as H(t > 0) = Hq. As such, the
result not only holds for a near-arbitrary
quench but also ramps. Such instantaneous jumps in equilibrium states can also be found in
black holes, with jumps in their Hawking temperature after sending in a delta function “pulse” of
energy [148, 3.21]. Such thermalization might feel unphysical, however, from the perspective of a
connected graph it might make more sense. The connectivity of the graph, and thus the “speed” of
information propagation, scales with q. As such, one might be able to show that such instantaneous
thermalization is only possible in the case where q → ∞. A more detailed discussion on this is
provided in App. 3.A.

13The ordinary dispersion relation k2/(2η) has the mass entering the denominator. The term “mass” can, however,
be motivated from the relativistic dispersion relation ϵk =

√
k2 + η2 = η +O(k2/η), for a large rest mass.
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We investigate the nonequilibrium dynamics of complex Sachdev-Ye-Kitaev (SYK) models in the q → ∞
limit, where q/2 denotes the order of the random Dirac fermion interaction. We extend previous results by
Eberlein et al. [Phys. Rev. B 96, 205123 (2017)] to show that a single SYK q → ∞ Hamiltonian for t � 0 is a
perfect thermalizer in the sense that the local Green’s function is instantaneously thermal. The only memories
of the quantum state for t < 0 are its charge density and its energy density at t = 0. Our result is valid for
all quantum states amenable to a 1/q expansion, which are generated from an equilibrium SYK state in the
asymptotic past and acted upon by an arbitrary combination of time-dependent SYK Hamiltonians for t < 0.
Importantly, this implies that a single SYK q → ∞ Hamiltonian is a perfect thermalizer even for nonequilibrium
states generated in this manner.

DOI: 10.1103/PhysRevB.105.075117

I. INTRODUCTION

The thermalization of closed quantum many-body systems
has become a major research topic due to its relevance both
for the foundations of quantum statistical mechanics [1,2] and
for experiments, especially in cold atomic gases [3]. Unitarity
of time evolution in a closed system implies that a pure state
can never evolve to a mixed state described by a thermal den-
sity operator. However, a time-evolved pure state can become
indistinguishable from a thermal state from the point of view
of local measurements or, more generally, measurements of
few-body operators. It is in this sense that thermalization of
closed quantum many-body systems is usually defined [4].

The two main categories of thermalization behavior are
integrable systems, which generically time evolve to a non-
thermal stationary state described by a generalized Gibbs
ensemble [5–7], and nonintegrable systems, whose station-
ary state can be described by a thermal state. The generic
underlying fundamental reason for the thermalization of non-
integrable systems is the eigenstate thermalization hypothesis
(ETH) [8–11]. In between these two categories are strongly
disordered systems, which can show many-body localization
with non-ETH behavior for large disorder and ETH behavior
for weaker disorder [12].

The actual thermalization dynamics for nonintegrable sys-
tems is usually described by a quantum Boltzmann equation
(QBE). However, the QBE is applicable only in systems
that allow a quasiparticle description [13]. Within the QBE
framework, the approach to equilibrium is exponential with a
relaxation time τ that scales like 1/τ ∼ U 2 T 2 at low tem-
peratures, where U is the interaction strength and T is the
temperature of the final state [14].

An important class of materials in which the quasiparticle
picture of Fermi liquid theory is invalid is strange met-
als based on their linear in T electrical resistivity behavior
[15,16]. In the past few years, the Sachdev-Ye-Kitaev (SYK)

model [17,18] has paved the way to a better understanding of
such materials [19,20]. Apart from its lack of a quasiparticle
description, the SYK model has other fascinating properties
like being analytically solvable in the thermodynamic limit
while at the same time being chaotic (even maximally chaotic
in a well-defined sense at low temperatures [21]) [22] and
connections to holographic theories and black holes [18,19].
The original SYK model contains only an interaction term for
q = 4 Majorana fermions [18], but generalizations to general
q-particle interaction terms and even superpositions of differ-
ent q-interaction terms are possible while still retaining the
analytic solvability in equilibrium [22]. The same is true for
Dirac fermions instead of Majorana fermions [19]. Of par-
ticular interest is the many many-body limit q → ∞, where
calculations become analytically more manageable [22].

In this paper we are interested in the thermalization dynam-
ics of the SYK model [23–33]. Due to its lack of quasiparticles
the relaxation time is expected to be “Planckian,” 1/τ =
f kB T/h̄, for low temperatures, where f is a constant of order
1 [14]. In the low-temperature limit the relaxation time is
therefore both much shorter and universal with no dependence
on the interaction strength compared to, e.g., Fermi liquid
theory. The thermalization dynamics of the SYK model for
Majorana fermions after a quench was first investigated by
Eberlein et al. [23]. They showed how the analytic solvability
of the SYK model in equilibrium carries over to nonequi-
librium situations, which can be described by a finite set of
integro-differential equations. These equations could then be
solved numerically or even analytically in the limit of q → ∞
interacting Majorana fermions. Specifically, they presented
numerical results for a quench starting from an equilibrium
state generated by an SYK q = 2 plus q = 4 model to a q = 4
model that are consistent with 1/τ ∝ T .

In the q → ∞ limit Eberlein et al. solved the Kadanoff-
Baym equations analytically for a quench starting from an
equilibrium state generated by an SYK q plus 2q model (or
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FIG. 1. A schematic summary of the key result of this work.
In the asymptotic past, the system is prepared in a thermal Gibbs
state with respect to initially time independent couplings [see (13)].
Afterwards, the state is time evolved under a general sum of SYK
models. For times t � 0 only a single SYK term remains. Our key
result is that the system is then instantaneously in equilibrium in the
large-q limit.

alternatively, q plus q/2 model). The postquench Hamiltonian
was a single SYK q model. The surprising result was instan-
taneous equilibrium behavior of the local Green’s function
after the quench [23], implying that there is no memory of
the prequench state except for its energy density.

Our paper generalizes the large-q results in Ref. [23] along
various lines. First of all, our analytic calculation holds gen-
erally for Dirac fermions (notice that the half-filled Dirac
fermion SYK model is equivalent to the Majorana SYK
model). More importantly, the system does not need to be
in equilibrium before the quench but can be in a general
nonequilibrium state generated by a superposition of arbi-
trary time-dependent SYK interaction terms. Finally, we do
not require a quench but just some arbitrary time-dependent
protocol (see Fig. 1) that leads to a single remaining SYK
term for t � 0. In the asymptotic past, t → −∞, the system
is in a thermal equilibrium Gibbs state. The protocol, with
arbitrary time-dependent couplings, then leads to nonequilib-
rium (NEQ) physics, which prepare an NEQ initial state �(t =
0). Under these conditions we show that the local Green’s
function is instantaneously in equilibrium for t � 0. The only
memories of the quantum state for t < 0 are its charge density
and its energy density at t = 0. In this sense the q → ∞ SYK
Hamiltonian is a perfect thermalizer. The key requirements of
our analytic calculation are the q → ∞ limit and the existence
of a single SYK term for t � 0.

Outline. We start by describing the general model in Sec. II.
In Sec. III, we go on to study the nonequilibrium dynamics
given by the Kadanoff-Baym (KB) equations. We make use
of the particular expansion allowed in the many many-body
regime, described in Sec. III A, which significantly simplifies
the (KB) equations.

The main focus of our study, namely, studying the dy-
namics of a very general state under a single SYK q → ∞
Hamiltonian, is presented in Sec. IV. For this case we obtain
exact results for the local Green’s function, which are shown
to instantaneously satisfy all conditions of a thermal state in
Sec. IV A 1. The equilibrium properties of this state, such as
the energy density, are elaborated on in Sec. IV A 2. For com-
pleteness, we discuss the simplest case where all interactions
are switched off, leaving only a kinetic term in Sec. IV B.
Finally, in Sec. V we summarize the results.

II. MODEL

The complex (p/2)-body interacting SYK model is defined
by all-to-all interactions [19,34,35]

Hp =
∑

1�i1<···<ip/2�N
1� j1<···< jp/2�N

X
i1···ip/2

j1··· jp/2
c†

i1
· · · c†

ip/2
c jp/2 · · · c j1 .

Here c†
k and ck are fermionic creation and annihilation opera-

tors, respectively, while N is the number of lattice sites. The
couplings X are complex random variables with zero mean.
Their variance is given by

∣∣X i1···ip/2

j1··· jp/2

∣∣2 = U 2
p [(p/2)!]2

[N/2]p−1
,

where we allow for Up to be time dependent. In this work we
focus on a series of such (p/2)-body interacting SYK models

H =
∑

p

Hp. (1)

Specifically, we will be interested in the many many-body
case, that is to say, the case where p is large. However, the
derivations which follow here are for the general case. We will
introduce the details of the large-p case in Sec. III A.

By tuning a chemical potential, we are able to consider the
system at arbitrary filling, encoded by the charge density

Q ≡ 1

N

N∑
k=1

〈c†
kck〉 − 1

2
, (2)

which is a conserved quantity. For instance, half filling corre-
sponds to charge neutrality Q = 0, for which we will find the
same equations as in the Majorana case [23].

We are interested in the nonequilibrium dynamics of (1),
which, following [23], we will study in the Keldysh formalism
[13]. In this framework one computes correlations, such as the
Green’s functions

G(t1, t2) ≡ −1

N

N∑
k=1

〈TCck (t1)c†
k (t2)〉, (3)

by considering a closed time contour C. Here TC is the contour
time ordering operator. From this definition, we note that the
Green’s functions satisfy the conjugate relation

G(t1, t2)∗ = G(t2, t1), (4)

which we will use at a later stage. These functions encode
various statistics of the model, such as the density of states
and charge density. Their time evolution is determined by the
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self-energy � via the Dyson equation �(t1, t2) = ıδ̇C (t1, t2) −
G−1(t1, t2). The SYK models are solvable in the sense that, in
the thermodynamic limit, one can derive a closed-form ex-
pression for the self-energy in terms of the Green’s functions.
As an example, the (p/2)-body interacting SYK model has
a self-energy which is related to the Green’s functions via
[34,36]

�p(t1, t2) = p2U 2
p [−4G(t1, t2)G(t2, t1)]p/2−1G(t1, t2) (5)

to leading order in 1/N . For a sum of SYK models, such as the
model we consider (1), the self-energies are simply additive
�(t1, t2) = ∑

p �p(t1, t2) [22].

III. REAL-TIME DYNAMICS

We are particularly interested in the relaxation dynamics of
the Green’s functions (3) for Hamiltonians (1), which take on
a time dependence. To study this, it is convenient to work with
time arguments defined along the real number line, instead of
the closed time contour C. In this real-time formalism, we fo-
cus on the forward and backward Green’s functions, where t1
and t2 are chosen to lie on different halves of C. These forward
and backward Green’s functions may be written explicitly as

G>(t1, t2) ≡ − 1

N

N∑
k=1

〈ck (t1)c†
k (t2)〉, (6)

G<(t1, t2) ≡ 1

N

N∑
k=1

〈c†
k (t2)ck (t1)〉, (7)

respectively. Their equations of motion, the KB equations, are
obtained from the Dyson equation by applying the Langreth
rules [37]

∂t1G≷(t1, t2) =
∫ t2

t1

dt3 �≷(t1, t3)GA(t3, t2) + I (t1, t2). (8)

Here we have defined the advanced Green’s function, which
for t3 < t2 is

GA(t3, t2) = G<(t3, t2) − G>(t3, t2). (9)

In Appendix B, we elaborate on the process of writing the KB
equations in this form. The final term is the integral

I (t1, t2)=
∫ t1

−∞
dt3 �>(t1, t3)G<(t3, t2) − �<(t1, t3)G>(t3, t2),

(10)

which is the same for both forward and backward Green’s
functions. As t2 → t1, it is the only remaining term in the KB
equations (8) since the first integral drops out. It is also at such
equal times that the left-hand side of (8) may be related to the
energy via the Galitskii-Migdal sum rule [37,38]

lim
t2→t

∂tG<(t, t2) = −ı
∑
p>0

p

2
Ep(t ), (11)

where Ep(t ) = 〈Hp(t )/N〉. We provide a proof for this relation
in Appendix A. Comparing (11) to the right-hand side of (8)
yields the following relation to the energy terms:

I (t, t ) = −ı
∑
p>0

p

2
Ep(t ), (12)

which will be key in solving the equations.

A. Many many-body case

In this work we focus on (p = κq)-body terms, for large
q, which are particularly amenable to analytic calculation. In
the regime where 1/q is small, the Green’s functions take the
form G≷(t1, t2) ∝ 1 + g≷(t1, t2)/q + O(1/q2) [22,36]. Con-
veniently, by first rescaling the couplings as

Up = Jp√
pq

, (13)

this structure is preserved even if we also have a competing
kinetic term

H2 =
N∑

i=1

N∑
j=1

X i
j c

†
i c j,

∣∣X i
j

∣∣2 = 1

N

J2
2

q
. (14)

With this, the general Hamiltonian we consider is of the form

H(t ) = H2(t ) +
∑
κ>0

Hκq(t ). (15)

Here we again mention that at this point, the couplings Jp(t )
still have a general time dependence.

In this work we opt to write the 1/q expansion in an
exponential form,

G≷(t1, t2) = [
Q ∓ 1

2

]
eg≷(t1,t2 )/q, (16)

which, together with higher-order corrections, has been found
to have larger overlap with the exact q = 4 solution [39]. This
form will also aid in the interpretation of our results. For
instance, linear correction in g, like ı(t1 − t2), may then be
identified with a phase in the Green’s functions, instead of a
secular (diverging) term. We stress, however, that to leading
order in 1/q, the results for both choices are the same.

For general p, we write the self-energy (5) as

�≷
p (t1, t2) = 1

q
L≷

p (t1, t2)G≷(t1, t2),

where we have defined

L≷
p (t1, t2) ≡ 2Jp(t1)Jp(t2)[−4G≷(t1, t2)G≶(t2, t1)]p/2−1.

(17)

Since the total self-energy �≷ = L≷G≷/q is a sum over the
individual terms, we have

L≷(t1, t2) = 2J2(t1)J2(t2) +
∑
κ>0

L≷
κq(t1, t2), (18)

where we have written the kinetic term’s contribution, which
corresponds to p = 2, out explicitly.

Considering the definition (7), we note that at t1 = t2 = 0
the Green’s functions are equal to the charge density up to
a constant G≷(0, 0) = Q ∓ 1/2, which implies the boundary
conditions g≷(0, 0) = 0.

Inserting the large-q Green’s function’s expression (16)
into the KB equations (8), the left-hand side simplifies to
G≷(t1, t2)∂t1 g≷(t1, t2)/q. Next, since the Green’s functions are
constant to leading order G≷(t1, t2) ∼ G≷(0, 0), the advanced
Green’s function is given by GA(t3, t2) ∼ 1. With this, dividing
(8) by G≷(0, 0)/q, we are left with

∂t1 g≷(t1, t2) =
∫ t2

t1

dt3 L≷(t1, t3) + qI (t1, t2)

G≷(0, 0)
. (19)
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Using the definition (10) of I , the final term in (19) may be
written as

qI (t1, t2)

G≷(t1, t2)
∼ 2G≶(0, 0)

∫ t1

−∞
dt3

L>(t1, t3) − L<(t1, t3)

2
,

which is remarkably independent of t2, to leading order in 1/q.
As such, it must be the same expression as that at t2 = t1,

qI (t1, t1)

G≷(t1, t1)
= 2G≶(0, 0)ıα(t1), (20)

where we have labeled the integral by ıα(t1). Together with
the Green’s functions’ relation to charge density (16), we are
left with

∂t1 g≷(t1, t2) =
∫ t2

t1

dt3 L≷(t1, t3) + Qıα(t1) ∓ ıα(t1)

2
. (21)

The most apparent simplification, due to the 1/q expan-
sion, is that integrands have lost their t2 dependence. This time
argument makes an appearance only in the integral bound.
Hence, by application of the fundamental theorem of calculus,
one may obtain the second-order differential equation

∂t1∂t2 g>(t1, t2) = L>(t1, t2). (22)

Using the form of the Green’s functions (16), we may
express L>

κq(t1, t2), defined in (17), as

2Jκ (t1)Jκ (t2) exp

[
κ

g>(t1, t2) + g<(t2, t1)

2

]
. (23)

Here we have defined the effective couplings

Jκ (t ) ≡ [1 − 4Q2]κq/4−1/2Jp(t ). (24)

At half filling Q = 0, they are equal to Jp(t ). For finite,
nonzero charge densities, we have 1 − 4Q2 < 1, leading to
a suppression of the effective coupling

J1(t ) ≡ [1 − 4Q2]q/4−1/2Jq(t )
q→∞−−−→ 0,

except for large Jq ∼ [1 − 4Q2]−q/4. As such, to maintain
nontrivial interactions away from charge neutrality, the cou-
pling can be rescaled by this factor [36]. For our results,
however, we do not need to specify the scaling of Jq.

IV. SINGLE SYK TERM

Considering the relation between the integral I and the
weighted sum over these terms (12), we note that α(t1), de-
fined in (20), is given by

(1 − 4Q2)α(t ) = qE2(t ) + q2
∑
κ>0

κEκq(t ). (25)

Note here that all terms in this series contribute to the same
order. This is because of the scaling in (13) leading to the
kinetic term scaling like 1/q, while the interaction terms scale
like 1/q2. For a system in equilibrium, the individual terms
Ep(t ) are all constant, leading to constant (25). Otherwise,
even for constant couplings, the weighted sum (25) will gen-
erally not be constant since the individual terms Hp(t ) are
not conserved. In contrast, an equally weighted sum would
correspond to the conserved (for constant couplings) total
energy. With this we note the remarkable simplification which

occurs in the case where we switch off all but a single coupling
in (15),

H(t ) =
{
H2(t ) + ∑

κ>0 Hκq(t ) t < 0,

Hp t � 0.

In this case, the total interaction energy density is merely
given by the single expectation value E = 〈Hp/N〉. Since this
is a conserved quantity, we find, using the relation (25), that
α(t � 0) must also be a constant α f .

To ensure the applicability of our KB equations, we require
the system to be in equilibrium in the asymptotic past. Note,
however, that we have not made any additional assumptions
on the initial state �(0) of the system. The key to our proof is
only that the final Hamiltonian consists of a single SYK term.
This may be accomplished via a quench, as was considered
in [23] for Hq + H2q → Hq, via a ramp or any other time
protocol, as shown in Fig. 1.

With this, the KB equations (21) simplify to

∂t1 g>(t1, t2) =
∫ t2

t1

dt3 L>(t1, t3) + ıα f + 2Qıα f , (26)

∂t1 g<(t2, t1) =
∫ t2

t1

dt3 L>(t1, t3) + ıα f − 2Qıα f . (27)

Here we have used the Green’s function’s conjugate rela-
tions (4) G(t1, t2)∗ = G(t2, t1), which imply that g≷(t1, t2)∗ =
g≷(t2, t1), to replace L<(t1, t3)∗ → L>(t1, t3). Equations (26)
and (27) are remarkably similar, differing only by a constant.
With the same boundary conditions, g≷(0, 0) = 0, their solu-
tions can thus differ by only a linear term,

g>(t1, t2) = g(t1, t2) + 2Qα f ı(t1 − t2), (28)

g<(t2, t1) = g(t1, t2) − 2Qα f ı(t1 − t2). (29)

To derive the linear t2 dependence, we have again used the
Green’s function’s conjugate relations (4). From this we note
that the Majorana relation g>(t1, t2) = g<(t2, t1), found in
[23], is reproduced as Q → 0. Considering the Green’s func-
tions (16), we note that such a linear result yields a phase

G>(t1, t2) ∝ exp

(
ı
2Qα f (t1 − t2)

q
+ g(t1, t2)/q

)
. (30)

This corresponds to a frequency-independent shift in the self-
energy �(ω). In the next section, we will show how this
manifests itself as a shift in the chemical potential.

The addition of (28) and (29) yields the symmetric sum

g(t1, t2) ≡ g>(t1, t2) + g<(t2, t1)

2
, (31)

previously encountered in (23).

A. Single interaction term

We now consider the protocol where we are left with only
a single interaction term, i.e., H(t > 0) = Hq. With this, as
was found for Majorana fermions [23], (22) reduces to the
Liouville equation

∂t1∂t2 g(t1, t2) = 2J 2eg(t1,t2 ). (32)

This equation is formally similar to the corresponding equi-
librium equation g̈(t ) ∝ eg(t ). The key difference, however, is
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that we have two different time arguments, while in equilib-
rium only the relative time enters. For g∗(t1, t2) = g(t2, t1), the
solution of (32) may be written in the form [40]

eg(t1,t2 ) = −u̇(t1)u̇∗(t2)

J 2[u(t1) − u∗(t2)]2
. (33)

We would next like to find the most general, unique solution
(33). We may find u(t ) by considering the equal-time sum of
(26) and (27),

lim
t2→t

∂t g(t, t2) = ıα f .

Substituting in expression (33) for g yields

∂t ln u̇(t ) − 2
u̇(t )

u(t ) − u∗(t+)
= ıα f . (34)

Following [23], we make the ansatz

u(t ) = a eıπv/2eσ t + ıb

c eıπv/2eσ t + ıd
, v ∈ [−1, 1], (35)

which has five independent real parameters since the nu-
merator and denominator are unique only up to an overall
factor. Substituting (35) into (34), we are left with a constant
−ıσ tan(πv/2) on the left. Hence, identifying

α f = −σ tan(πv/2), (36)

we see that the ansatz solves the equation. This leaves only
four free parameters, which are fully determined by the two
complex initial conditions, implying that this ansatz is a valid
and uniquely determined solution. By the Picard-Lindelöf
(Cauchy-Lipschitz) theorem this is also the only solution to
the nonlinear differential equation (34), determined by the two
complex initial conditions u(0) and u̇(0).

Substituting this into (33), the correction g(t1, t2), for
t1, t2 � 0, takes on the unique and most general form

eg(t1,t2 ) = (σ/2)2

J 2 cos2(πv/2 − σ ı(t1 − t2)/2)
, σ � 0. (37)

Note that all solutions of (32) only depend on relative time
t1 − t2, when both times are larger than zero because α f

is time independent. Remarkably, (37) is completely inde-
pendent of a, b, c, and d , implying the SL(2,C) invariance
discussed in [23]. Here we have assumed without loss of
generality that σ > 0, since σ → −σ , is equivalent to taking
v → −v.

1. Comparison to equilibrium

As noted previously, like in the equilibrium case, the so-
lution (37) depends on only time differences g(t1 − t2) ≡
g(t1, t2). It is also a periodic function satisfying g(t ) =
g(−t − ı2πv/σ ). Such an equation is, in fact, a Kubo-
Martin-Schwinger (KMS) relation for a system with inverse
temperature β f ≡ 2πv/σ . With this identification of the tem-
perature, we have the expression

σ = 2πv

β f
, (38)

where σ is, in fact, the Lyapunov exponent of the system
[22,41]. Inserting this into (37), the correction g takes on the

standard large-q thermal Green’s function form [22]

eg(t )/2 = πv

β f J cos[πv(1/2 − ıt/β f )]
. (39)

It must also satisfy the same boundary condition g(0) = 0,
which yields the same closure relation

β f J = πv

cos(πv/2)
. (40)

From this relation we are able to find v as a function of β f J .
Given a particular energy density (36), one is then able to find
the corresponding temperature.

One should note, however, that for the total system to
be considered in thermal equilibrium, it is the full Green’s
functions that must satisfy the KMS relation. As such, we turn
our attention to the full exact Green’s functions, defined in
(7). For t > 0 we find that the forward and backward Green’s
functions are related via

G<(t + ıβ f )

−G>(t )
= 1 + 2Q

1 − 2Qe−β f 2Qα f /q. (41)

For a standard KMS relation, the right-hand side is 1, while in
the presence of a chemical potential this changes to [42]

G<
eq(t + ıβ ) = −eβμG>

eq(t ). (42)

This is because, when considering real-time dynamics, the
chemical potential term enters the state ∝ e−β[H−μNQ̂] but not
the Hamiltonian.

As such, for t � 0, the system can be immediately identi-
fied as being in thermal equilibrium, with the new chemical
potential term

μ f (Q) = Tf ln

[
1 + 2Q
1 − 2Q

]
− 2Qα f /q. (43)

2. The final energy range

As a final consistency check, we show that the energy
densities of our solutions are always bounded by the lowest
and highest eigenvalues of Hq/N . We start by first writing
the energy density in a simpler form by using the closure
relation g(0) = 0, meaning σ = 2J cos(πv/2). Recalling re-
lation (36), α f = −σ tan(πv/2), the energy density (25),
q2E = (1 − 4Q2)α f , may then be expressed as

q2E = −(1 − 4Q2)2J sin(πv/2). (44)

For v ∈ [−1, 1], its range is then given by

q2E ∈ [−2J (1 − 4Q2), 2J (1 − 4Q2)].

Here, in fact, the lower bound corresponds to the ground state
energy density [36]. Due to the symmetry of the SYK spec-
trum over the zero axis [43], the maximal energy is −E0. As
such, the allowable energies span the spectrum of the model.

In summary, given a state �(0), generated by a general pro-
tocol such as that shown in Fig. 1, we find the instantaneously
thermal Green’s function correction g(t ), given in (39),

eg(t )/2 = πv

β f J cos[πv(1/2 − ıt/β f )]
. (45)
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The system has memory of only two observables, namely,
the charge density

Q ≡ 1

N

N∑
k=1

Tr{c†
kck�(0)} − 1

2
,

which is in the range [−1/2, 1/2], where Q = 0 at half filling,
and the energy density

Eq ≡ 1

N
Tr{Hq�(0)}.

Together they uniquely determine the final thermal Green’s
function. In particular, the constant v is determined by both
densities

sin(πv/2) = q2Eq

−(1 − 4Q2)2J .

The effective coupling J , defined in (24), is given in terms of
the charge density and coupling Jq. The final temperature is
then determined by v from the closure relation (40),

Tf = J cos(πv/2)

πv
.

B. Single kinetic term

Before concluding, we briefly discuss the case in which all
interactions are switched off in (15), leaving only the kinetic
term (14). With this, (22) reduces to only the leading term in
(18), ∂t1∂t2 g(t1, t2) = 2J2

2 . This equation has a quadratic solu-
tion which, together with the boundary conditions g(0, 0) = 0
and ∂t g(t, t+) = ıα f , is given by

g(t1, t2) = −J2
2 (t1 − t2)

(
t1 − t2 − ıα f /J2

2

)
.

We again note that this is dependent on only time differences.
The total Green’s function is then given by

G>(t ) ∝ eı2Qα f t/q−J2
2 t (t−ıα f /J2

2 )/q. (46)

It again satisfies the KMS relation g(t ) = g(−t + ıα f /J2
2 ),

identifying the inverse temperature as

β f = −α f /J2
2 .

As such, even in this case, we find instantaneous thermaliza-
tion to leading order in 1/q.

V. CONCLUSION

In this paper we extended the previous results in Ref. [23]
by studying the nonequilibrium dynamics of general Dirac
fermion SYK models (15)

H(t ) = H2(t ) +
∑
κ>0

Hκq(t ) (47)

in the q → ∞ limit. Specifically, we were interested in the
thermalization dynamics of a state � at time t = 0, which was
generated from an equilibrium state of a time-independent
Hamiltonian of the form of (47) in the asymptotic past that
is then acted upon by an arbitrary time-dependent H(t ) for
t < 0. For t � 0 we made the key assumption that only a
single term in (47) remains. Under this assumption we could

show analytically that the local Green’s function is instan-
taneously in equilibrium. The only properties of the state
�(t = 0) that determine the t � 0 equilibrium behavior are
the energy density and the charge density. In this sense a
single q → ∞ SYK term is a perfect thermalizer for a large
class of states �. Notice that it is unimportant whether one
arrives at the single SYK term via a quench or a more general
time-dependent protocol, as shown in Fig. 1.

We were able to prove this result by making use of the
conserved quantities, namely, the q-body interaction energy
and charge density, in combination with the Galitskii-Migdal
sum rule. This forced the Green’s function to be constant
along the diagonal, leading to a differential equation with a
unique solution depending on two initial conditions, which we
identified as the energy density and the charge density at time
t = 0. This unique solution turns out to be just the thermal
Green’s function of the Hamiltonian for t � 0.
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APPENDIX A: WEIGHTED ENERGY

In this Appendix, we prove the Galitskii-Migdal sum rule
by considering the simplest case of n-body interactions, where
n is even. From the explicit form of the backward Green’s
function

ı∂tG<(t+, t ) ≡ ı

N

∑
k

〈∂t c
†
k (t )ck (t+)〉

= 1

N

∑
k

〈[c†
k ,H]ck〉(t ).

Explicitly, for any even n-body interaction term, we have

∑
k

[c†
k , c1 · · · cn]ck =

∑
k

n∑
ν=1

(−1)ν−1c1 · · · {c†
k , cν} · · · cnck

= −
∑

k

n∑
ν=1

c1 · · · ckδk,ν · · · cn

= −nc1 · · · cn.

Using the same identity for a string of operators c†
1 · · · c†

n,
one would find [c†

k , c†
1 · · · c†

n] = 0. As such, for some Hamil-
tonian

H =
∑

1�i1<···<ip/2�N
1� j1<···< jp/2�N

X i1···in
j1··· jn

c†
i1

· · · c†
in

c jn · · · c j1 (A1)

using the identity [c†
k ,C†C] = C†[c†

k ,C] + [c†
k ,C†]C, the sec-

ond term will vanish. As such, the commutator evaluates to

[c†
k ,H] =

∑
1�i1<···<ip/2�N
1� j1<···< jp/2�N

X i1···in
j1··· jn

[c†
k , c†

i1
· · · c†

in
]c jn · · · c j1 .
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From the above expression
∑

k[c†
k ,H]ck is given by

−n
∑

1�i1<···<ip/2�N
1� j1<···< jp/2�N

X i1···in
j1··· jn

c†
i1

· · · c†
in

c jn · · · c j1 ,

which is the Galitskii-Migdal sum rule [37] for n-body inter-
actions

ı∂tG<(t+, t ) = − n

N
〈H(t )〉. (A2)

APPENDIX B: KADANOFF-BAYM EQUATIONS

Using the Langreth rule, the full Kadanoff-Baym (KB)
equations are given by [37]

∂t1G≷(t1, t2) = −
∫ ∞

t0

dt3 �≷(t1, t3)GA(t3, t2)

+ �R(t1, t3)G≷(t3, t2)

+
∫ t0

t0 − ıβ

dt3 �<(t1, t3)G>(t3, t2),

where we have defined the advanced and retarded functions

GA(t3, t2) = �(t2 − t3)[G<(t3, t2) − G>(t3, t2)],

�R(t1, t3) = −�(t1 − t3)[�<(t1, t3) − �>(t1, t3)].

Under the Bogoliubov principle, the assumption that ini-
tial correlations become irrelevant as t0 → −∞ [44,45], the
imaginary part of the contour is ignored. The KB equations
then take the form

∫ t2

−∞
dt3 �≷(t1, t3)GA(t3, t2) +

∫ t1

−∞
dt3 �R(t1, t3)G≷(t3, t2).

This may be written as

∂t1G≷(t1, t2) =
∫ t2

t1

dt3 �≷(t1, t3)GA(t3, t2) + I (t1, t2),

where we have pulled out part of the first integral and com-
bined it with the second, yielding

I (t1, t2) =
∫ t1

−∞
dt3 [�≷(t1, t3)[G<(t3, t2) − G>(t3, t2)]

− [�<(t1, t3) − �>(t1, t3)]G≷(t3, t2)].

In both ≷ cases, this integral reduces to

I (t1, t2) =
∫ t1

−∞
dt3 [�>(t1, t3)G<(t3, t2) − �<(t1, t3)G>(t3, t2)].
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Figure 3.7: Resistivity of various cuprates at various dopings p, x taken from [35]

3.3 Charge dynamics on a lattice

A significant motivation for studying SYK models, as laid out in the introduction, was its similarities
to the experimentally observed aspects of strange metals; for instance the linear in T resistivity in
cuprates [34, 35, 149, 150], a selection of which is included in Fig. 3.7. Thus far, however, we have
only considered a single (zero-dimensional) SYK dot (2.3), where the charge density has remained
constant. This changes upon coupling multiple dots/sites together to form a lattice. Since strange
metal behavior can be found in quasi-dimensions d ∈ {1, 2, 3}[34, 150], we start by focusing
on the simplest case: d = 1. Such chains are particularly appealing due to their tractability,
with nontrivial solvable examples such as the Fermi-Hubbard, Tomonaga-Luttinger, spin-1/2
Heisenberg, and Kondo chains [151]. The fact that these models are integrable, unfortunately,
limits their scope to a small subset of physical systems. To expand their applicability integrability
can be broken, for example, by adding next-nearest-neighbor interactions [152]. This modification
typically renders the model only perturbatively or numerically tractable [151]. Further, to see
a change in the universal behavior (e.g., equilibrium properties such as critical exponents), one
requires particular perturbations which are relevant. A perturbation is irrelevant if it shrinks under
the renormalization group (RG) flow as the system is coarse-grained (when the length scale is
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Figure 3.8: A chain where each blob contains a large-q cSYK model with inter-dot coupling
strength for the ith site given by Ji while the nearest neighbor coupling strength is given by Di.

increased). It is marginal if it remains invariant under the flow. The relevant (growing) perturbations
can significantly alter the low-energy (long-distance) behavior of the system and often lead to new
phases or phase transitions.

With SYK-type chains, many large-N problems become tractable despite a lack in integrability
[33, 59, 127, 153–156]. Here we focus on such chains of coupled dots

Hq;i = Ji
∑

{µ}q/21 ,{ν}q/21

X(i)µν c
†
i;µ1

· · · c†i;µq/2ci;νq/2 · · · ci;ν1 , |X|2 = [q−1(q/2)!]2

(N/2)q−1 (3.21)

where the operators c†i;α and ci;α are spinless fermionic creation and annihilation operators (associ-
ated with lattice site i and flavor α) respectively. Nearest neighbors can be coupled for instance via
r/2-body transport terms Hi,i+1

r . The quadratic case14 Hi,i+1
2 = H2;i→i+1 + H.C. has

H2;i→i+1 = Di

∑

µ,ν

Y (i)µν c
†
i+1;µci;ν , |Y |2 = 1

q

1

2N , (3.22)

as illustrated in Fig. 3.8. This yields the total Hamiltonian
∑

iHq;i +Hi,i+1
r forming a chain of

length L. One can also include additional symmetries directly on the level of the random variables
[157, 158]. For instance, one can impose exact translation invariance, X(i)µν → X(1)µν , rather
than the averaged translation invariance usually considered [59, 158].

3.3.1 Current and charge density from continuity equation

While the total charge density is still conserved, the local charge may move due to the coupling,
hence the local charge density Q̂x on the lattice site x can fluctuate. In the continuum, the evolution
of the charge density is given by a continuity equation Q̇(x, t) = −∂xj(x, t), where j(x, t) is
the local current density. Since we are working on a lattice, we consider the discrete version
Q̇i = ji− ji+1 to define the local current density [151]. With this, Heisenberg’s equation of motion
reduces to

∂tQ̂i = ı[H, Q̂i] = ı[Q̂i,Hi−1,i] + ı[Q̂i,Hi,i+1],

14To ensure competition between the transport terms and the on-site interactions, we need to introduce a 1/q scaling
in the variance for the random matrix Y (i).
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from which one would define the local current density as ĵi = ı[Q̂i,Hi−1,i] associated with charge
flow from site i to i − 1. Alternatively focusing on the second term, replacing i with i − 1, we
have ĵi = −ı[Q̂i−1,Hi−1,i] corresponding to charge flowing from i − 1 to i. This ambiguity is
solved when the total charge is conserved, [Q̂i + Q̂i−1,Hi−1,i], meaning that the two definitions
are equal. This may be explicitly checked for the tight-binding model with Hi−1,i = −t[c†i−1ci +

c†ici−1], with the dispersion relation ϵk = −2t cos(k). For both cases reduce to ĵi = tc†ici−1/ı+

H.C., or ĵk =
∑

p vkc
†
pcp+k in momentum space15, with velocity vk = 2t sin(k) = ∂kϵk. The

above remains unchanged when adding any interactions which commute with the local charge
densities, for instance, the spin-less Fermi-Hubbard chain interactions Hint = U0

∑L
j=1 n̂jn̂j+1.

Generalizing (3.22) to r/2-particle hopping Hr;i→i+1, the Galitskii-Migdal relations [81, 154]
yields the following expression for the local electric current

jQi (t) = rℑ⟨Hr;i−1→i/N⟩(t)/2. (3.23)

It can be read off from the momentum representation ĵk that a translationally invariant system
implies a zero current jk = 0. A current may still be induced in various ways. For instance, if
one couple the dots via a time-periodic Rice-Mele Hamiltonian, one can implement a Thouless
charge pump [155]. A slowly varying magnetic vector potential, included via Peierls substitution
[33], with quadratic SYK hopping, also yields a current with a quadratic to linear in T resistivity
crossover discussed in Sec. 1.3.1.

3.3.1.1 Response to a thermoelectric gradient

A potential difference leads to a gradient in charge Qx = Q+ x∇Q and energy Ex = E + x∇E.
One may also define a local energy current operator ĵEi = ı[Hi−1,i,Hi,i+1] [154]. Analytically, this
can be studied as a perturbation to equilibrium with small gradients in the local chemical potential
µx = µ+ x∇µ or temperature Tx = T − x∇T . The gradients are related via [28]ï ∇Q

∇E − µ∇Q

ò
= χ̂s

ï∇µ
∇T

ò
, χ̂s =

ï
K χ12

Tχ12 Cµ

ò
with constant chemical potential heat capacity Cµ = T (∂TS)µ, compressibility K = (∂µQ)T and
χ12 related to CQ = T (∂TS)Q = Cµ − Tχ2

12/K.
The linear response to the electrical and energy currents is then given byï

jQ

jE − µjQ

ò
= −L̂

ï∇µ
∇T

ò
, L̂ =

ï
σ α
αT κ+ α2T/σ

ò
where the general Einstein relation yields the conductivity matrix L̂ = D̂χ̂s, with diffusivity matrix
D̂. Here σ is the electrical conductivity, α is the thermoelectric conductivity and κ is the thermal
conductivity. They describe the response of various observables to external forces or gradients.
In other words, one can then investigate how parameters such as temperature, particle density, or
interaction strength affect the transport behavior of the material. For transport of the same order as
the inter-dot terms Hq;i, r = q, the response to such a gradient has been studied both numerically
and analytically, shown in Fig. 3.9.

15This form remains unchanged for higher dimensional lattices [159]. See App. 3.B for a refresher on momentum
space and higher dimensional lattices.
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Figure 3.9: Conductivities of SYK chain with q/2-
body transport, taken from [154]. Here J = D = 1.

Perturbing away from half-filling, one
finds the conductivities [154]

σ =
D2πv

4J2
eff
, κ =

4π2v2

3q2
Tσ (3.24)

to leading order in 1/q, with Jeff ≡√
J2 + 2D2. At low temperatures we still

have the expression v ∼ 1 − 2T/Jeff, as
was plotted in Fig. 2.1, hence a linear resis-
tivity ρ = 1/σ. Considering Fig. 3.9, we
again note how the large-q results are not
only in qualitative agreement with the finite
q results but also quantitatively predictive.

Lastly, we also have the Lorentz ratio differing from its Wiedemann-Franz value L0 ≡ π2/3
[154] L = βκ/σ = (2v/q)2L0. In the limit as v → 1 the result overlaps with gravitational
(holographic) models with similar low energy limits L = 4L0/q

2 [85], which is the Fermi-liquid
Lorentz ratio for q = 2.

3.3.1.2 Response to an electrical field

Figure 3.10: Schematic resistivity
plot of U0,d → ∞ Hubbard model.

A current may also be seen as the response J = σλE to an
applied electric field of magnitude λE , which can be recast
into the familiar Ohm’s law I = V/R. The response to an
applied electric field λE(t), JQ(ω) = σopt(ω)λE(ω) [137],
is given by Kubo’s formula, see App. 3.C for additional de-
tails, with optical conductivity σopt(ω) [160]. The imaginary
part of σopt(ω) describes the phase shift between the current
and the electric field in the material. The real part is related
to energy dissipation (as heat) in the material stemming from
interactions with the incident electromagnetic radiation. As
we take the frequency to zero, we are left with the direct
current (DC) contribution ρ−1 = ℜσopt(0

+) [160].
Let us now extend the analysis from a d = 1 chain

to some d-dimensional lattice. Various experimentally ob-
served resistivities are captured by the U0,d → ∞ Hubbard model [161], schematically plotted in
Fig. 3.10. Our main focus is at higher temperatures where the quasi-particle picture completely
breaks down. In particular, at near-optimal doping, for T > Tc, the resistivity becomes linear.
Such a linear resistance is also common to so-called bad metals which, instead of saturating to the
Mott-Ioffe-Regel bound16 ρMIR = kd−2

F [28], remains linear at high temperatures [29].

16The existence of this bound is motivated by the fact that a quasiparticle picture beyond it implies a mean-free-path
smaller than a lattice constant.
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The disorder averaging in the SYK model with quadratic hopping yields a rather simple17

formula [158]

ρ−1 =

∫ ∞

−∞
dω

∫
dkv2k;xAk(ω)

2βsech2(βω/2)
(2π)d

, (3.25)

where Ak(ω) = −ℑGRk (ω)/π is the spectral function we encountered before in Sec. 1.1.2. At half
filling, for D2/J<<T<<J , one finds ρ ∝ T 2(1−2/q)/D2 [82]. This simplification can be extended
to r/2-particle transport, for which the resistivity is ρ−1 ∝ Tα, with α = 2(r/q − 1) beyond the
coherent regime [82]. One may indeed check that this reproduces the linear in T resistivity found
for the standard case of quadratic hopping (r = 2) and two body inter-dot interactions (q = 4)
[33]. Below this temperature, there is a crossover into a (heavy) Fermi-liquid ρ ∝ T 2, which
is also typical of cuprates and SYK lattices [33]. The linear resistivity remains as long as the
onsite contribution considered is twice the order of the transport q = 2r. One would get quadratic
resistivity when the onsite is of much higher order r/q → 0.

We can also find 1 < α < 2. Such deviations are also experimentally observed in some
materials [163, 164], For instance, in the high-Tc cuprate Pr2−xCexCuO4+δ, with an exponent α
ranging from 1.2 till 1.8. Such power laws are also found in materials subjected to a magnetic field
B, for which one finds modified Kohler’s laws for the magnetoresistance (MR) [150, 165–168]

ρMR(B) = ρ(B)/ρ(B = 0)− 1 ∝ B2/(1 +ATα)2.

A natural question is to what extent the general SYK Hamiltonians capture qualitative aspects of
such materials, for instance, whether the models also yield overlapping scalings in the specific heats
and Lorentz ratios.

3.4 Analytical results for dynamics on a lattice

In the next included preprint we go on to study the full dynamics of the chain captured by the
bilocal flavor averaged Green’s functions

Gij(t1, t2) ≡
−1

N
N∑

α=1

⟨TCci;α(t1)c†j;α(t2)⟩. (3.26)

These Green’s functions are the solution to Dyson’s equation Ĝ = Ĝ0 + Ĝ0Σ̂Ĝ = Ĝ0 + ĜΣ̂Ĝ0.
Here Σ̂ is the 2L by 2L self-energy matrix, which is diagonal Σ̂i,i+d ≡ δd0Σi for the SYK chain.
We consider diagonal initial conditions Ĝi,i+d = δd0Gii, hence we need to only consider the local
Green’s functions Gi ≡ Gii corresponding to each dot/blob in the lattice.

We develop the general framework for dealing with a chain of large-q SYK dots and r/2-
particles hopping to nearest neighbors assuming r = O(q0). We start by calculating the effective
action in the large-N limit and derive the Schwinger-Dyson equations, which translate to the
Kadanoff-Baym (KB) equations using Langreth rules. We then study the KB equations in the

17The simplification stems from the ladder/vertex corrections being subleading [162], which is also the case in the
large-d limit [160, eq. (271)].
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large-q limit, controlling the non-equilibrium dynamics of the system at the leading order in 1/q.
We focus on the symmetric and antisymmetric Green’s functions g±i for dealing with complex
fermions and evaluate their equations of motion. The leading order KB equations are expressed in
terms of g±i . We show how the physics of the diffusive r > 2 is effectively the same as the kinetic
case r = 2 at leading order in 1/q.

We again study the quench dynamics of the system, where the large-q complex SYK blobs
would instantaneously thermalize for the disconnected chain. At t = 0, the transport coupling of
r/2 particles to nearest neighbors is switched on. We find closed-form expressions for the local
charge transport dynamics. For any finite q, there is a local change in charge density of order
O(Q/q), which vanishes as q → ∞.

Considering a single large-q SYK model that instantaneously thermalizes [80], one may wonder
whether their chain behaves similarly given the fluctuations in charge density vanish. Via proof by
contradiction, we may show that the chain does not instantaneously thermalize. We generalize the
framework and all results to an arbitrary d-dimensional nearest neighbor lattice of size (2L)d.



CHAPTER 3. DYNAMICS IN CHARGED SYK MODELS 67

3.4.1 Preprint: Dynamics and Charge Fluctuations in Large-q Sachdev-Ye-Kitaev
Lattices

Reprinted preprint with permission from
R. Jha and Jan C. Louw
Phys. Rev. B 107, 235114 (2023)
https://doi.org/10.1103/PhysRevB.107.235114

Author contributions J. C. L. set up an early outline of the manuscript, having set up the analytic
equations to be solved. Both authors together found the main results and revised the manuscript.

https://doi.org/10.1103/PhysRevB.107.235114


PHYSICAL REVIEW B 107, 235114 (2023)

Dynamics and charge fluctuations in large-q Sachdev-Ye-Kitaev lattices
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It is known that the large-q complex Sachdev-Ye-Kitaev dot thermalizes instantaneously under rather general
dynamical protocols. We consider a lattice of such dots coupled together, allowing for r/2 body hopping of
particles between nearest neighbors. We develop a rather general analytical framework to study the dynamics to
leading order in 1/q on such a lattice, allowing for arbitrary time-dependent couplings, hence general dynamical
protocols. We find that the physics of the diffusive case r > 2 is effectively the same as the kinetic case r = 2,
assuming r = O(q0 ). Remarkably, we find that the local charge densities Qi form a closed set of equations. They,
however, only show fluctuations of the order O(Qi/q), hence remaining constant in the limit q → ∞. Despite
this effective lack of charge dynamics, the dots do not in fact behave as isolated lattice sites which would ther-
malize instantaneously. Indeed, we show via a proof by contradiction that such instantaneously thermalization
is not generally possible for a connected lattice. Importantly, the results are shown to be independent of the
dimensionality of the lattice.

DOI: 10.1103/PhysRevB.107.235114

I. INTRODUCTION

The Sachdev-Ye-Kitaev (SYK) model is a generalization
of Sachdev-Ye model [1] proposed by Kitaev [2] as a model
for quantum holography where q Majorana fermions interact
via random matrix coupling in a total of N particles. The
SYK model is a (0 + 1)-dimensional strongly coupled quan-
tum field theory. Given this, it has attracted attention due
to its analytical tractability in the large-N limit where the
Schwinger-Dyson equations can be written in a closed form.
This is despite the model being maximally chaotic [3].

To bring the model closer in contact with a condensed mat-
ter system, one usually considers complex charged fermions
[4–6]. Such a natural generalization is known as the complex
SYK model. Unlike the Majorana case, here the number of
particles is a definable quantity associated with a conserved
U(1) charge due to the presence of fermionic charges. This
charge may be varied by introducing a chemical or mass po-
tential term in the Hamiltonian. When considering this model
at charge neutrality, the Majorana case is recovered.

Despite its simplification at large N , the model is usually
only fully solvable via numerics. At low energies, an emergent
conformal symmetry does, however, allow one to extract cer-
tain analytical results [6]. In considering q-body interactions,
one may in fact analytically solve the model order by order
in 1/q [7]. The leading-order results are often qualitatively
reflective of the q � 4 models. For instance, quantitatively
and qualitatively similar phase transitions are observed at
all q � 4 [8–11]. This system has a tendency to thermalize
rapidly [12]. In particular, given a general nonequilibrium
protocol to a single large-q SYK model, the system will

*rishabh.jha@uni-goettingen.de
†jan.louw@theorie.physik.uni-goettingen.de

thermalize instantaneous [13]. A better understanding of this
thermalization process is still lacking. For instance, under
which conditions would a large-q SYK model not thermalize
instantaneously?

Moreover, one may for instance study charge transport
along a chain of complex SYK dots. In this setup each
lattice site (or blob for a better physical picture) is occu-
pied by a complex SYK model. The blobs are connected
by transport terms with nearest-neighbor hopping. Such a
one-dimensional chain is intimately connected to strongly
correlated quantum matter and strange metals, which are con-
sidered to be at the heart of modern condensed matter theory.
They have been shown to exhibit non-Fermi-liquid transport
behavior [5,14,15], for instance, a linear in T resistivity [5]. In
other words, their behavior is not captured by a quasiparticle
picture.

One analytically tractable construction considers such a
chain where each lattice site is occupied by large-q complex
SYK model. Naturally, this construction has been studied in
the literature [16], where the transport terms also include
q/2-body hopping. The analytically tractable property of the
large-q SYK model is then exploited to extract exact analyti-
cal results. This then provides analytical insight into strongly
correlated matter. For instance, by imposing uniform tempera-
ture and chemical potential gradients, thermoelectric transport
properties may be calculated.

In this work, we consider a similar construction: a one-
dimensional lattice where each blob has large-q complex SYK
model and the blobs are connected by r/2-particle trans-
port between nearest neighbors. Standard (quadratic) hopping
would correspond to r = 2, while we also allow for diffusive
hopping r > 2. We consider r to be order of O(q0). Due to
analytic tractability, this has become one of the prototypical
examples for analytic calculations of various transport prop-
erties. We develop a rather general framework required to

2469-9950/2023/107(23)/235114(12) 235114-1 ©2023 American Physical Society
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FIG. 1. One-dimensional chain where each blob contains large-q
complex SYK model with onsite strength for ith site is given by Ji

while the nearest-neighbor coupling strength is given by Di.

study the dynamical properties of this system. Our framework
is well suited to handle general dynamical protocols such
as quenches and ramps in order to study the nonequilibrium
behavior of the system. Such dynamical protocols will be
the focus of this work, instead of temperature and chemical
potential gradients considered in [16]. The 1/q expansion
drastically simplifies the analysis. For instance, we find that
to leading order in 1/q, the equation of motion for the charge
is closed under the charge density. In other words, the compli-
cated Green’s functions do not enter.

With this, we may analytically calculate the charge trans-
port dynamics in the system. In particular, we focus on a
quench from a disconnected, with transport terms switched
off, to a connected chain. We find a discrete wave equation for
the charge transport. Solving this equation, we show how
current flows directly after transport is switched on. We find,
however, in the large-q limit, that the local charge remains
constant. From this, one might assume that each dot behaves
as an isolated (instant thermalizing) large-q SYK system. We
show that this is in fact not the case. This is done via a
proof by contradiction. Assuming the chain does thermalize
instantaneously, implies a certain consistency relation. This
relation is not satisfied for our quench, hence, the system can-
not thermalize instantaneously. One may, however, consider
when the consistency relation would be fulfilled. This would
then provide a set of conditions under which instantaneous
thermalization cannot be ruled out. One of these cases is when
all transport coefficients are set to zero. Thus, our proof is
consistent with the instantaneous thermalization of isolated
blobs of large-q complex SYK models [13].

Lastly, we show that these results are immediately general-
izable to a d-dimensional lattice.

II. MODEL AND FRAMEWORK

A. Model

We consider a chain consisting of 2L lattice blobs where
each blob is occupied by a large-q complex SYK model. The
Hamiltonian is given as follows (see Fig. 1):

H(t ) =
2L∑
i=1

(Hi(t ) + Hi→i+1(t ) + H†
i→i+1(t )), (1)

where the onsite large-q complex SYK Hamiltonian is given
by

Hi(t ) = Ji(t )
∑
{μ}q/2

1

{ν}q/2
1

X (i)μν c†
i;μ1

. . . c†
i;μq/2

ci;νq/2
. . . ci;ν1

(2)

summing over {ν}q/2
1 ≡ 1 � ν1 < · · · < νq/2 � N . The trans-

port of r/2 fermions from site i to i + 1 is given by

Hi→i+1(t ) = Di(t )
∑
{μ}r/2

1

{ν}r/2
1

Y (i)μν c†
i+1;μ1

. . . c†
i+1;μ r

2

ci;ν r
2

. . . ci;ν1
.

(3)
The operators c†

i;α and ci;α are spinless fermionic creation
and annihilation operators (associated with lattice site i and
flavor α), respectively. Here Ji(t ) and Di(t ) are the coupling
strengths of the onsite and the transport interactions, respec-
tively. Both X (i)μν and Y (i)μν are independent random matrices
whose components are derived from Gaussian ensemble with
zero mean and variances

|X |2 = q−2[(q/2)!]2

(N/2)q−1

|Y |2 = 1

q

(1/r)2[(r/2)!]2

(N/2)r−1
. (4)

In order to introduce competition between the transport terms
and the onsite interactions, we need to introduce a 1/q scaling
in the variance for the random matrix Y (i)μν . For r = 2, the
hopping is kinetic while r > 2 corresponds to a diffusive-type
transport. We also allow for a local mass term of the form

H0(t ) = −
∑

i

η̇i(t )NQi, Qi ≡ 1

N

N∑
α=1

[c†
i;αci;α − 1/2],

(5)

where Qi is the local charge density on the ith blob, ηi(t ) is
an arbitrary function playing a role as of chemical potential,
and N is the number of particles on the blob. Using the benefit
of the hindsight, we have introduced the derivative η̇i(t ) here.
With this, the total Hamiltonian would be H(t ) + H0(t ). Al-
though the Hamiltonian is of diffusive type, it is an interesting
feature of charged SYK lattices that their transport properties
are more dependent on the ratio between r and q. For instance,
one may show that, beyond the coherent regime, that the
resistivity behaves as ρ ∼ T 2(r/q−1) [17]. In other words, for
large q, the properties will not be strongly affected by the
order of the transport. To have qualitative and quantitative
diffusive transport, in the large-q limit, one would thus have
to scale r with q.

We can assume both periodic as well as nonperiodic
boundary conditions over the lattice. If we assume periodic
boundary conditions, then we consider the blob 2L + 1 ≡2L

1 where the subscript 2L denotes the periodicity. For non-
periodic boundary conditions, we set the coupling strength
transporting fermions from blobs 2L → 2L + 1 equal to zero.

B. Schwinger-Dyson equations

Our main interest is in the nonequilibrium dynamics of
our chain. We consider the general time evolution along the
Keldysh contour C, with focus on the flavor-averaged Green’s
functions which are defined as follows:

Gi j (t1, t2) ≡ −1

N

N∑
α=1

〈TCci;α (t1)c†
j;α (t2)〉. (6)
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Here TC is the time-ordering operator with respect to C. We
are in the Heisenberg picture in the Keldysh formalism where
the averaging is taken with respect to the initial noninteracting
Hamiltonian [18]. These Green’s functions are the solution to
Dyson’s equation Ĝ = Ĝ0 + Ĝ0�̂Ĝ = Ĝ0 + Ĝ�̂Ĝ0. Here �̂ is
the 2L × 2L self-energy matrix, which is diagonal �̂i,i+d ≡
δd0�i for the SYK chain. We consider diagonal initial condi-
tions Ĝi,i+d = δd0Gii, hence, we need to only consider the local
Green’s functions Gi ≡ Gii corresponding to each blob in the
lattice.

Similar to one complex SYK model, we write the partition
function corresponding to the Hamiltonian in Eq. (67), intro-
duce the fields Gi and �i through delta functions, and then
integrate out the fermions to get

Z =
∫

DGiD�ie
−NS0;i[G,�]−NSI;i[G,�], (7)

where S0;i is the effective action on ith blob while SI;i is the
effective transport action corresponding to the transport from
blobs i − 1 and i + 1 to and from the ith blob. They are given
by1

S0;i = − ln Tr
(
G−1

o;i − �i
) −

∫
dt1dt2

(
�i(t1, t2)Gi(t2, t1)

+ Ji(t1)Ji(t2)

2q2
[−4Gi(t1, t2)Gi(t2, t1)]

q
2

)
(8)

as well as

SI;i ≡
∫

dt1dt2 LI;i[G](t1, t2), (9)

where the Lagrangian LI;i corresponding to the Hamiltonian
[Eq. (67)] is given by

LI;i[G] = D∗
i−1(t1)Di−1(t2)

qr
[−4Gi−1(t1, t2)Gi(t2, t1)]r/2

+ Di(t1)D∗
i (t2)

qr
[−4Gi+1(t1, t2)Gi(t2, t1)]r/2. (10)

This is similar to that found in [16]. The differences lie only in
a redefinition of the couplings and allowing them to be time
dependent. Clearly when Di = 0 ∀ i, we obtain the discon-
nected SYK blobs whose effective action is given by Eq. (8)
as expected. Therefore, the total effective action is given
by

Seff,i = S0;i + SI;i, (11)

where S0;i and SI;i are given in Eqs. (8) and (9) and (10),
respectively.

Having obtained the effective action in the large-N limit for
the Hamiltonian [Eq. (67)], we take its functional derivative
to get the local self-energy �i. We see that there are two
contributions to the local self-energy �i, namely, �J,i and �D,i

where �J,i is the onsite contribution and �D,i is the transport
contribution at the ith blob. Thus, we can write

�i(t1, t2) = �J,i(t1, t2) + �D,i(t1, t2), (12)

1A combinatorial argument to get the effective action (conse-
quently, the Schwinger-Dyson equations) is provided in Appendix A.

where

q�J,i = 2Ji(t1)Ji(t2)Gi(t1, t2)[−4Gi(t1, t2)Gi(t2, t1)]
q
2 −1 (13)

and

q�D,i = D∗
i−1(t1)Di−1(t2)[−4Gi(t2, t1)Gi−1(t1, t2)]

r
2 −1

× 2Gi−1(t1, t2) + Di(t1)D∗
i (t2)[−4Gi(t2, t1)

× Gi+1(t1, t2)]
r
2 −12Gi+1(t1, t2) (14)

from which one can read off the same conjugate relation
�i(t1, t2)� = �i(t2, t1) as the Green’s functions.

C. Kadanoff-Baym equations

Using Langreth rules [19], Dyson’s equations yield the
Kadanoff-Baym (KB) equations which can be expressed as
follows where we take t2 >C t1 without loss of generality
(chosen to lie on different halves of C) [13]:

[∂t1 − ıη̇i(t1)]G≷
i (t1, t2)

=
∫ t2

t1

dt3
(
�

≷
i (t1, t3)GA

i (t3, t2)
) − ı

2q
αi(t1, t2). (15)

Here the forward (backward) Green’s functions G≷
i corre-

spond to t1 being ahead (behind) of t2 on the Keldysh contour
C, respectively. They are defined as

G>
i (t1, t2) ≡ − 1

N

N∑
μ=1

〈ci;μ(t1)c†
i;μ(t2)〉,

G<
i (t1, t2) ≡ 1

N

N∑
μ=1

〈c†
i;μ(t2)ci;μ(t1)〉. (16)

For t2 >C t1 the advanced Green’s function is given by

GA
i (t1, t2) = G<

i (t1, t2) − G>
i (t1, t2), (17)

while it is zero otherwise. Finally, αi in Eq. (15) is defined as

αi(t1, t2) ≡ ı

∫ t1

t0

dt3 q�>
i (t1, t3)2G<

i (t3, t2)

− ı

∫ t1

t0−ıβ

dt3 q�<
i (t1, t3)2G>

i (t3, t2),

where we define the forward and backward self-energies �
≷
i

in the same manner as the Green’s functions G≷
i whose ex-

plicit expressions can be obtained using Eqs. (12)–(14) as
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follows:

q�>
i (t1, t2) = 2Ji(t1)Ji(t2)

[−4G>
i (t1, t2)G<

i (t2, t1)
]q/2−1G>

i (t1, t2)+2Di−1(t2)D∗
i−1(t1)

[−4G>
i−1(t1, t2)G<

i (t2, t1)
]r/2−1G>

i−1(t1, t2)

+ 2Di(t1)D∗
i (t2)

[−4G>
i+1(t1, t2)G<

i (t2, t1)
]r/2−1G>

i+1(t1, t2),

q�<
i (t2, t1) = 2Ji(t1)Ji(t2)

[−4G>
i (t1, t2)G<

i (t2, t1)
]q/2−1G<

i (t2, t1)+2Di−1(t1)D∗
i−1(t2)

[−4G>
i (t1, t2)G<

i−1(t2, t1)
]r/2−1G<

i−1(t2, t1)

+ 2Di(t2)D∗
i (t1)

[−4G>
i (t1, t2)G<

i+1(t2, t1)
]r/2−1G<

i+1(t2, t1). (18)

From them one can see �
≷
i (t1, t2)� = �

≷
i (t2, t1). The first

term in both the expressions is the onsite contribution to the
self-energies while the second and the third terms are the
transport contributions. Also for the kinetic case where r = 2,
these expressions considerably simplify, although we will al-
ways consider a general r [= O(q0)] in this work. We assume
the weakening of initial conditions at initial time t0 → −∞
(Bogoliubov principle) [20,21]. Under this assumption, the
imaginary part of the contour in αi in Eq. (18) is ignored. Con-
sidering equal times (t2 → t1), the KB equations in Eq. (15)
reduce to

αi(t1, t1) = 2ıq
[
∂t1 − ıη̇i(t1)

]
G<

i (t1, t+
1 ), (19)

where the limit t+
1 → t1 is taken only after differentiating.

D. Expectation values of energy

We are interested in finding the expectation values of local
onsite energy as well as the transport energy. Considering the
explicit definition of the backward Green’s function, we get
for the right-hand side of Eq. (19)

2ıq[∂t1 − ıη̇i(t1)]G<
i (t1, t+

1 ) = 2q

N

〈∑
α

c†
i,α[ci,α,H]

〉
(t1).

(20)

We can further evaluate using the identity [c,H] = ∂c†H
where ∂c† anticommutes with fermionic operators. This leads
to

2
∑

α

c†
i,α[ci,α,H] = qHi + rH†

i→i+1 + rHi−1→i, (21)

where we used the identity for any even n-body interaction
term and a generalized Galitskii-Migdal sum rule [13,19] (n
can be q or r in our case depending on whether we are dealing
with the onsite Hamiltonian or the transport Hamiltonian,
respectively) Plugging Eq. (21) in (20), we get

2ıq
[
∂t1 − ıη̇i(t1)

]
G<

i (t1, t+
1 )

= q2

N
〈Hi〉(t1) + qr

N
〈H†

i→i+1〉(t1) + qr

N
〈Hi−1→i〉(t1).

(22)
According to the equal-time KB equations [Eq. (19)], we
know that this expression is equal to αi(t, t ). Accordingly, we
define the local and transport expectation values as

εi(t1) ≡ q2

N
〈Hi〉(t1), εi→i+1(t1) ≡ q2

N
〈Hi→i+1〉(t1). (23)

Thus, the equal-time KB equations become

αi(t1, t1) = εi(t1) + r

q
[ε∗

i→i+1(t1) + εi−1→i(t1)]. (24)

We can extract the correspondence between these expectation
values and integrals of the Green’s functions and self-energies
by taking derivatives of the total effective action [Eqs. (8), (9),
and (11)] with respect to the corresponding coupling constants
(Ji or Di). This leads to the following expressions for the
onsite and transport contributions:

εi(t1) = Im
∫ t1

−∞
dt22Ji(t1)Ji(t2)

[−4G<
i (t1, t2)G>

i (t2, t1)
]q/2

,

εi→i+1(t1) =
∫ t1

−∞
dt2

ıq

r
D∗

i (t1)Di(t2)
[(−4G>

i+1(t1, t2)

×G<
i (t2, t1)

)r/2−(−4G>
i (t2, t1)G<

i+1(t1, t2)
)r/2]

,

(25)

respectively, where Im denotes the imaginary part. This can be
verified by plugging these expressions in Eq. (24) and using
the definition of αi in Eq. (18) for t1 = t2.

E. Functional form of Green’s functions

We express our Green’s functions in the form

G≷
i (t1, t2) = ∓(

1
2 ∓ Qi(t )

)
eıηi (t1,t2 )+g≷

i (t1,t2 )/q, (26)

where we have defined the time average t ≡ (t1 + t2)/2,2

and Q is defined in Eq. (5). Considering the definitions of
Green’s functions in Eq. (16) and the local charge density, we
have g≷

i (t, t ) = 0.3 Similar to the Green’s functions, for t1 >C
t2 we have gi(t1, t2) = g>

i (t1, t2) while for t1 <C t2 we have
gi(t1, t2) = g<

i (t1, t2). Given the expression (26), the proof is

shown in [8] that g≷
i = O(q0), implying that it is a good

starting point of a 1/q expansion. The exponential form also
yields a larger overlap with the exact q = 4 solution [7]. In
the interaction picture, we have equations of motion such as
ċ(t ) = ı[−η̇(t )c†c, c](t ) = ıη̇(t )c(t ) solved by c(t ) = eıη(t )c
and similarly c†(t ) = e−ıη(t )c†. These suggest to conveniently
define the following quantity:

ηi(t1, t2) ≡ ηi(t1) − ηi(t2), (27)

where the KMS relation for G≷
i provides leading-order scaling

in q as ηi = O(Q) = O(q−1/2) [11].
As shown in [13], the onsite energy density is bounded

as |εi| � 2e−qQ2
Ji. Thus, for nontrivial interactions, we focus

on small charge densities in large-q limit as Qi = O(q−1/2).

2Sometimes this is also denoted as t+
12.

3In other words, for t1 = t2 + ε and t2 = t , for small ε we can write
G≷

i (t + ε, t ) ≡ Qi(t ) − sgn(ε)/2.

235114-4



DYNAMICS AND CHARGE FLUCTUATIONS IN LARGE-q … PHYSICAL REVIEW B 107, 235114 (2023)

Accordingly, we can conveniently move the charge densities
appearing in Eq. (26) into the exponential as

1 ∓ 2Qi(t ) ∼ e−2Qi (t )2∓2Qi (t ) (28)

which is correct to quadratic order in charge density. There-
fore, plugging this in Eq. (26), we explicitly have for the
Green’s functions at leading order in 1/q

−2G>
i (t1, t2) = e−2[Qi (t )+Qi (t )2]+ıηi (t1,t2 )+g>

i (t1,t2 )/q,

2G<
i (t1, t2) = e−2[−Qi (t )+Qi (t )2]+ıηi (t1,t2 )+g<

i (t1,t2 )/q. (29)

We can use these leading order in 1/q results to get the explicit
expressions for self-energies �

≷
i (t1, t2) using Eq. (18). The fi-

nal expressions are quite lengthy but straightforward to obtain.
We present the following results for the kinetic hopping case
where r = 2 to leading order in 1/q in the large-q limit:

− q�>
i (t1, t2) = Ji(t1)Ji(t2)e−2qQi (t )2

e(g>
i (t1,t2 )+g<

i (t2,t1 ))/2,

q�<
i (t2, t1) = Ji(t1)Ji(t2)e−2qQi (t )2

e(g>
i (t1,t2 )+g<

i (t2,t1 ))/2.

(30)

Thus, we obtained the functional form for the large-q expan-
sion of Green’s functions in Eq. (29) which also led us to
the functional form for the large-q expansion of self-energies
where we presented the results for kinetic hopping case in
Eq. (30). We already know that g≷

i (t1, t2) = O(q0) and ηi =
O(q−1/2). Then starting from Eq. (15), we use these results to
obtain the leading-order KB in q in Sec. IV A.

III. CHARGE TRANSPORT

We are interested in studying the nonequilibrium charge
transport dynamics in the chain where there is a quench done
at t = 0. Before we deal with the quench dynamics, we de-
velop a general formalism to study the charge transport. Using
the functional form of the Green’s functions in Eq. (26) where
we know already that g≷

i (t1, t1) = 0, we have that G<
i (t1, t1) =

Qi(t1) + 1/2 implies that

Q̇i(t1) = ∂tG<
i (t1, t+

1 ) + ∂t1G<
i (t+

1 , t1), (31)

where the limit t+
1 → t1 is taken only after the derivative has

been taken. Due to the structure of the right-hand side, we are
interested in the real part of the KB equation at equal time in
Eq. (15). We note that the mass term η̇i is real, the real part of
Eq. (15) at equal time takes the following form in terms of the
change in local charge density:

Q̇i(t1) = Im[αi(t1, t1)]/q. (32)

But we already know the form of αi from Eq. (24) where
using the explicit form of εi→i+1(t1) from Eq. (25), we get
that εi→i+1(t1)� = −εi→i+1(t1). This then yields

Q̇i(t1) = r

q2
Im[εi−1→i(t1) − εi→i+1(t1)]. (33)

Using Eq. (25) and the functional form of Green’s functions
in Eq. (29) up to leading order in 1/q, we get

εi−1→i(t1) =
∫ t1

−∞
dt2 2ıqD�

i−1(t1)Di−1(t2)[Qi−1(t ) − Qi(t )],

εi→i+1(t1) =
∫ t1

−∞
dt2 2ıqD�

i (t1)Di(t2)[Qi(t ) − Qi+1(t )],

(34)
where we have previously defined t ≡ (t1 + t2)/2. By in-
serting this into Eq. (33), we obtain an explicit differential
equation describing the change in local charge density for the
leading order in 1/q [recall r = O(q0)]:

Q̇(t1) = r

q

∫ t1

−∞
dt2[H (t1, t2)Q(t ) + O(q−1)], (35)

where

Hi j (t1, t2) = 2 Re[Di−1(t1)D∗
i−1(t2)δ j,i−1+Di(t1)D∗

i (t2)δ j,i+1

− (Di−1(t1)D∗
i−1(t2) + Di(t1)D∗

i (t2))δ j,i], (36)

where we note that qQ̇(t ) = O(Q). Note that the above equa-
tion is closed under the local charge densities. In other words,
the Green’s functions do not enter into the expression to
leading order in 1/q. This is a drastic simplification to the
general problem. The above equation implies that the local
charge density can change on timescales t = O(q0), but the
fluctuations would then be of the order O(Qq−1). Hence,
to leading order in 1/q, the local charge density effectively
remains constant.4 In other words, if one does not consider a
rescaled time, t �= q3/2τ , then for any finite time t = O(q0),
there is no charge flow.

Having obtained this general equation of motion, let us
solve it for a particular case, which we will encounter again
at a later stage. That is the case of a quench where we switch
on the transport interactions at t = 0

Di(t ) = Ri(t ) (quench at t = 0), (37)

where Ri are any arbitrary real or complex constants. Then
taking the second derivative of Eq. (35), we obtain the result
for the charge transport dynamics as

Q̈ = r

q
HQ, (38)

where

Hi j = |Ri|2δ j,i+1 + |Ri−1|2δ j,i−1 − [|Ri|2 + |Ri−1|2
]
δi j . (39)

We have thus obtained a discrete wave equation independent
of the onsite interaction strengths and depending only on

4The physical reason for such a fine-tuned large-q model construc-
tion can be expressed as essentially being a question about which
terms will compete with one another. To have a competition between
transport terms and onsite interactions on the level of the Green’s
functions, one must consider “small” transport terms. This leads to
the small charge fluctuations, but still keeps the influence of the
transport on the level of the Green’s functions. To have competition
on both levels, one would have to consider r scaling in q, something
we plan to study in the future.
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the local charge densities as well as the transport coupling
strengths. We have taken R0 = R2L+1 = 0.

To see explicitly how charge flows, let us consider Ri = R
∀ i. Then after the quench [Eq. (37)], the solution of Eq. (38)
to leading order in 1/q is given by

Qi(t ) = Qi(0) + Qi+1(0) + Qi−1(0) − 2Qi(0)

q
2R2t2 (40)

as shown in Appendix B. Note that the only stationary state
would correspond to a uniformly charged chain. In general,
every site will gain charge assuming the neighboring sites
have a combined larger charge density or otherwise lose
charge.

IV. A NOTE ON INSTANTANEOUS THERMALIZATION

A. Leading-order Kadanoff-Baym equations

We already have the functional form of the Green’s func-
tions [Eqs. (26) and (29)]. The purpose is to plug this in
the KB equations [Eq. (15)] and derive a leading order in
1/q behavior for the KB equations. We reproduce the KB
equations here as following for convenience:

[∂t1 − ıη̇i(t1)]G≷
i (t1, t2)

=
∫ t2

t1

dt3 �
≷
i (t1, t3)GA

i (t3, t2) − ı

2q
αi(t1, t2). (41)

We start by evaluating the left-hand side of the KB equa-
tions using the functional form of Green’s functions from
Eq. (26) where we find that the ηi term cancels out to get

Q̇i(t )eıηi (t1,t2 )+g≷
i (t1,t2 )/q + q−1G≷

i (t1, t2)∂t1 g≷
i (t1, t2).

Plugging back in the KB equations and rearranging yields

∂t1 g≷
i (t1, t2) =

∫ t2

t1

dt3
q�

≷
i (t1, t3)GA

i (t3, t2)

G≷
i (t1, t2)

−
(

ıαi(t1, t2)/2 + qQ̇i(t )eıηi (t1,t2 )+g≷
i (t1,t2 )/q

G≷
i (t1, t2)

)
.

(42)

Up until this point, everything is exact. Now we start trun-
cating at the leading order in 1/q. We start by considering
the functional form of Green’s functions that appears in the
denominator above, which at leading order is given by G≷

i ∼
∓1/2. We further recall that Q = O(q−1/2) while from the
charge transport dynamical equation (35), we have qQ̇i(t ) =
O(Q) ⇒ Q̇(t ) = O(q−3/2). We also have ηi = O(q−1/2).
Moreover, from the definition of α(t1, t2) in Eq. (18), we
see that up to leading order, G≷

i ∼ ∓1/2 there too [recall
�i = O(1/q)], thereby making α(t1, t2) lose its t2 depen-
dence. Finally, using the definition of GA

i (t1, t2) from Eq. (17),
GA

i (t3, t2) = (t2 − t3) at leading order in 1/q. Thus. the KB
equations at leading order in 1/q become

∂t1
g≷

i (t1, t2)

2
= ∓

(∫ t2

t1

dt3 q�
≷
i (t1, t3)

)
± ıαi(t1)

2
. (43)

We can also express the self-energies �
≷
i (t1, t2) appearing

here at the leading order using the explicit forms in Eq. (18).
We can write �

≷
i (t1, t2) = �

≷
J,i(t1, t2) + �

≷
D,i(t1, t2) [Eq. (12)]

where the onsite [same as Eq. (30)] and transport contribu-
tions at leading order in 1/q are as follows:

q�
≷
D,i(t1, t2) = ∓D2

eff,i(t1, t2),

q�
≷
J,i(t1, t2) = ∓J 2

eff,i(t1, t2)eg+
i (t1,t2 ), (44)

respectively. Here the effective onsite and transport coupling
strengths are

D2
eff,i(t1, t2) ≡ D∗

i−1(t1)Di−1(t2) + Di(t1)D∗
i (t2),

J 2
eff,i(t1, t2) ≡ Ji(t1)Ji(t2)e−2qQ2

, (45)

respectively.

B. Symmetric and asymmetric Green’s functions

We now introduce (a)symmetric Green’s functions

g±
i (t1, t2) ≡ g>

i (t1, t2) ± g<
i (t2, t1)

2
(46)

which can be inverted to get

g>
i (t1, t2) = g+

i (t1, t2) + g−
i (t1, t2),

g<
i (t2, t1) = g+

i (t1, t2) − g−
i (t1, t2). (47)

The physical motivation for introducing them comes from
the fact that the Green’s functions for Majorana fermions are
symmetric but they are not symmetric for complex fermions
which we are considering. Since Majorana Green’s functions
are symmetric, accordingly the asymmetric Green’s function
defined above vanishes for Majorana case, namely, g−

i = 0
[12]. For complex fermions, g−

i �= 0 and the interpretation is
that g−

i is in a sense a measure of deviations away from charge
neutrality.

We express Eq. (43) in terms of these new Green’s func-
tions by taking the derivative. Note that the order of taking
derivative matters.5 Recall Gi(t1, t2)∗ = Gi(t2, t1) and conse-
quently g≷

i (t1, t2)∗ = g≷
i (t2, t1).6 Doing this, we get

∂t1 g+
i (t1, t2) = −

∫ t2

t1

dt3
(
q�>

i (t1, t3) − q�<
i (t3, t1)

)
+ ı Re[αi(t1)],

∂t1 g−
i (t1, t2) = −

∫ t2

t1

dt3
(
q�>

i (t1, t3) + q�<
i (t3, t1)

)
− Im[αi(t1)]. (48)

5For instance, if the derivative is to be taken with respect to, say t2,
which is the second argument in the KB equations, we first need to
swap t1 and t2 in the arguments to keep t2 at the first place to take the
derivative and then take the conjugate.

6As shown in [12,13], g>
i (t1, t2) = g<

i (t2, t1) holds true for Majo-
rana fermions which can be derived from the complex SYK case by
taking the limit Q → 0.
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Then, we can also evaluate the equal-time KB equa-
tions when t2 → t1 at leading order in 1/q. Equation (48)
reduces to

∂t g
+
i (t1, t+

1 ) = ı Re[αi(t1)], (49)

∂t g
−
i (t1, t+

1 ) = −Im[αi(t1)], (50)

where we take the limit t+
1 → t1 only after taking the deriva-

tive. We already know the equal-time KB equations from
Eq. (24) where onsite and transport energies are given in
Eq. (25). At leading order in 1/q, we then get

αi(t1, t1) = εi(t1) + r

q
[ε∗

i→i+1(t1) + εi−1→i(t1)], (51)

where

εi(t1) = Im
∫ t1

−∞
dt2 2J 2

eff,ie
g+

i (t1,t2 ),

εi→i+1(t1) = 2[Qi+1(t ) − Qi(t )]
∫ t1

−∞
dt2ıqD∗

i (t1)Di(t2).

(52)

From the above expressions (52), we note that the boundary
condition on g+

i takes the form

∂t g
+
i (t1, t+

1 ) = ıεi(t1) + O(q−1), (53)

due to εi→i+1(t1) being imaginary to leading order.
Finally, we take the second derivative of Eq. (48) with re-

spect to t2, where we use Eq. (44) for self-energies and the fact
that complex conjugate amounts to switching of the two time
arguments, to get (recall that partial derivatives commute)

∂t1∂t2 g+
i (t1, t2) = 2 Re

[
Di(t1, t2) + J 2

eff,i(t1, t2)eg+
i (t1,t2 )

]
,

∂t1∂t2 g−
i (t1, t2) = 2ı Im[Deff,i(t1, t2)]. (54)

Let us recall the equation of motion describing the local
change in charge density Im[αi(t1, t1)] = qQ̇i(t1) [Eq. (32)].
Since this was of order O(Q), we note that the same order

appears in the equal time derivative (50). In fact, it is known
that for a single disconnected dot, to leading order in 1/q,
g−

i = O(Q) [13]. From (54), we note that this result only
extends over to the chain given real effective transport inter-
actions D2

eff,i(t1, t2) ∈ R. Since we are restricting our analysis
to the nontrivial onsite interactions where the local charge
density scales as Q = O(q−1/2), assuming D2

eff,i(t1, t2) ∈ R,
we have to leading order [using Eq. (47)]

g>
i (t1, t2) ∼ g+

i (t1, t2), g<
i (t2, t1) ∼ g+

i (t1, t2). (55)

C. Lack of instantaneous thermalization

If Di = 0 ∀ i, then we are left with individual disconnected
SYK blobs. We already know that a large-q complex SYK
model (which exists in each blob) instantaneously thermalizes
[13]. A natural question to ask is what happens in the case
of our chain where we connect the large-q SYK blobs with
r/2-particle nearest-neighbor hopping. We show via proof by
contradiction that this is not the case here.

One might argue that since there exist charge fluctuations,
the system would clearly not be in thermal equilibrium. How-
ever, here we are considering the large-q case, where the
Green’s functions change over a timescale t = O(q0), while
the fluctuations in charge density are of the order O(Q/q) at
such time. As such, in this limit, the local charge densities are
effectively constant, while the Green’s functions are not.

For our proof, we again start with the same quench protocol
as in Eq. (37): Di(t ) = Ri(t ) where Ri are any arbitrary real
or complex constants. Therefore, for t < 0, we have discon-
nected large-q SYK blobs which thermalizes instantaneously
thereby causing the whole system to be in equilibrium in
prequench. Then at t = 0, we connect them with r/2-particle
nearest-neighbor hopping term that leads to nonequilibrium
dynamics in the system.

We focus on the real part of the transport energies, which
is given by Eq. (25):

Re[εi→i+1(t1)] =
∫ t1

0
dt2 |Ri|2

(−2q

r

)
Im

[[−4G>
i+1(t1, t2)G<

i (t2, t1)
]r/2 − [−4G>

i (t1, t2)�G<
i+1(t2, t1)�

]r/2
]

︸ ︷︷ ︸
rA

. (56)

If we plug in the functional form of Green’s functions from
Eq. (29), we find that where the quadratic in charge density
[recall Q = O(q−1/2)] terms Q2

i+1, Q2
i cancel, leaving

A = 2[Qi+1(t ) − Qi(t )] + g>
i+1(t1, t2) + g<

i (t2, t1)

2q

− g>
i (t1, t2)� + g<

i+1(t2, t1)�

2q
.

The first term is the leading-order contribution, which
consists of local charge densities that are real. Since we are
interested in the imaginary part of A, this term drops out.
The second and third terms are the next-leading-order contri-
butions of A where clearly the Q2 terms cancel out. Recall
t ≡ (t1 + t2)/2. Thus, we are left with the g≷ terms in A,

namely,

1

2q

[
g>

i+1(t1, t2) + g<
i (t2, t1) − g>

i (t1, t2)� − g<
i+1(t2, t1)�

]
.

(57)

Note that such a quench to constant couplings yields real ef-
fective transport couplings D2

eff,i(t1, t2) = |Ri|2 + |Ri+1|2. As
such, the leading-order equation for g−

i is of order O(Q).
Since we are restricting our analysis to the nontrivial onsite
interactions where the local charge density scales as Q =
O(q−1/2), hence Eq. (55) applies which states that all g≷

i
to leading order are given by their symmetric contributions
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leaving

1

2q
[g+

i+1(t1, t2) + g+
i (t1, t2) − g+

i (t1, t2)� − g+
i+1(t1, t2)�].

(58)

This simplifies to

ı

q
Im[g+

i+1(t1, t2) + g+
i (t1, t2)]. (59)

Therefore, plugging this back in Eq. (56), we get

Re[εi→i+1(t1)] =
∫ t1

0
dt2 |Ri|2Im[g+

i+1(t1, t2) + g+
i (t1, t2)].

(60)

In order to prove by contradiction, we now assume that
the Green’s function instantaneously thermalizes which im-
plies that they can only depend on time differences, namely,
g+

i (t1, t2) = g+
i (t1 − t2) ∀ i. Then the real part of the local

transport energy term becomes

Re[εi→i+1(t1)]

=
∫ t1

0
dt2 |Ri|2Im[g+

i+1(t1 − t2) + g+
i (t1 − t2)]

=
∫ t1

0
dτ |Ri|2Im[g+

i+1(τ ) + g+
i (τ )]. (61)

But since we have assumed instantaneous thermalization, we
know that the time derivative of the real part of the transport
energy should be equal to zero. So we proceed to calculate the
derivative of Re[εi→i+1(t1)] with respect to t1:

Re[ε̇i→i+1(t1)] = |Ri|2Im[g+
i+1(t1) + g+

i (t1)]. (62)

But, we saw in Eq. (49) that the time derivative of g+
i is given

as ∂t g
+
i (t, t+) = ı Re[αi(t )]. At t = 0+, there are only onsite

interactions, therefore, this reduces to [recall the discussion
below Eq. (47) that g+

i = O(q0)]

ġ+
i (0+) = ı Re[εi(0

+)] + O(q−1) (63)

as seen from (53). Finally, taking another derivative of the
transport energy, we get

Re[ε̈i→i+1(0+)] = |Ri|2Im[ġ+
i+1(0+) + ġ+

i (0+)], (64)

thereby leading to

Re[ε̈i→i+1(0+)] = |Ri|2(Re[εi+1(0+)] + Re[εi(0
+)]). (65)

But, as aforementioned, Re[ε̈i→i+1(0+)] = 0 if the system
thermalizes instantaneously after the quench at t = 0+. This
implies that if Ri �= 0, then εi+1(0+) and εi(0+) must have
opposite signs. However, for any positive temperature, the en-
ergy densities are always negative. Hence, the assumption that
the system thermalizes instantaneously is false and there is a
lack of instantaneous thermalization for the chain even though
individual blobs thermalize instantaneously in isolation. This
is also captured by the observation that Re[ε̈i→i+1(0+)] van-
ishes when Ri = 0 which simply reproduces the result for an
individual large-q SYK model as expected [13].

Another interesting possibility is that Ji = 0 ∀ i which will
also satisfy the condition in Eq. (65). The interpretation of this
result is that in case of a pure transport chain of r/2 particles

to nearest neighbors can lead to instantaneous thermalization.
But having obtained the result for local charge density in
Eq. (38), we know that there is a flow of current for any finite
q that shows that the chain cannot be in equilibrium. But in
the limit q → ∞, the local charge density effectively becomes
constant. Note that Eq. (65) does not rule out the possibility
for a pure transport chain to thermalize instantaneously, in this
limit.

Lastly, note that at uniform coupling and charge density
our system effectively describes a single SYK dot. This can
be seen in all the equations of motion reducing to that of a
single dot together with kinetic-type and large-q coupling. As
such, the proof by contradiction remains valid for a single dot.

In the general case, however, where we have both onsite
and transport terms, the picture would be the following. While
the total energy remains conserved, there exist fluctuations
between the onsite and kinetic energies [Eq. (23)]

εi(t1) ∝ 〈Hi〉(t1), Re[εi→i+1(t1)] ∝ Re〈Hi→i+1〉(t1), (66)

which tend to their final values over a nonzero finite time. A
natural question is how, for instance, at what rate, these terms
tend to their equilibrium values to attain thermalization. Such
an analysis could be carried out by explicitly solving for the
Green’s functions. Alternatively, one may consider a linear
stability analysis around the thermal Green’s functions.

V. GENERALIZING THE CHAIN TO A
HIGHER-DIMENSIONAL LATTICE

Let us now consider the same model by on a d-dimensional
lattice � with the nearest-neighbor hopping, where the Hamil-
tonian is given by

H(t ) =
∑
x∈�

Hx(t ) +
∑

〈x,x′〉∈�

Hx→x′ (t ), (67)

where 〈x, x′〉 denotes nearest-neighbor interactions. The ex-
plicit form of Hx is the same as in Eq. (2) and the transport
Hamiltonian from site x to x′ is given by

Hx→x′ (t ) =
∑
{μ}r/2

1

{ν}r/2
1

Y (x, x′)μν c†
x′;μ1

. . . c†
x′;μ r

2

cx;ν r
2
. . . cx;ν1

. (68)

Here Dxx′ (t )∗ = Dx′x(t ) and [Y (x, x′)μν ]∗ = [Y (x′, x)νμ] en-
sures Hermiticity in the Hamiltonian. In the old notation,
we always defined Di as the coupling corresponding to right
hopping. To make it explicitly clear, for d = 1 case, we had
D∗

i−1(t ) = Di,i−1(t ) while Di(t ) = Di,i+1(t ). All expressions
remain unchanged, except that we now sum over z = 2d
nearest neighbors (which in the one-dimensional case would
reduce to two nearest neighbors). So, for instance, the action
corresponding to site x [Eqs. (8) and (9)] remains unchanged,
only with i being replaced by x. The transport Lagrangian LI;x

in (9), however, gains additional terms due to the now z nearest
neighbors∑

x′:〈x,x′〉

Dxx′ (t1)D∗
xx′ (t2)

qr
[−4Gx′ (t1, t2)Gx(t2, t1)]r/2. (69)

Here x′ : 〈x, x′〉 means summation is over x′ such that x′ is
the nearest neighbor of x. This then yields the new transport
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self-energy for site x:

q�D,x (t1, t2) =
∑

x′:〈x,x′〉
Dxx′ (t1)D∗

xx′ (t2)

× [−4Gx(t2, t1)Gx′ (t1, t2)]
r
2 −12Gx′ (t1, t2).

(70)

As an example, for an equilibrium and translationally invari-
ant system Gx(t1, t2) = G(t ), we simply have q�D,x (t1, t2) =
z|D12|2[−4G(−t )G(t )]

r
2 −12G(t ).

With this setup for a general nearest-neighbor d-
dimensional lattice �, we carry out the same analysis for the
charge dynamics as in Sec. III. We find that the analysis goes
through, and we still are left with a closed-form equation for
charge transport to leading order in 1/q as in Eq. (35). Explic-
itly we have for site x

Q̇x(t1) = r

q

∫ t1

−∞
dt2

∑
y∈�

[Hxy(t1, t2)Qy(t ) + O(q−1)], (71)

where

Hxy(t1, t2) =
∑

x′:〈x,x′〉
2 Re[D∗

xx′ (t1)Dxx′ (t2)](δx′y − δxy). (72)

Thus, we see that generalizing to higher-dimensional lattice
preserves the closed-form relation for charge dynamics.

Moreover, the result for lack of instantaneous thermal-
ization as done in Sec. IV still holds for such a higher-
dimensional lattice �. We start with the equal-time KB
equation as in Eq. (24) for site x which is given by

αx(t1, t1) = εx(t1) + r

q

d∑
j=1

(ε∗
x→x+ê j

(t1) + εx−ê j→x(t1)), (73)

where ê j is the unit vector pointing towards positive direction
along the dimension j and the sum is over all possible di-
mensions. Then proceeding in the same manner as in Sec. IV
for the same quench considered there [Eq. (37)], we note
that Eq. (60) is symmetric under the operation i ←→ i + 1.
Therefore, we get a similar equation as in Eq. (60) for site x
and some neighboring site x′:

Re[εx→x′ (t1)] =
∫ t1

0
dt2 |Rxx′ |2Im[g+

x′ (t1, t2) + g+
x (t1, t2)].

(74)

Then again to prove by contradiction, we assume instanta-
neous thermalization after the aforementioned quench so that
gx(t1, t2) = gx(t1 − t2) ∀ x ∈ �. We again get

Re[ε̈x→x′ (0+)] = |Rxx′ |2(Re[εx′ (0+) + εx(0+)]). (75)

But due to the assumption of instantaneous thermalization
after the quench at t = 0, we must have Re[ε̈x→x′ (0+)] = 0
and this implies that if Rxx′ �= 0, then εx(0+) and εx′ (0+) must
have opposite signs. However, the onsite energy for any site
x ∈ � is always negative for any positive temperature. Thus,
our proof for lack of instantaneous thermalization holds true
for any higher-dimensional nearest-neighbor lattice consisting
of large-q complex SYK models.

VI. CONCLUSION AND OUTLOOK

We considered in this work a chain of large-q SYK dots
connected by r/2 particles hopping to nearest neighbors. We
assumed that r does not scale with q so that r = O(q0). We
already know that the case of r = 2 amounts to quadratic
hopping, which has been shown to exhibit strange metal be-
haviors [5]. We considered an even more general case of
r/2-particles hopping, where we developed a rather general
analytical framework and obtained the dynamical results at
leading order in 1/q. Surprisingly, we found that the physics
of the diffusive r > 2 is effectively the same as the kinetic
case r = 2 at leading order in 1/q, assuming r = O(q0).

In Sec. II, we have developed a rather general framework
of dealing with a general chain as described above. Starting
with calculating the effective action in the large-N limit, we
calculated the Schwinger-Dyson equations that translated to
the Kadanoff-Baym (KB) equations using the Langreth rules.
Providing explicit expressions for self-energies, we evaluated
the expectation values of energies and showed their con-
nection with the equal-time KB equations. Working with a
functional form for Green’s functions, we were able to study
the KB equations in the large-q limit in Sec. IV A that controls
the nonequilibrium dynamics of the system at the leading
order in 1/q. Dealing with complex fermions necessitated the
introduction of symmetric and antisymmetric Green’s func-
tions g±

i in Sec. IV B where we evaluated their equations of
motion. We gave an interpretation for both g±

i and expressed
the leading-order KB equations in terms of g±

i .
With this rather general framework developed, we pro-

ceeded to study the quench dynamics of the system. The
quench is given in Eq. (37) where we have instantaneously
thermalized and disconnected large-q complex SYK blobs for
t < 0. Then, the transport coupling of r/2 particles to nearest
neighbors is switched on at t = 0. We found closed-form ex-
pressions for the local charge transport dynamics in a general
scenario in Eq. (35) and consequently Eq. (38) for a quench
dynamics. The corresponding closed-form result obtained in
Eq. (38) is quite fascinating in the sense that this is a discrete
wave equation which is completely independent of the onsite
couplings Ji. So the r/2-particles charge transport somehow
does not feel the onsite coupling strengths of the individual
SYK blobs. Furthermore, we see that for any finite q, there
is indeed a local change in charge density, albeit of the or-
der O(Q/q). Only in the limit q → ∞ do these fluctuations
become vanishing small.

Having known that a single large-q SYK model instan-
taneously thermalizes [13], we asked the natural question
about our chain in consideration. We again considered the
same aforementioned quench and assumed that the system
does indeed thermalize instantaneously. This led us to the
consistency relation (65) which must vanish for the system
to be in equilibrium. Thus, we realized that if Ri �= 0 and
Ji �= 0, then the onsite energies must have opposite signs to
cancel each other but this cannot be true because for any
positive temperature, the onsite energy densities are always
negative. Hence, by contradiction, we proved that the chain
does not instantaneously thermalize. The consistency condi-
tion [Eq. (65)] also provides the necessary condition when it is
satisfied by either Ri = 0 or Ji = 0. First considering the case
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of Ri = 0, this means that the system has disconnected SYK
blobs which we already know from [13] that individually all
the blobs instantaneously thermalize. The other Ji = 0 implies
that the system is a pure transport chain of r/2 particles
hopping to nearest neighbors. But having obtained the result
for local charge density in Eq. (38), we know that there is a
flow of current for any finite q that shows that the chain cannot
be in equilibrium. But in the limit q → ∞, the local charge
density effectively becomes constant. Our result obtained in
Eq. (65) does not rule out the possibility for a pure transport
chain to thermalize instantaneously, in this limit.

Finally, in Sec. V, we generalized our analytical framework
from a one-dimensional nearest-neighbor chain to an arbitrary
d-dimensional nearest-neighbor lattice �. To leading order in
1/q, we found that the equations describing the local charge
density still remain closed, as explicitly shown in Eq. (71).
Moreover, our proof by contradiction for the chain to show
lack of instantaneous thermalization, after a quench, also
holds true for the lattice �.

We have solved for the case of r/2-particle hopping. This is
the general diffusive case where r scales as O(q0). The subset
case of r = 2 is the kinetic hopping, which has been studied
in [5] to exhibit strange metal behaviors. One of the natural
generalizations of this work is when r scales as q such that
r = κq where κ is some scalar constant. Moreover, we know
that the SYK model shows maximally chaotic behavior [3].
We did not address the chaotic behavior of the chain that might
lead to chaotic-integrable phase transitions as observed in a
single SYK model [11]. We already know for a single large-q
complex SYK model that the critical exponents corresponding
to this phase transition belong to the same universality class
as that of AdS black holes [8], so a natural question to ask is
what happens if we connect those SYK models in the form
of a chain as considered in this work. Another crucial feature
of the SYK model is that it serves as a model for quantum
holography [2]. This begs a natural question as to whether the
chain that we have considered does have a holographic dual
or not. We leave these to future works.
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APPENDIX A: COMBINATORIAL ARGUMENT
FOR ANY SYK-TYPE EFFECTIVE ACTION

1. Combinatorics of a disordered averaged action

Here we describe the mathematics describing the leading-
order SYK action. We do this in a rather abstract combinato-
rial way and then proceed to relate it to the SYK case.

Let us consider an action A = ∑N
i=1 Si where Si are identi-

cally distributed and independent random variables with zero
mean. They scale as N−1/2 which ensures an extensive aver-
aged action. We would like to evaluate the following average:

e−Seff ≡ eıA =
∞∑

n=0

ı2n

(2n)!
A2n, (A1)

where we have already taken into account that odd powers
average to zero due to the zero mean. We note that whenever
two random variables average together, this implies that they
are the same random variables with the same indices, reducing
the number of free summations. For instance, a simple case
will be

A4 =
∑

i1,i2,i3,i4

Si1 Si2 Si3 Si4 . (A2)

There are three ways in which two random variables average
together and one way where all of them average together,
namely, when i1 = i2 = i3 = i4. This implies that

A4 = 3
∑
i1,i2

S2
i1

S2
i2

+
∑

i1

S4
i1
. (A3)

Each sum contributes a factor N , hence, S4 = 3N2S2 S2 +
NS4. Each power scales as Sn ∼ N−n/2, indicating that the
first term is of order O(N0) while the second term is over
order O(1/N ), thereby becoming irrelevant for large N . Hence
in situations like these, we need only consider the averages
between two random variables. The same holds true in the
SYK model where to leading order in 1/N , we only have to
consider two random variables averaging together (recall that
the odd numbers of random variables average to zero). There
are (2n − 1)(2n − 3) . . . 1 different pairs of SiS j . Written dif-
ferently, this implies that

A2n ∼ (2n)!

2nn!
A2

n
, (A4)

hence reducing Eq. (A1) to the effective action Seff = A2/2.
Note that this argument does not rely on having Gaussian
random variables.

2. Relation with SYK-type action

The above problem relates to any SYK-type actions where
the Hamiltonian is described by the Grassmann expectation
value

(ψ̄ (t1), ψ (t1)) =
N∑

i=1

XiFi(ψ̄ (t1), ψ (t1)), (A5)

where Xi is the random variable and Fi is an arbitrary function
of ψ̄ and ψ . What this means is that for any SYK-type Hamil-
tonian, the effective averaged action is given as follows:

SI =
∫

dt1dt2
1

2
H(ψ̄ (t1), ψ (t1))H(ψ̄ (t2), ψ (t2)). (A6)

3. Lagrange multipliers and effective action

Even when we combine many SYK models such as a chain
as done in this work, the partition function takes on the form

Z =
∫

D(�̄,�)e−SI [G]+Tr{Ĝ−1
0 ◦G}, (A7)

where the quadratic field G is given by

Gi j (t1, t2) ≡ − 1

N

N∑
α=1

ψ̄i;α (t1)ψ j;α (t2). (A8)
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The matrix field multiplication is defined as

(Â ◦ B̂)(t1, t2) =
∫

C
dt3 Â(t1, t3)B̂(t3, t2) (A9)

which defines the trace over matrix fields’ time components
as

Tr{Â ◦ B̂} ≡
∫

C
dt1 (Â ◦ B̂)(t1, t1). (A10)

Lagrange multiplier G is introduced via a delta functional
which further is expressed in terms of another Lagrange mul-
tiplier �̂ as follows:

Z =
∫

D(�̄,�)
∫

dĜδ[Ĝ − G]eTr{Ĝ−1
0 ◦ G}e−SI [Ĝ]

=
∫

D(�̄,�)
∫

dĜ
∫

d�̂eTr{�̂◦[Ĝ−G]}eTr{Ĝ−1
0 ◦G}e−SI [Ĝ]

=
∫

dĜ
∫

d�̂e−S0[Ĝ,�̂]e−SI [Ĝ],

where we have Gaussian-type integrals of Grassmann fields
in the definition of G [Eq. (A8)]. After integrating out the
Grassmann fields, we get the effective noninteracting action

S0[G, �] ≡ −Tr
{
�̂ ◦ Ĝ + ln

[
Ĝ−1

0 − �̂
]}

. (A11)

By varying the action with respect to �̂, we obtain the Dyson’s
equation

Ĝ − [
Ĝ−1

0 − �̂
]−1 = 0. (A12)

APPENDIX B: CHARGE TRANSPORT SOLUTION

Here we provide the full solution to the vector equa-
tion Q̈ = HQ, with

Hi j = 4

q

[
R2

i δ j,i+1 + R2
i−1δ j,i−1 − [

R2
i + R2

i−1

]
δi j
]
, (B1)

where R0 = R2L+1 = 0 and Ri = R ∀ i. Then

H = −16R2

q
M,

M = 1

2
− 1

4

⎡
⎢⎢⎢⎢⎢⎢⎣

1 1 0 . . . 0 0
1 0 1 0 . . . 0
0 1 0 1 0 . . .

. . .

0 . . . 0 1 0 1
0 . . . 0 0 1 1

⎤
⎥⎥⎥⎥⎥⎥⎦, (B2)

where charge conservation is seen in all columns summing to
zero. The near Toeplitz matrix M can be diagonalized � =
UMU † via the unitary matrix Ui j . With this, the solution to
the time-dependent charge density is given by

Q(t ) = U † cos(τ
√

�)UQ(0)

(
τ ≡ 4R√

q
t

)
(B3)

or, explicitly,

Qi(t ) =
2L∑
j=1

ci j (τ )Q j (0), (B4)

ci j (τ ) ≡
2L∑

k=1

cos(τ
√

�kk )U †
ikUk j . (B5)

Now we need to find an explicit form of Ui j . We define
U1 j = 1/

√
2L and for k �= 1

Uk j =
√

1

L
cos

(
pk−1

2
[2 j − 1]

)
, pk ≡ πk

2L
. (B6)

Then the diagonalized matrix � is the matrix of eigenvalues
which is given by

�kk = sin2 (pk−1/2). (B7)

The coefficients in Eq. (B5) become

ci j (τ ) ≡
2L∑

k=1

cos(τ
√

�kk )U †
ikUk j = 1

L
+ di j (τ ) (B8)

with

di j (τ ) ≡ 2

π

π

4L

2L−1∑
m=0

2 cos

[
τ sin

[
pm

2

]]
cos

[
pm

2
[2i − 1]

]

× cos

[
pm

2
[2 j − 1]

]
, (B9)

where the inner term may be expressed as

2 cos [x[2i − 1]] cos [x[2 j − 1]]

= cos[2(i − j)x] + cos[2(i + j − 1)x]. (B10)

Now for large 2L the sum

2

π

π

4L

2L−1∑
m=0

cos [τ sin(pm/2)] cos(2npm/2) (B11)

can be approximated by the integral

An(τ ) = 2

π

∫ π/2

0
dx cos [τ sin x] cos(2nx)

= J2n(τ ), (B12)

where the Bessel functions are defined by

Jn(τ ) ≡ 1

π

∫ π

0
dx cos(nx − τ sin x). (B13)

So, we have that for large 2L

ci j (τ ) ∼ J2|i− j|(τ ) + J2|i+ j−1|(τ ). (B14)

Total charge conservation is then ensured by the Bessel
function property [22]

1 = J0(τ ) + 2
∞∑

n=1

J2n(τ ) (B15)

from which one can show that

Q(t ) =
2L∑
j=1

2L∑
i=1

ci j (τ )Q j (0) (B16)

is equal to Q(t ), by showing that
∑∞

i=1 ci j (τ ) = 1. To leading
order we have Jn(τ ) = (τ/2)n/n! + O(τ n+2). As such, if τ =
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O(q−1/2), then the dynamics of Qi are dominated by

cii(τ ) ∼ 1 − τ 2/4, ci,i±1(τ ) ∼ τ 2/8. (B17)

Explicitly, we have

Qi(t ) = Qi(0) + [Qi−1(0) − 2Qi(0) + Qi+1(0)]τ 2/8.

(B18)
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Appendix 3.A: Connectedness and upper bound on thermalization rate
The instantaneous thermalization discussed in Sec. 3.2.3 might seem unphysical. Indeed, it might not truly correspond
to a thermal state, but rather some pre-thermal state [143]. Here we consider the concept of thermalization from a
different perspective which might give some idea as to a possible mechanism for instantaneous thermalization. We will
predominantly follow the analysis in [169], restating the relevant parts and their relevance to our large-q SYK model.

We focus on bounds that exist on the minimal thermalization time (inverse thermalization rate). These are based on
the speed at which information can move through the system. For both local and long-range models, rigorous bounds
may be found on the rate at which the observables thermalize. These results are reasoned through typicality. In resorting
to such arguments, an important ingredient is locality [170–175]. This has multiple motivations, one of which is that
not all states are equally likely. Since all physical Hamiltonians have a sense of distance built-in, states typically reflect
this locality. A different line of reasoning connects to what is experimentally accessible, namely local observables.
The class of SYK models we have considered so far, however, have no sense of locality. One can still focus on locally
measurable quantities in a certain sense, e.g., the local Green’s functions. The idea is that choosing a fixed (e.g., local)
Hamiltonian and a typical (random) observable is similar to the reverse: choosing a fixed (e.g., local) observable and a
typical (random) Hamiltonian. Considering κ-local observables, one can also provide a bound on information spread in a
more abstract space. This is the eigenvalue space of some κ-local observable

Ô =
∑

X∈Nκ

ωX, rcon ≡ 1

∥Ô∥
∑

X

||ωX|| ≥ 1 (3.27)

with eigenvalues oi. We focus on observables that are sufficiently complex to capture both equilibrium and nonequilibrium
(NEQ). We then consider the distance metric

dfi ≡ |oi − of |
2∥Ô∥

∈ [0, 1]

in this abstract NEQ phase space. For instance, the eigenvalue oi could live in a typical NEQ subspace. Then we measure
how fast this network of eigenstates communicates with one another. In particular, how strongly they are interacting with
a particular equilibrium eigenvalue of .

Here we consider thermalization from this perspective. We can then compare this to our observed behavior. We
start by considering some Hamiltonian H =

∑
X
hX, where X is a subset of all N lattice sites. We quantify the

locality/connectivity of H through the norm

gcon =
1

∥H∥maxj
∥∥∑

X∋j
hX

∥∥.

We work in the eigenbasis of the observable capturing NEQ and EQ. Then for some time evolved initial state |ψ(t)⟩,
we consider its amplitudes xi(t) ≡ ⟨Oi |ψ(t)⟩. We are left with the equations of motion

xf (t) =
∑

i

Ufi(t)xi(0), Ufi(t) ≡ ⟨of |e−ıtH|oi⟩ ≡ eλfi(t)+ıξfi(t).

Here we have performed a polar decomposition on Ufi(t), such that both λ and ξ functions are real. This allows us to
distinguish two different cases. At t = 0, we have Ufi(0) ≡ ⟨of |oi⟩ = 0, for f ̸= i. As such for short times we should
expect Ufi(t) to be small, corresponding to λfi(t)<< 0, since the two states are uncorrelated. It then takes time for
information to spread leading to an increase in the size of λfi(t). When |Ufi(t)| = 1, then the states f, i are perfectly
connected, corresponding to λfi(t) = 0, meaning that the system has fully transitioned from i→ f .

We may rewrite this in a more familiar way as
∣∣∣∣
∂xf (t)

∂xi(0)

∣∣∣∣ = |Ufi(t)| = eλfi(t) c ≡ κrcongcon, z ≡ cτ, τ ≡ ∥H∥t

where the bound on the right is proven via various norms on the commutators [169]. The above may be written in the
form of a classical Lieb-Robinson bound. In particular, the influence between the two states is bounded by a scattering
rate λfi(t) ≤ τΓ(dfi/τ). Defining v ≡ d/τ this is given by [169]

Γ(v) = 1 + [v − c+ v ln[c/v]]Θ(v − c).
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Since this is always positive for v ≤ c, we will focus on the first zero when v > 0. The first zero occurs when v is small
enough, in particular

v = vLR(c) ≡ 1− c

W0[(c−1 − 1)/e]
.

Here c captures the connectivity of the system. If c → 0, then the system is unconnected, while if c → ∞, then the
system is fully and strongly connected.

Here W0(x) is the product log. For small x it is linear W0(x) = x +O(x2), while for large x it is logarithmic
W0(x) ∼ lnx. So for large connectivity, we have

vLR(c) ≡ 1− c

W0[(c−1 − 1)/e]
.

Assuming f is the equilibrium state, this means that the system will remain in said state as soon as λfi(t) = 0. Notice
that as expected for early times or large distances large v this bound is negative corresponding to exponential decay in
overlap.

We then study the light-cone tLR(d) = d/vLR over the distance d = dif , where

Γ(v) =

®
0 for d < vLRτ

−|c+ cv ln v − 1− cv| for d ≥ vLRτ
. (3.28)

If the light cone flattens to the horizon vLR → ∞ then the system can thermalize instantaneously. Indeed, vLR will grow
as a function of the connectivity vLR ∼ c. For small connectivity, we find

vLR ∼ 1

ln c
. (3.29)

In particular, we consider the case where the system starts in some nonequilibrium state i, i.e., xi(0) = 1, meaning
that by locality.

For the SYK model, we have independence of which flavor we look at, meaning

gcon =
1

N∥H∥
N∑

i=1

∣∣∣∣∣

∣∣∣∣∣
∑

X∋i
hX

∣∣∣∣∣

∣∣∣∣∣ ≥
1

N∥H∥

∣∣∣∣∣

∣∣∣∣∣
N∑

i=1

∑

X∋i
hX

∣∣∣∣∣

∣∣∣∣∣ ∼
q

N .

As such for κ = N , we have c = rconq → q→∞−−−→ ∞. In other words, the light cone flattens in the large q limit and
information can propagate instantaneously, hence the possibility of instantaneous thermalization. Such an extension κ is
necessary if one wishes to quantify equilibrium with respect to non-local states, for instance, the eigenstates of non-local
Hamiltonians. Note, however, that this is just an upper bound on the light cone’s size. The true size will be smaller, and
perhaps even much smaller.

The above analysis gives us an idea of why a model might thermalize instantaneously. Unfortunately, effectively,
the bound on light-cone size actually trivially diverges in the thermodynamic limit, N → ∞, since

τ = O(N t).

Considering the generality in the calculations in [169] one might be able to address this issue in the future.

Appendix 3.B: d dimensional lattices in momentum space
The tight-binding model of nearest neighbor hopping operators on a d-dimensional lattice is given by

Hhop =
1

2

∑

|i−j|=1

c†i cj,
∑

|i−j|=m
≡

∑

i

∑

j
|i−j|=m

.

It is diagonal in momentum space with the momentum vector κ = 2πn/L, where n = (n1, n2, . . . , nd). The creation
operators transform as

cj =
1

Ld/2

∑

κ

eıκ·jcκ,
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where for some i this is j ∈ {i±m1(1), i±m1(2), . . . , i±m1(d)} and 1
(i)
j = δij .

In momentum space we then have

1

2

∑

|i−j|=1

c†i cj =
∑

κ

λ(κ)nκ, λ(κ) =

d∑

i=1

cos(ki).

Next for the number operator terms ninj = c†i c
†
j cjci, where we have permuted two fermionic operators past another, we

have
∑

|i−j|=m
ninj =

1

L2d

∑

κ1κ2κ3κ4

∑

|i−j|=m
e−ıκ1·i−ıκ2·j+ıκ3·j+ıκ4·ic†κ1

c†κ2
cκ3cκ4 (3.30)

Where we focus on the middle part

1

Ld

∑

|i−j|=m
eı[(κ4−κ1)·i+(κ3−κ2)·j] =

1

Ld

∑

i

eı[κ3+κ4−κ1−κ2]·iλ(m(κ2 − κ3))

=




d∏

j=1

1

L

∑

ij

e−ı(k
1
j+k

2
j−k3j−k4j )ij


λ(m(κ2 − κ3))

=2δ [(κ1 + κ2 − κ3 − κ4)%L]λ(m(κ2 − κ3))

here we are considering the modulus of the integer part of the k vector, so

κ%L =
2π

L
(n1, n2, . . . , nd)%L = (n1, n2, . . . , nd)%L.

Then the interaction term is
∑

|i−j|=m
ninj =

1

Ld

∑

κ1κ2κ3κ4

2δ [(κ1 + κ2 − κ3 − κ4)%L]λ(m(κ2 − κ3))c
†
κ1
c†κ2

cκ3cκ4 . (3.31)

For large L, the unit vector n̂ can be written is d-spherical coordinates as

n̂1 = cos(θ1) (3.32)
n̂2 = sin(θ1) cos(θ2) (3.33)
n̂3 = sin(θ1) sin(θ2) cos(θ3) (3.34)

... (3.35)
n̂d−1 = sin(θ1) · · · sin(θd−2) cos(θd−1) (3.36)
n̂d = sin(θ1) · · · sin(θd−2) sin(θd−1). (3.37)

with |κ| ∈ R+, θ1, . . . θd−2 ∈ [0, π] and θd−2 ∈ [0, 2π].

Appendix 3.C: Kubo’s formula for conductivity
A current J = σE is the response to some applied electric field of magnitude E. Here σ is the conductivity and the
resulting current can be recast into Ohm’s law I = V/R, for uniform current in a wire. While the resistanceR = ℓ/(σA)
is dependent on the dimensions of the material, the conductivity is scaled such that it should only be dependent on the
material’s inherent properties. As such, it should be an intensive quantity not scaling with the length L of the wire. In
Sec. 3.2, we considered the linear response to a perturbation Hs[E(t)] = E(t)X̂ . Here we wish to study how the total
current density along the x-direction ĴQ

x =
∑
i ĵ

Q
x;i responds to such a field, where

X̂ =

L∑

x=1

i

L
Q̂x;i,
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is some polarization operator. It tells us about the distribution of some total charge, hence serves as a sort of position
operator. For instance, if we have a total charge Q̂ and we get X = x0Q, then we know that all charge is located at
x position x0. We consider the case where the system is initially in thermal equilibrium ϱ = e−βH. As such without
any field there is no charge flow, hence ⟨J⟩0 = 0. In general, the response from some observable Ĵ to such an applied
electric field E(t), in the x-direction, is given by Kubo’s formula [137],

JQ
x (t) =

∫
dt′E(t′)GX(t, t′), GX(t, t′) ≡ Θ(t, t′)

⟨[ĴQ
x (t), X̂(t′)]⟩

ı
, (3.38)

where X̂(t) evolves under H, i.e., the interaction picture. This has also allowed us to write GX(t, t′) as a function of
time differences GX(0, τ) ≡ GX(τ) by commuting the unitary evolution operators within the trace. Kubo’s formula
then amounts to a convolution which has the Fourier transform JQ

x (ω) = E(ω)GX(ω), where the right term is the
optical conductivity σxxopt (ω) = GX(ω). We next evaluate GX(ω) using integration by parts, noting its relation to the
current-current correlation function

χxx(τ) ≡ Θ(τ)
⟨[ĴQ

x (0), ĴQ
x (−τ)]⟩

ıL
, (3.39)

ĠX(τ) = −χxx(τ), for τ > 0. This is due to the “velocity” expression

∂tX̂ = ı[H, X̂] =
∑

i

i

L
∂tQ̂i =

1

L

∑

i

iĵQx;i−1 − iĵQx;i =
ĴQ
x

L
. (3.40)

As such we are left with [160]

σxxopt (ω) =

∫
dτ
Å
eıωτ − 1

ıω

ã′
GX(τ) =

∫
dτ

eıωτ − 1

−ıω χxx(τ) ≡ ıχRxx(ω)− ıχRxx(0)

ω
.

The retarded correlations χRxx(ω) ≡ χxx(ω + ı0+) satisfy the Kramers-Krönig relation [21]

χRxx(ω) =

∫
dω′ −ℑχRxx(ω′)/π

ω − ω′ + ı0+
, (3.41)

whereby explicitly writing the trace in terms of the eigenenergies of the Hamiltonian, the Källén-Lehmann representation,
one may check that

ℑχRxx(ω) = [1− e−βω]ℑΠRxx(ω), ΠRxx(t) ≡ Θ(t)
⟨ĴQ
x (t)ĴQ

x (0)⟩
ıL

.

Meaning that
ıχRxx(ω)

ω
=
e−βω −ℑ

ω
ℑΠRxx(ω) +

e−βω − 1

πω

∫
dω′P ıℑΠ

R
xx(ω

′)

ω − ω′ (3.42)

For large lattice dimensions d, the real part of the optical conductivity is given by [160, eq. (271)]

ℜσxxopt (ω) =
4

(2π)d

∫
dkv2k;xAk(ω

′)Ak(ω
′ + ω)

nF (ω
′ + ω)− nF (ω

′)

ω
(3.43)

where A is the spectral function we encountered before, nF (ω) ≡ 1
eβω+1

is the Fermi function and vk;x = ∂kxϵk. As
ω → 0, the fraction tends to n′

F (ω) = βsech2(βω/2)/4, leaving the DC resistivity (3.25).





Chapter 4

SYK Thermodynamics

Figure 4.1: Ball on the top of a hill
representing the stability of phases
in the free energy landscape.

Place a ball on top of a hill, a local maximum, like in Fig.
4.1. From experience, we know that any small perturbation
would cause it to roll down, i.e., local maxima are unstable
fixed points. Energetically favorable processes minimize en-
ergy, and the ball will roll until it reaches a (local) minimum
potential energy ẍ ∝ V ′(x) = 0.

It turns out that more complicated systems behave in an
analogous way. To make this more precise, consider a system
consisting of many atoms inside a box. In the event that the
box is isolated, with solid rigid and insulating walls, the system
will have a fixed energy E. If these restrictions are relaxed and
outside influences are allowed to perturb the system we find
that the energy changes according to the fundamental thermodynamic relation dE = TdS − pdV +
µdQ with volume (per lattice site) V . From this relation, one can understand various processes.
For instance, it tells us that pressure is a sort of resistance to adiabatic (no heat transfer TdS = 0)
compression at constant charge density Q. The higher the pressure, the more energy is required.

While the system, like the ball in Fig. 4.1, wishes to minimize its energy, it also tends to
maximize its entropy1. Assuming the walls are conductive, then both energy and entropy can
change. Together, the two principles, minimization of E and maximization of S, combine to the
minimization of the thermodynamic potential, in this case, the Helmholtz free energy F = E−TS .
For instance, the water-to-ice transition is energetically favorable at room temperature, since kinetic
energy is lowered. However, this process also lowers entropy; hence it only spontaneously occurs
when δF = TδS − δE < 0, i.e., at lower temperatures. Such macroscopic phase transitions
illustrate the importance of the free energy landscape.

If we now also allow the charge density to fluctuate, then we have to consider the grand
canonical partition function which is the integral of e−NβA(Q), where A(Q) = F(Q)− µQ, over

1If all microstates |⃗n⟩ are equally likely (the principle of equal a priori probabilities) then the system will spend
most of its time in the macrostate ϱth corresponding to the most microstates W , thus the largest Boltzmann entropy
S(E) = lnW (E).
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all values of Q. Explicitly this is given by

Z =

∫
dQe−NβA(Q) ∼

∑

i

e−NβA∗(Qi)
∫
dQe−NβA(2)(Qi)(Q−Qi)2/2+o(N ), (4.1)

where we have used the initial steps of Laplace’s method, i.e., expanding the function around
the various fixed points A′(Qi) = 0, which corresponds to µ = F ′(Q), which is the equation
of state. If there are multiple fixed points, then clearly the one corresponding to the smallest
A(Qi) dominates. This is the thermodynamically preferred phase. Note, however, that any fixed
point corresponding to a local maximum, a concave function forming the top of a hill, will have
A(2) = F (2) > 0, meaning that it is exponentially suppressed. These are the unstable-fixed points.
This exponential suppression leads to their exclusion. This is seen in the fact that the grand potential
captured by the Legendre-Fenchel transform of the Helmholtz free energy [176]

Ω = infQ{F(Q)− µQ}.

In other words, it only considers the minima, more generally the infimum, while excluding the
maxima corresponding to the unstable fixed points2. Substituting this back in, we can express Ω
directly in terms of the order parameter Q. A stable fixed point that is not the global minimum
is a metastable phase [177]. Like super-cooled water, a big enough perturbation will cause it to
transition to the global fixed point.

Non-analytic behavior in Ω is characteristic of a phase transition (PT). In particular, an nth order
PT is a point at which the nth derivative diverges. Continuous (second-order) PTs have a diverging
correlation length leading to universal behavior. This is characterized by a set of critical exponents
which are reflected in the divergent thermodynamic properties close to the critical point, i.e., in
their power laws. Their values are defined by the renormalization group flow of the thermodynamic
potential [178]. This flow leads to a thermodynamic potential which is a homogeneous function.
The fact that the typical power laws are not always directly related to standard thermodynamic
observables such as the specific heat is a phenomenon known as field mixing, which we will explore
in Sec. 4.3.

4.1 Phase diagram of the complex SYK model

We are particularly interested in the equilibrium thermodynamics of the charged q-body SYK model
given in (2.3)

Hq = Jq
∑

{µ}q/21 ,{ν}q/21

X
µ1···µq/2
ν1···νq/2 c

†
µ1 · · · c†µq/2cνq/2 · · · cν1 . (4.2)

We focus on the grand canonical setting with partition function

Z = tr{e−βN [Hq/N−µQ̂]}
2Again this is in analogy to the ball rolling down the top of the hill in Fig. 4.1, where the hill is the free energy

“landscape”.
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Figure 4.2: Phase diagram of the charged q/2-body SYK models for different values of q adapted
from [180]. The solid lines correspond to the coexistence line, over which a first-order phase
transition occurs. The dashed lines enclose the stability regime, where both phases are stable, but
only one is thermodynamically preferred.

and grand potential Ω = −T lnZ/N . Despite SYK models like (4.2) being tractable in the large
N limit, the thermodynamics can still be difficult to solve analytically, hence one must resort to
numerical methods. Such methods have been employed to study the thermodynamics of Hq for
various finite values of q [179–181]. It was found that there exists a liquid-gas type phase transition.
Studying the phase diagram for different values of q, plotted in Fig 4.2, it was noted that the part of
the phase diagram corresponding to the phase transition shrinks as q becomes larger. As such, it
was believed that this phase diagram does not exist in the q → ∞ limit. One can still attempt to
study the model via a 1/q expansion. This offers an advantage over the numerical approach, which
is plagued by numerical error, a topic we will touch on in a later section. This is the alternate route
to numerics we consider here. The 1/q expansion yields leading order analytical results which we
will contrast to the numerical findings.

4.1.1 Obtaining the equation of state

A good start to studying the phases of a model is to find the equation of state (EOS). In this
section, we describe in detail how one obtains this for the large-q cSYK dot (4.2) in the grand
canonical setting. The EOS was originally calculated in [80]. In this section, we provide additional
mathematical detail on deriving this equation.

Typically, one provides a Hamiltonian H, specifies a chemical potential µ, and then calculates
the particle number density. This particle number density is directly related to the charge density

Q =
N∑

ν=1

⟨c†νcν⟩ −
1

2
(4.3)
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which is a conserved quantity. Thus, one might opt to specify the charge density first and then
determine the corresponding chemical potential. This chemical potential will then be a function of
the charge density Q, temperature T , and coupling strength Jq. In other words, by specifying the
three quantities µ,T , and Jq we can then find the associated charge density from it; hence it is our
equation of state. There are multiple reasons to do this. The main reason is that, in terms of the
SYK model, the solutions available to us are the Green’s functions

G(t) = − 1

N
N∑

ν=1

⟨T cν(t)c†ν⟩ = Θ(t)G>(t) + Θ(−t)G<(t). (4.4)

Here the time ordering operator T c(0±)c† yields cc† and −c†c respectively. Together with the
anti-commutation relation cc† = 1− c†c, we are left with the boundary conditions

G(0±) = − 1

N
N∑

ν=1

⟨T cν(0±)c†ν⟩ = Q± 1

2
. (4.5)

In other words, the boundary conditions are directly given by the charge density, not the chemical
potential. The associated chemical potential may then however be extracted from the KMS relation.
Let us see how this works for a single fermion c(t) ≡ eıtHce−ıtH and c†(t) = eıtHc†e−ıtH. The
forward and backward Green’s functions are

G>(t) = −⟨c(t)c†⟩, G<(t) = ⟨c†c(t)⟩,

where the expectation value is taken with respect to the thermal state ρ ∝ e−β[H−µQ̂]. The total
charge density Q̂ is conserved, [H, Q̂] = 0, hence we may factor this exponential e−βHeβµQ̂.
Explicitly we have

G>(t− ıβ) = −Tr{eβHc(t)e−βHc†e−β[H−µQ̂]}/Z = −Tr{c†e−β[−µQ̂]c(t)e−βH}/Z,

where we have used the cyclic property of the trace. On the right we insert eβµQ̂e−βµQ̂ and cycle
the rightmost term to the left of the trace, leaving G>(t − ıβ) = −⟨e−βµQ̂c†eβµQ̂c(t)⟩, where
e−βµQ̂c†eβµQ̂ = e−βµc†, hence

G<(t) = −eβµG>(t− ıβ). (4.6)

Clearly, the above remains true if one averages over N flavors of such fermions.

4.1.2 Comparing KMS relations

Before proceeding, we should comment on the non-standard nature of the above KMS relation
(4.6). Focus is ordinarily placed on the fermionic “mass” term H → Hq − ηQ̂ mentioned in Sec.
3.2.2. Such a mass term amounts to a flat banded dispersion relation, ϵk = η, for all k. Such flat
bands3 are seen in magic-angle graphene [70, 71].

3The Bohigas-Giannoni-Schmit conjecture, mentioned in Sec. 1.3.3, states that single particle nonintegrable systems
can be modeled via random matrices/tensors after the Ehrenfest time. One can similarly postulate that the quenched-
random SYK models capture the typical behavior of nonintegrable flat banded (so essentially without a kinetic term)
interacting many-body Hamiltonians.
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This mass term is related to the difference of derivatives of the Green’s function. In particular,
from the Kadanoff-Baym equations from Sec. 3.2.3, together with the generalized Galitskii-Migdal
sum rule, one may show that the Green’s functions satisfy Ġ≷(0) − ıηG≷(0) = −ıq2⟨Hq/N⟩.
Subtracting these two equations from one another, and using the boundary conditions (4.5), leaves
us with the mass term

Ġ<(0)− Ġ>(0) = ıη[G<(0)− G>(0)] = ıη. (4.7)

The standard KMS relation, G<(t) = −G>(t− ıβ), is restored when setting µ = 0 and rather
identifying η with the chemical potential η → µ. Essentially, it occurs when treating the chemical
potential term as generating time evolution. While this is a valid definition of µ, it does not yield
any extra information, e.g., the equation of state. For our KMS relation (4.6), one does not consider
the chemical potential to be part of the Hamiltonian, but only to be part of the state e−β(H−µQ̂).
Physically this is motivated over the usual KMS relation since the chemical potential is primarily a
thermodynamic variable, hence not necessarily dynamical in nature.

In real-time, the choice difference will only amount to a global phase in the Green’s functions
G≷(t) → eıηtG≷(t). As such, it makes no difference to the thermodynamics, in a sense it is an
arbitrary choice. Our choice, however, does provide a clean way to derive a nontrivial relation for
chemical potential from the Green’s functions, i.e., it yields the equation of state.

4.1.3 Charged SYK Green’s functions

Using the KMS relation (4.6), we may extract out the chemical potential given the Green’s functions
at arbitrary charge density. These were calculated in Sec. 3.2.3, essentially extending the large-q
solution from Chapter 2, to non-zero charge [80]

G>(t) =
ï
Q− 1

2

ò
e[g+(t)+g−(t)]/q G<(t) =

ï
Q+

1

2

ò
e[g+(−t)+g−(t)]/q. (4.8)

The main novelty lies in the addition of a linear term g−(t) = −4QJ (Q) sin(πv/2)ıt which we
stated was zero in the uncharged case. It is indeed zero at charge neutrality Q = 0. Further, the
interaction strength gets modified to J (Q) = [1− 4Q2](2−q)/4Jq which we will call the “ effective
interaction ”. The g+(t) solution remains almost unchanged aside from this the modified interaction

eg+(t) =

ï
πv

βJ (Q) cos(πv(1/2− ıt/β))

ò2
. (4.9)

At t = 0, we have G<(0) = −eβµG>(−ıβ), where one notices that g+(−ıβ) = g(0) = 0, leavingï
Q+

1

2

ò
= −eβµ

ï
Q− 1

2

ò
e−4QJ (Q) sin(πv/2)β/q.

With some manipulation, we are left with the equation of state µ as a function of Q and T :

µ = T ln

ï
1 + 2Q
1− 2Q

ò
+ 4QJ (Q) sin(πv/2)/q. (4.10)
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As shown in Sec. 3.1.2, v quantifies the degree of chaos expressed by the model, i.e., the Lyapunov
exponent λL = 2πTv, and is the solution to

βJ (Q) = πv sec(πv/2). (4.11)

In particular, v = 1 indicates that the MSS bound is saturated, hence the system is maximally
chaotic, while v = 0 indicates that the system is regular/non-chaotic.

4.2 A liquid-gas phase transition in the cSYK model

Before moving on to the main results in Sec. 4.2.1, we first sketch out the thermodynamics, adding
some additional comments not given in the included publication [61]. Let us focus on the effective
interaction, which may be rewritten as4

J (Q) = e(2−q)
| ln[1−4Q2]|

4 J.

Note that, even for small charge densities J (Q) = e−(q−2)[Q2+O(Q4)]J . Thus we see that these
interactions become weaker under larger charge density. In fact, in the large-q limit, at any non-zero
charge, the system tends to a non-interacting harmonic oscillator. This explains why the phase
diagram, see Fig. 4.2, appears to shrink away as q → ∞. However, in considering correspondingly
small charge densities Q = Q̃q−1/2, nontrivial interaction J (Q) = e−Q̃2+O(1/q)J, is maintained.
To achieve such a charge density, we consider rescaled thermodynamic variables in q,

T = T̃ q−1, µ = µ̃q−3/2 (4.12)

where we keep the tilde’d quantities fixed as we take q → ∞ to extract the leading order results.

Rmk 1 (Weakening of effective interactions and scattering) For a system with a sense of
locality, such a weakening of interactions can perhaps be understood as charges rearranging
themselves in such a way that on average, they partially cancel each other out. In the model
we consider here, no such spatial rearrangement can take place. The actual reason for this
weakening of interactions is purely due to the limitation of possible scatterings. Due to
the exclusion principle, no scattering interactions can occur when every site is filled with a
fermion, corresponding to Q = 1/2. In contrast, for half (fermion) filling, corresponding to
Q = 0, we obtain the maximum amount of possible scattering events, with N/2 fermions
possibly moving onto N/2 empty sites via q/2-body interaction.

Let us now consider the derived equation of state (4.10), plotted in Fig. 4.3, at various
temperatures. It is by doing this that one can now read off when a possible phase transition can
occur. To see this, note that µ(Q) tells us about the state the system finds itself in. In other words,
given a known chemical potential and temperature, it tells us the corresponding charge density of
the system. However, if this function is no longer one-to-one, then the question becomes; which of

4Here we are dropping the subscript q, Jq → J since we will only consider a single SYK model.
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Q̃

µ̃

T̃ > T̃c

T̃ = T̃c

T̃ < T̃c

Figure 4.3: Equation of state µ(Q) for various temperatures in the maximally chaotic regime (4.12).

the multiple densities correspond to the system? So, as plotted in Fig. 4.3, we note that at higher
temperatures, the function is one-to-one; hence there is only a single possible phase. At the critical
values

Tc = 2e−3/2q−1, µc = 2e−3/2
»
3/2q−3/2, (4.13)

however, the equation of state has an inflection point at Q̃c =
√
3/2. This corresponds to a

second-order phase transition where several thermodynamic observables will diverge. Below this
temperature, the function is three-to-one. Hence, for every pair (µ, T ), there are three possible
phases, each with its own charge densities.

Rmk 2 (A comment on the rescaling) The rescaling (4.12) is analogous to what is done in
dynamical mean-field theory (DMFT) where one considers system dimension d → ∞ [182].
To preserve competition between interaction and kinetic terms one must rescale the hopping
t→ td−1/2. The DMFT framework has often been found to provide an excellent description
for real d = 3 materials, despite this unusual scaling. It also allows one to then analytically
study the Mott-insulator and metallic phases of the Hubbard model and their transition. Our
q-rescaling is in the same spirit, it retains the competition between the phases and thereby
leads to a nontrivial phase diagram.

The middle phase, denoted in green, has a negative bulk modulus (inverse compressibility),
µ′(Q) < 0. To see how this is unphysical, let us consider the role which the chemical potential
plays by viewing the charge density’s response to an increasing chemical potential. Due to the
Gibbs-Duham relation to pressure (per particle) dP = Q(µ)dµ + SdT , at constant temperature
dP = Q(µ)dµ, the bulk modulus is a measure of resistance to compression. In other words, it tells
us how the density changes as a response to an applied pressure. As such, the middle phase has a
decreased density when a pressure is applied. This behavior is not seen in ordinary materials.
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This brings us back to the question of which phase is the physical one in which the system finds
itself. The thermodynamically favorable state is, in fact, selected out by the saddle point of the
action βΩ = S̄[G,Σ]. The grand potential Ω is important because it is the quantity that is minimized
by the thermal state. For rescaled quantities (4.12), hence small charge density Q = Q̃q−1/2, we
have the free energy

F̃(Q̃) = −2Je−Q̃2
+ 2Q̃2T̃ .

The function A(Q̃) = F̃(Q̃) + µ̃Q̃ was, in fact, plotted in Fig. 4.1. This illustrates the different
phases. The unphysical phase is the top of the hill which is an unstable-fixed point that can be
ignored [61], as seen in the next section where the publication is included below in Sec. 4.2.1. The
details on the numerics required to reproduce the phase diagrams are given in App. 4.A.
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Shared universality of charged black holes and the complex large-q Sachdev-Ye-Kitaev model
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We investigate the charged q/2-body interacting Sachdev-Ye-Kitaev (SYK) model in the grand-canonical
ensemble. By treating q as a large parameter, we are able to analytically study its phase diagram. By varying the
chemical potential or temperature, we find that the system undergoes a phase transition between low and high
entropies in the maximally chaotic regime. A similar transition in entropy is seen in charged anti–de Sitter (AdS)
black holes transitioning between a large and small event horizon. Approaching zero temperature, we find a
first-order chaotic-to-nonchaotic quantum phase transition, where the finite extensive entropy drops to zero. This
again has a gravitational analog—the Hawking-Page transition between a large black hole and thermal radiation.
An analytical study of the critical phenomena associated with the continuous phase transition provides us with
mean-field van der Waals critical and effective exponents. We find that all analogous power laws are shared with
several charged AdS black hole phase transitions. Together, these findings indicate a connection between the
charged q → ∞ SYK model and black holes.

DOI: 10.1103/PhysRevB.107.075132

I. INTRODUCTION

The analysis of condensed-matter systems lacking quasi-
particles is hindered by the unamenability of Fermi-liquid
theory. One successful approach is via a class of disordered
Sachdev-Ye-Kitaev (SYK) models [1,2] or their related dis-
orderless planar/tensor matrix models [3,4]. Despite their
nonintegrability, one may find exact relations between the
self-energy and Green’s function G [5]. This reduces the
exponential complexity of the problem to a single Dyson
equation purely in terms of G. Although some analytical
results exist in the infrared limit [6], the full solutions are
obtained numerically.

There is also a framework in which one may find exact ana-
lytical solutions. This is by considering q/2-body interactions,
for large q, and treating 1/q as an expansion parameter. In this
work we present a study of such a model [2,7],

H = J
∑

1�i1<···<iq/2�N
1� j1<···< jq/2�N

X
i1···iq/2

j1··· jq/2
c†

i1
· · · c†

i q
2

c j q
2

· · · c j1
, (1)

with a conserved U(1) charge density Q̂ = 1
N

∑
i c†

i ci − 1/2,
with expectation values Q ∈ [−1/2, 1/2]. Here c†, c are
Dirac/complex fermionic creation and annihilation operators,
respectively. We will study this model in the grand-canonical
ensemble with partition function Z = Tr{e−β[H−μNQ̂]}. The
couplings, X , are complex random variables with zero mean
and a variance |X |2 = [q−1(q/2)!]2[2/N]q−1. Such models
have the advantage of being amenable to analytical solutions.
At neutral charge, Q = 0, its thermodynamics reduces to its
Majorana (c† = c) counterpart [6]. The inclusion of nonzero
charge brings Eq. (1) in closer contact with electronic systems
[1,8,9]. By varying a chemical potential μ, the conjugate to
Q, we find that this model exhibits a phase transition similar

to its finite-q equivalents [3,10]. In contrast to the numerical
results in the finite-q case, we are able to analytically study its
phase diagram in the large-q limit. This is done by considering
suitable polynomial scaling (in q) thermodynamic variables
such as T, μ. Such q scalings have also previously been
considered for two coupled Majorana SYK models [11] in
the q → ∞ limit. The analytical solutions to the equilibrium
Green’s functions G and a proof that they remain valid for our
considered scaling is given in Appendix A.

The Green’s functions are key to studying the phase di-
agram. This is because the Kubo-Martin-Schwinger (KMS)
relation, G(τ + β ) = −e−βμG(τ ) [12, Appendix B], allows
one to extract the exact equation of state [7, Eq. (43)],

μ(Q) = 2T tanh−1(2Q) + 4QJ (Q) sin(πv/2)/q, (2)

for large q with effective coupling strength

J (Q) ≡ J[1 − 4Q2](q−2)/4 (3)

and the Lyapunov exponent λL = 2πvT , found by solving
J /T = πv sec(πv/2) [6]. Note that for any nonzero Q =
O(q0), the interaction is suppressed for large q, J q→∞−−−→ 0.

One is able to retain nonzero (constant) effective coupling
J by adjusting the model to have Q-dependent coupling
J (Q) ∝ [1 − 4Q2](2−q)/4 [13]. This allows the interactions to
remain relevant at all charge densities. Notice, however, that
with this adjustment the Hamiltonian inherits a temperature
dependence from the charge density [8]. In this case there is no
phase transition. In contrast, by a suitable q-dependent rescal-
ing introduced below, we will find that the phase transition
of the Hamiltonian (1), without adjustments, persists even for
q → ∞.

In particular, we find a van der Waals (vdW)-like phase
diagram [14,15], with a line of first-order phase transition

2469-9950/2023/107(7)/075132(8) 075132-1 ©2023 American Physical Society
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FIG. 1. The three solutions to Eq. (5) distinguished by color for
T̃ < T̃crit. The dashed line indicates the thermodynamically favorable
solution.

terminating at a critical end point where the transition is
continuous. Associated with this are multiple power laws, the
critical exponents of which we are able to calculate analyt-
ically. Comparing exponents, we find that our model shares
such a universality class with a wide range of models, includ-
ing numerous AdS black holes, a nonexhaustive list of which
is in Refs. [15–22]. These similarities between black holes
and the complex large-q SYK model extend even beyond the
shared universality class. For instance, over the phase transi-
tion there is a drop in entropy reminiscent of the large-to-small
horizon transition in Reissner-Nordström (RN), charged and
nonrotating, black holes. Such systems also appear in the
study of non-Fermi liquids under the name RN metals [23].

Phase diagram. We start our analysis by considering two
extremes. At zero charge density we are left with a strongly
interacting pure Majorana-like SYK model, while at any fi-
nite charge density Q = O(q0) the interaction (3) is trivial,
J → 0, leaving a Fermi gas. Somewhere in between these
two extremes must lie a regime where interactions and den-
sity terms in (2) compete in a nontrivial way. Indeed, such
a competition is found for thermodynamic quantities which
scale like

T = T̃ q−1, μ = μ̃q−3/2, (4)

where tilde’d quantities are held fixed as q → ∞. In turn,
the charge densities scales like Q = Q̃q−1/2, hence yielding

a finite effective interaction (3), J (Q)
q→∞−−−→ e−Q̃2

J . This
scaling corresponds to the maximally chaotic regime where
v = 1 − 2T̃ /(qJ ) + O(1/q2) saturates the universal (chaos)
bound λL → 2πT [24]. Using the scaling (4) thus simplifies
equation of state (2) to

μ̃(Q̃) = 4Q̃[T̃ + Je−Q̃2
] + O(1/q). (5)

Plotting this, as in Fig. 1, one notes that there exists a critical
temperature, T̃crit = 2Je−3/2, below which three solutions ex-
ist instead of one. The solution from point b-c has unphysical
negative compressibility. Such behavior is also seen in the
vdW liquid-gas transition. Due to the difference in (charge)
density and similarities to the vdW system, we shall refer to
the two physical solutions as the gaseous and liquid phases,
given in pink and blue, respectively.

FIG. 2. Phase diagram, for scaling (4), in terms of reduced vari-
ables Tr = T̃ /T̃crit, μr = μ̃/μ̃crit, and Qr = Q̃/Q̃crit. The solid and
dashed lines denote the coexistence and stability curves, respectively.
The color corresponds to the thermodynamically favorable charge
density.

Out of the three, the thermodynamically favorable solu-
tion corresponds to the smallest grand potential (per lattice
site) � = −T ln Z/N . Considering the partition function, we
observe the relations J∂J� = E and ∂μ� = −Q, where the
energy density is given by [7]

E = −2(1 − 4Q2)J sin(πv/2)/q2,

which defines a set of differential equations. From the relation
� = E − μQ − T S , we observe that the entropy density S
is the only unknown. We may find S by solving the set of
differential equations for the scaling (4), i.e., in the maximal
chaotic regime v → 1, ∂μ̃q2� = −Q̃ and ∂Jq2� = −2e−Q̃2

.
One may then verify by substitution that S = ln 2 − 2Q̃2/q +
O(1/q2), where the constant is found by using the free
fermion solution at J = 0. The corresponding grand potential
is the written as q2� = �̃ − qT̃ ln 2, with

�̃ ≡ −2Q̃2T̃ − 2[1 + 2Q̃2]Je−Q̃2 + O(1/q). (6)

Considering �̃ for these three solutions, plotted in Fig. 1,
we find that the favorable charge density necessarily jumps
between g and �, missing the unphysical solution. Also note
the distinct swallowtail shape, from catastrophe theory, which
is also common to RN phase transitions. This shape is in-
dicative of a first-order phase transition, in this case from a
low (charge) density gaseous phase to the dense liquid phase.
This is induced either by increasing the chemical potential or
decreasing the temperature, as seen from the phase diagram
in Fig. 2. The stability limit curves, enclosing the region
where both phases can coexist, coincide at the critical point
(μ̃crit, T̃crit ), with charge density Q̃crit = √

3/2. Here the two
turning points b and c merge into an inflection point, where
there is a continuous (second-order) phase transition. Above
this lies the supercritical phase, identified by a single unique
solution.

Universality. Approaching the critical point, i.e., for small
shifted variables m ≡ μr − 1, ρ ≡ Qr − 1, and t ≡ Tr − 1,
we find that various thermodynamic quantities display power
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TABLE I. Table of critical exponents.

α β γ δ

0 1/2 1 3

laws. To study this we shift and rescale the grand potential (6)
and consider it close to this point,

f = �̃ − �̃crit

μ̃critQ̃crit
+ t/3 + m = −ρ2 t + (3ρ/2)2

3
+ O(ρ5),

(7)
which satisfies ∂m f = −ρ, stemming from ∂μ̃�̃ = −Q̃. Fur-
ther, the linear shift t will not affect the specific heat.

In particular, we focus on the minimized grand potential
corresponding to the dashed line in Fig. 1. One may show
that in terms of some ordering field h, it is homogeneous
f (t,h) = t2−α f (1,htβ−2+α ), where α and β are the critical
exponents characterizing the power laws. Models which share
the same scale-invariant form f under the renormalization
group flow are said to belong to the same universality class.

The homogeneity property is satisfied for the ordering field
h = m − 2t/3, which restricts the form of h up to a scaling
constant. This leaves the singular function

f (t,h) = − |t |2−α

6
− |h||2t/3|β − 3h2

2
|t |−γ + O(h3|t |−5/2)

for small h and f (t,h) = − 3
4 |h|1+1/δ[1 + O(th−2/3)] for

small t . The details of this calculation are given in Ap-
pendix C. Here α, β, γ , δ are the classical mean-field critical
exponents, given in Table I. As such, our model falls into the
vdW universality class. From ρ(t,h) = −∂h f (t,h), we have
ρ(0,h) = h1/δ , and

ρ(t,h) = sgn(h)|2t/3|1/2 + 2h|2t/3|−1 + O(h2t−5/2) (8)

for small h. The remaining critical exponents characterize
the power laws along the line h = 0: the order parame-
ter ρ(t, 0) ∝ |t |β, specific heat Ch ∝ −∂2

t f (t, 0) ∝ |t |−α , and
susceptibility χh ∝ ∂2

h f (t,h) |h=0∝ |t |−γ .
Effective exponents. The particular power law can be de-

pendent on the line along which the critical point is reached.
This feature is due to the mixing of chemical potential and
temperature in the ordering field h [25]. Since the corre-
sponding exponents do not enter into the scale-invariant form
of the model, they are not the critical exponents which de-
fine the universality class. However, these effective exponents
still describe physically relevant processes. As an exam-
ple, let us consider the specific heat. For constant μ, we
have Cμ ∝ −∂2

t f (t,−2t/3) ∝ |t |−2/3, i.e., αμ = 2/3. Here,
the subscripts indicate which quantity is set to its critical
value. In contrast, for constant Q, we use the identity CQ =
(∂T E )Q. In the chaotic regime, the energy behaves as E ∝
T 2 + const., leaving CQ ∝ T ∼ t0. While often associated
with Fermi-liquid behavior, such as a Sommerfeld, linear in
T , specific heat also appears in RN [23] and cuprate [26–28]
strange metals for a range of doping levels. The remaining
effective exponents can be obtained from (8) and are listed in
Tables II(a) and II(b).

Relation to gravity. By comparing order parameters and
their conjugates, one can make various analogies between

TABLE II. Tables of effective exponents.

(a) αμ βμ γμ

2/3 1/3 2/3

(b) αQ γQ

0 1

the models listed in Table III. The similarities are strongest
when comparing our model to RN black holes. These systems
are defined by a charge qB, an event horizon radius r, and
electrical potential � = qBr2−d [22]. One may also consider
such systems in an extended AdSd+1 space [15,29], where
the cosmological constant � and its conjugate quantity, the
volume V , are treated as thermodynamic variables. Here V ,
like in the vdW case, is the order parameter, while −� acts as
the pressure term P.

These analogies are quantitative in the sense that all effec-
tive exponents also match. By this we mean that by keeping
order parameters fixed, both exponents match II(b). Then,
while keeping the conjugates fixed, we find three exponents
matching II(a). All models listed in Table III also share the
same critical exponents. As such, our model, the vdW liquid
[15], and multiple RN AdSd+1 black holes [15,17,22,29] all
share a universality class, as well as having the same effective
exponents.

Besides sharing a universality class, these analogous mod-
els also have an abundance of qualitative commonalities. This
is particularly apparent at low energies where the suppression
by large charge densities leaves a relatively weakly interact-
ing, J ∼ e−Q̃2

J , liquid phase. The extreme of this is seen by
considering a different rescaling,

T = T̄ q−2, μ = μ̄q−2, (9)

where the system transitions to a finite nonrescaled charge
density Q = 0 →

√
1 − e−4J/T̄ /2, shown in Appendix B.

This suppresses the effective interaction J = e−qJ/T̄ J → 0,
yielding a free integrable (v → 0) system. As such, small
perturbations, stemming from μ̄ to the Q = 0 symmetric-
Majorana state, induce a jump to a Fermi gas at finite (positive
or negative) charge density, hence breaking the U(1) sym-
metry. This transition is thus from a maximally chaotic to
a nonchaotic state. Such a Fermi gas has an entropy S =
−βμQ − ln

√
1/4 − Q2. To leading order in T̄ ≡ β̄−1, this

indicates a drastic drop in entropy, ln 2 → β̄Je−4β̄J . Such an
instability is also seen in RN black holes at low temperatures
[30,31]. The RN transition is from a large black hole to a small
one. Since the Bekenstein-Hawking entropy is proportional to
the surface area, this also corresponds to a drop in entropy.

TABLE III. Analogies between models with shared universality
class.

Model SYK vdW RN-AdS

[7] [14,15] [15,29] [17]

Order parameter Q V V �

Conjugate μ P −� qB
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Lastly, both RN and SYK transitions also include an unstable
solution with a negative bulk modulus.

For T̄ = o(q0), there is a first-order quantum phase transi-
tion from Q = 0 to maximum density Q = 1/2 at μ̄0 = 4J . If
μ̄ < μ̄0, then we are left with a Majorana SYK ground-state
solution with an extensive entropy. Such a finite entropy, at
T = 0, is also the defining property of RN metals [23]. If
μ̄ > μ̄0, we are left with a zero-entropy harmonic oscillator
vacuum state. This first-order quantum phase transition is
also observed in the finite-q equivalent models [3,10]. Such
a transition is again related to gravity, this time the classical
HP transition [32], which has a large black hole to (noninter-
acting) thermal radiation with a zero entropy transition.

Also of note is the conjecture of black holes being the
fastest scramblers [33] and as such chaotic [6,34,35]. As-
suming this holds, the gravitational analogies extend over
to a chaotic-to-chaotic RN transition, as we found in the
scaling regime (4). It would further include a chaotic-to-
nonchaotic HP transition, where the nonchaotic phase is
(noninteracting) thermal radiation, corresponding to our ob-
served low-temperature crossover (9).

It is quite remarkable that there are at least two RN
models which also qualitatively match our phase diagram
[17,21] by terminating at a first-order phase transition at
(qB, β ) = (0, βZ ). This is reminiscent of how our coexistence
line terminates at (T̄ , μ̄) = (0, μ̄0). This is in contrast to
extended-space RN black holes and vdW, with coexistence
lines extending to the point (0,0). At the other end, both
models terminate at a second-order transition. Of note is that
[21] has the same effective exponents matching II(a) [22].

All these similarities are perhaps not so surprising from the
perspective of holography. This is because the SYK model is
a (0 + 1)-dimensional conformally symmetric theory at low
temperatures. As such, from the anti–de Sitter/conformal field
theory (AdS/CFT) correspondence, one would conjecture that
it is a CFT on the boundary of some AdS1+1 space. Stan-
dard (1 + 1)-dimensional gravity is topological and displays
only trivial physics; hence we consider nonstandard gravity,
the simplest of which are the Jackiw-Teitelboim (JT) black
holes. They may be viewed as the dimensional reduction,
or the near-horizon theory of near-extremal (minimal mass)
higher-dimensional black holes [36–38]. One such model [18]
even has a phase transition with calculated effective exponents
matching that of II(b) and β = 1/2.

II. CONCLUSION

We presented an analytic study of the complex large-
q SYK model, showing that it displays an RN-like phase
transition. Prior numerical analyses of the finite-q case have
observed that the phase diagram scales away at larger values
of q [3,10]. We showed that if one considers rescaled quanti-
ties as described by (4) and (9), then the transition in fact still
exists at infinite q.

One can further study the overlap of our large-q results
with that of the finite-q numerical results [10]. A natural
choice is to consider the relative error between their respective
critical values. Such an analysis is provided in Appendix D,
where we found relative errors which appear to converge to

zero rather quickly as q increases. This supports the relevance
of the q → ∞ limit for finite-q models.

In contrast to the finite-q case, which has asymmetric (dif-
fering over the coexistence line) irrational exponents [3,10],
we found symmetric rational numbers. One should note that
Refs. [3,10] actually determined effective exponents because
the ordering field was assumed to be the chemical potential.
However, as we have seen in our analysis, field mixing needs
to be taken into account to determine the universality class and
the critical exponents. The only exception where field mixing
plays no role is β. The small deviation from the mean-field
value 1/2 in Refs. [3,10] might be due to numerical error, and
as such whether the finite-q SYK model also falls into the
vdW universality class remains an open question.

By comparing the critical exponents to other models, we
found that the complex large-q SYK model and many RN
black holes find themselves in the same mean-field vdW
universality class. Further, in the low-reduced-temperature
regime, defined by the scaling (9), we found a jump between
maximally chaotic and nonchaotic phases, also observed in
generalized/coupled SYK models [11,39–43]. The coexis-
tence line dividing the two phases terminates at a first-order
quantum phase transition from a Majorana ground state to
a Fermi gas, and hence a drop from nonzero residual en-
tropy down to zero. This feature is shared with the first-order
Hawking-Page (HP) transition between a large black hole and
thermal radiation [32]. As such, the gravitational analogies
extend to the low-temperature regime.

From the perspective of AdS/CFT, these similarities be-
tween our model and charged black holes are perhaps not
too surprising. This is because the SYK model is confor-
mally symmetric in the infrared limit [6]. However, the details
narrow down the list of possible gravity duals to the SYK
model [44]. The analytical expressions derived in this work,
the power laws, equation of state, and grand potential serve as
a guide towards finding this dual.

We conclude with the natural question of whether any
columns in Table III or other mentioned analogies are part of
an AdS/CFT dictionary. In other words, is there (asymptotic)
equivalence between any of the partition functions?
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APPENDIX A: VALIDITY OF q RESCALING

The thermal Green’s function G(τ − τ ′) ≡ G(τ, τ ′) =
−T 〈c(τ )c†(τ ′)〉 is the solution to Dyson’s equation:

[G −G0](τ, τ ′) =
∫ β

0
dτ1dtG(τ, t )�(t, τ1)G0(τ1, τ

′),

(A1)
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with noninteracting Green’s function G0(τ ) = 〈c†c〉0 −
�(τ ) and self-energy �. For the q/2-body interacting
SYK model, �(t ) = G(t )2J2[−4G(t )G(−t )]q/2−1/q [2]. We
write G(τ ) = [Q − sgn(τ )/2]e�g(τ ), with � ≡ 1/q, leav-
ing q� = 2J 2e(1−2�)g+G. Here we have it split into
symmetric/asymmetric parts g±(−τ ) = ±g±(τ ) and defined
the charge density Q ≡ 1

N

∑
i〈c†

i ci〉 − 1/2.
Claim 1. In the large-q limit, we claim that for any ther-

modynamic variables which scale subexponentially in q, the
solution to (A1) is given by g−(τ ) = 2Qġ+(0)τ and

e[1−2�]g+(τ ) = [πv/λ]2

cos2[πv(1/2 − |τ |/β )]
,

πv/λ

cos[πv/2]
= 1,

(A2)

where λ = βJ
√

1 − 2� and J ≡ [1 − 4Q2](q−2)/4J . Note
that for nonrescaled variables, they take on the standard
known forms given for neutral charge Q = 0 in [6] or at finite
charge in [7].

Proof. We take the approach of substituting the claimed
solutions g± into the full Dyson equation. We then
gather the nonzero (error) terms �Ri and show that,

given sub-exponentially scaling, �Ri
�→0−−−→ 0. Using (A1),

q∂τ ′ lnG(τ, τ ′) |τ ′=0, for τ � 0, reduces to

ġ(τ ) − J 2
∫ β

0
dt[sgn(τ − t ) − 2Q]eg+(t )+�ϕτ (t ) = 0, (A3)

with ϕτ (t ) ≡ g(τ − t ) − g(τ ) − g(−t ). By differentiating
again we obtain the two equations

g̈+ = 2J 2e[1−2�]g+ [1 + �R], g̈− = �2QJ 2R3,

with R ≡ R1 + R2. Ignoring the error terms, we have g−(τ ) ∼
ετ , while g̈+ reduces to a Liouville equation with solution
(A2). The boundary condition in (A2) enforces G(0+) = Q −
1/2. By substituting the solutions back into (A3), one finds
the error terms

R1(τ ) = −[e−(1/2−�)g+(τ )ġ+(τ )/J ]2/2, (A4)

R2(τ ) = e−(1+�)g+(τ ) Iτ (t )|τ0 − Iτ+β (t )|βτ
2

, (A5)

R3(τ ) = −[
Iτ (t )|τ0 + Iτ+β (t )|βτ

] − ġ+(τ )

J
ġ−(τ )

2QJ , (A6)

where we have defined the indefinite integral

Iτ (t ) ≡
∫

dtġ+(τ − t )e�g+(τ−t )+(1−�)g+(t ). (A7)

We would next like to find the q-dependent scaling condi-

tions on λ for which all �Ri
�→0−−−→ 0. Using (A2), the bound

|R1| � 2 follows from

ġ+(τ )

J = −2 sin[πv(1/2 − τ/β )]√
1 − 2�

e(1/2−�)g+(τ ).

To bound (A5) and (A6), we first evaluate the integral (A7).
To simplify the analysis we would like to replace exponentials
like e(1+�)g+ with eg+ , under the integral, which is justified
if the corresponding function, e.g., e�g+ , remains differen-
tiable under said limit. To see when this holds, we note that
(πv/λ)2� � e�(1−2�)g+(t ) � 1 saturates for | ln[v/λ]| � q. In

FIG. 3. The error plotted for various values of v.

this case, (A7) evaluates to

Iτ (t ) =
∫

dy tan[πv/2 − (x − y)]
−2 cos2(πv/2)

cos2[πv/2 − y]

= 2 cot[πv − x] sin y
cos[πv/2]

cos[πv/2 − y]

+ 2

[
cos(πv/2)

sin(πv − x)

]2

ln
cos[πv/2 − (x − y)]

cos(πv/2 − y)
, (A8)

where x = πvτ/β and y = πvt/β. This yields the error (A5)

R2(τ ) ∼
[

csc2[πv − x] + csc2 x

2
g+(τ ) − 1

+ 2 sin2[πv/2]

sin[πv − x] sin x

]
2 cos2[πv/2 − x],

which, seen in Fig. 3, has a maximum at τ = β/2 given by

R2(β/2) = 2 + 2
ln[πv/λ]2

1 − [πv/λ]2
.

The final error term (A6) is bounded by using (A3) to write

ġ−(τ )
�→0−−−→ −2QJ 2

∫ β

0
dteg(t ) = −Q

∫ β

0
dtg̈+(t ),

which integrates to ġ−(τ ) = 2Qġ+(0), hence matching the
postulated solution. Together with (A8), one may show that
this leaves an error with maximum magnitude of 4 sin2(πv/2)
at τ = 0.

With all three of these error terms, one notices that
�Ri

q→∞−−−→ 0 as long as large | ln[v/λ]| � q. For large λ, the
relation (A2) implies that v ∼ 1. This means our solutions
remains valid for any ln βJ � q, which includes the polyno-
mial scalings βJ ∼ qα considered in the work, i.e, T = T̃ q−1

and T = T̄ q−2, with J = O(q0). �

APPENDIX B: LOW-TEMPERATURE
CHARGE TRANSITION

Claim 2. At small reduced temperature Tr ≡ T̃ /T̃crit, where
T̃crit = 2e−3/2J , the charge density jumps as

Qg = cosh−1[e2β̄J ]

q2β̄J
→ Q� =

√
1 − e−4β̄J

2
. (B1)

For convenience, we have defined T̃ ≡ q−1T̄ , μ̃ ≡ q−1/2μ̄.
As a special case, if we consider T̄ , μ̄ fixed in the large-q

limit, we find a transition from Q = 0 →
√

1 − e−4β̄J/2, i.e.,
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a transition to a finite nonrescaled charge density as discussed
in the work.

Proof. Consider the grand and chemical potentials

�̃ = −2J − 2Q̃2[2J + T̃ ], μ̃ = 4Q̃[J + T̃ ], (B2)

at low reduced temperature. In other words, consider the
asymptotic behavior for T̃ ≪ J of the charge densities on
both sides of the coexistence line. Though we do not have
explicit forms for these charge densities, we can gain some
insight by considering Fig. 1 from the work. Here we note that
the gaseous solution must be smaller than the charge density
at the first turning point of μ̃(Q̃), Q̃g < Q̃b, while the liquid
charge density must be larger than the second turning point
Q̃� > Q̃c. These turning points are

Q̃b =
√

1

2
− w0

[−Tr

e

]
, Q̃c =

√
1

2
− w−1

[−Tr

e

]
, (B3)

where w(x) is the product log satisfying wew = x. Here the
subscripts indicate the various branches, with w0 correspond-
ing to the principal branch.

On the gaseous side we have Q̃b = √
1/2 + O(Tr ), imply-

ing relatively small charge densities Q̃g <
√

1/2. As such, the

strong coupling Jg ≡ Je−Q̃2
g = O(T 0

r ) dominates in (B2),

�̃g = −2Jg − 4Q̃2
g[Jg + O(Tr )], μ̃g = 4Q̃g[Jg + O(Tr )].

(B4)

For the liquid phase we have Q̃c = √
ln[βr ln βr] + O(1),

with βr ≡ 1/Tr . As such, we have a relatively large charge
density Q̃� > Q̃c, hence a large suppression in the coupling
J� � T̃ / ln βr . With this (B2) reduces to

�̃� = −2T̃ Q̃2
�[1 + O(J�/T̃ )], μ̃� = 4Q̃�T̃ [1 + O(J�/T̃ )],

(B5)

where J�/T̃ = O(1/ ln βr ). Here, the weakly interacting
phase (B5) is in fact the leading-order solution to free
fermions,

�̃0 = T̄

2
ln

[
1 − 4Q2

�

]
, μ̃0 = 2

T̄√
q

tanh−1[2Q�], (B6)

i.e., expanding (B6) for small nonrescaled charge densities
Q ≡ Q̃/

√
q yields (B5) to leading order. These are the full

solutions at large charge densities, since this yields small
effective interactions. An analysis using (B5), while valid at
infinite q, for fixed tilde’d variables yields the incorrect zero-
temperature limit expressions for large finite q. As such, we
focus on phase transitions from (B4) to (B6), which includes
the previous analysis as a solution under the appropriate limit.
The phase transition occurs at the point of equal grand and
chemical potential. Equating the expressions in (B4) and (B6)
yields the equations

ln
(
1 − 4Q2

�

) = −4β̄Jg
[
1 + 2Q̃2

q

]
, 2Q� = tanh[2Q̄gβ̄Jg],

where Q̃ ≡ q−1/2Q̄. The solution to these two are the roots of

F (Q̃g) = 1 + 2Q̃2
g − ln cosh[2β̄JgQ̄g]

2β̄Jg
. (B7)

As T̄ → 0, the root is at Q̄g = 1 + 2Q̃2
g ∼ 1. Together with

(B4), this suggests that there is a first-order transition at

4 6 8 10 12
q

−0.1

0.0

0.1

0.2

0.3 rQc

rTc

rµc

rµ0

FIG. 4. Plots of the relative errors (D1) between the large-q es-
timated critical points and the numerically calculated critical points
for various finite q values.

μ̄0 = 4J . Above zero temperature, for any Q̃g = o(q0) we
simply have Jg ∼ J and as such the root of F , Q̃g, and the
corresponding liquid charge density as as given in (B1). �

APPENDIX C: SCALE-INVARIANT GRAND POTENTIAL

Claim 3. Consider the shifted rescaled grand potential from
the work

f = −ρ2[3ρ2/4 + t/3] + O(ρ5). (C1)

Here ρ is the solution to the equation of state (B5) around the
critical point

m − 2t/3 = ρ(2t/3 + ρ2) + O(ρ4), (C2)

with m, t, and ρ defined in the work. We claim that in terms
of the ordering field h = m − 2t/3 that (C1) is homogeneous
f (t,h) = t2 f (1,h|t |−3/2).

Proof. The above function f satisfies ∂m f = −ρ. We may
rewrite f in terms of ρ ≡ −|t |1/2�̇, as f = |t |2�, where for
t < 0,

� ≡ −�̇2[3�̇2/4 − 1/3] + O(ρ5).

To prove homogeneity, we must show that �̇ is a function only
of ω ≡ h|t |−3/2, hence leaving �(ω) ≡ f (1, ω). From (C2)
we have the relation ω = �̇(�̇2 − 2/3). This implies that �̇

is indeed purely a function of ω. One may further show that
∂ω�(ω) = �̇(ω). The liquid phase solution is

�̇�(ω) =
{

[2/3]1/2 + 3ω/4 − (3/2)7/2ω2/4 + O(ω3)

ω1/3 + 2ω−1/3/9 + O(ω−5/3).

Over the range �̇ � 23/2/3, ω(�̇ ) is three-to-one, with
the two remaining solutions �̇b−c(w) = �̇�(−ω) − �̇�(ω)
and �̇g(ω) = −�̇�(−ω), where the latter corresponds to the
gaseous phase. Explicitly,

��(ω) =
{−1/9 − √

2/3ω − 3ω2/8 + O(ω3)

− 3
4ω4/3 − ω2/3

3 − 2
27 + O(ω−2/3).

Considering the grand potential, one notes that the gaseous
solution is thermodynamically preferred for ω < 0 while
the liquid solution is preferred for ω > 0, i.e., �̇∗(ω) =
sgn(ω)�̇�(|ω|). �

APPENDIX D: OVERLAP WITH FINITE-q MODEL

We can test the extent to which our large-q results capture
the finite-q physics by comparing our derived quantities to the
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numerically derived ones in [10, Table I]. We focus on the
relative error

rx = x

x(q)
− 1, (D1)

where x is the large-q estimation, while x(q) corresponds to
the numerical results. The particular quantities we compare
are the critical values

Qc =
√

3

2q
, Tc = 2Je−3/2

q
μc = 6QcTc, μ0 = 4J

q2

derived in the work. We choose a matching coupling constant
to [10], J =

√
q21−q. As such, all the critical values become

functions of q, which we compare with their numerically
derived values in Fig. 4.

The comparison is given for q ∈ {4, 6, 8, 10, 12}. From this
we note that the estimated values appear to converge to their
finite q values rather fast as q increases. In order to reduce
the relative error at smaller values of q, for instance, q = 4,
one would have to consider 1/q2 corrections to the Green’s
functions [45].
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4.3 Scaling and field mixing

Figure 4.4: The region around the criti-
cal point denoted in the white dot at the
origin

Let us now focus more on the region around the critical
point, i.e., we zoom in on this region as illustrated in Fig.
4.4. Close to a second-order phase transition various
measurable quantities display power laws with associ-
ated effective exponents. To define a universality class,
one must find the critical exponents associated with the
second-order phase transition. These are often read off
from the temperature scaling in various thermodynamic
observables. This is not always sufficient, however. The
reason is that the critical exponents are not necessarily
the same as the power laws displayed in the thermody-
namics quantities. This is because they are defined by
something more fundamental, namely the scaling laws
associated with the relevant thermodynamic potential. In

particular, under the renormalization group flow, in the presence of a second-order phase transition,
the thermodynamic potential will flow towards the corresponding fixed point [178, 183]. Close to
this fixed point, its secular contribution f is a homogeneous function of the scaling fields. To fit this
to experiment one requires enough flexibility in this scaling form for the free energy. One may then
read off the critical exponents from it. The key factor is to allow various fields, such as chemical
potential and temperature, to mix in possibly nonlinear ways in the homogeneous form of the free
energy. This is the revised scaling hypothesis5 [187]. This then allows one to correctly fit the form
of f and its dependence on a non-linear mixture of the bare fields. Without taking field mixing into
account one can erroneously mistake effective exponents for critical exponents [61].

For our analysis, we only need to focus on the mixing of two bare fields, namely the temperature
and conjugate (to the order parameter) fields

t ≡ T/Tc − 1, m ≡ µ/µc − 1 (4.14)

respectively. The scaling fields which enter into f , the ordering field h1, and the thermal field h2

can then mix in a complicated non-linear way with m, t [188, 189]. The thermodynamic potential
is then a homogeneous function of these fields

f(h2,h1) = |h2|2−αΨ
Å

h1

|h2|2−α−β

ã
, h2 < 0. (4.15)

The standard associations of critical exponents with thermodynamic observables hold in the
case when the bare and scaling fields equal another m = h1, t = h2. Here, for instance,
m could be the magnetic field. As an example, consider a simple quartic free energy density
f = minϕ{tϕ2/2 + 4ϕ4 −mϕ}. It has the homogeneous form

f(t,m) = −|t|2Ψ
(
m/|t|3/2

)
, (4.16)

5The generalization of this is the complete scaling hypothesis [184] which also allows for pressure mixing. This is
important in understanding certain divergences lattice gases [184–186].
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where the scaling function is

Ψ(ω) =

®
1/4 + ω + ω2/4 +O(ω3)

ω4/3(3/4 +O(ω−2/3))
. (4.17)

From this, together with (4.15), we can immediately read off α = 0 and β = 1/2. One can then
check that the specific heat Cµ = −∂2t f(t, 0) and the order parameter, ϕ = ∂mf , at critical field
strength m = 0 (µ = µc), indeed have power laws in t with exponents αµ = 0 and βµ = 1/2
respectively. Here we have used subscripts to denote the corresponding power laws while holding
a specific field fixed. Next, by considering the susceptibility χµ(t) = ∂2mf(t,m)|m=0 one finds
γµ = 1/3. Finally, the relation between the order parameter and conjugate, M ∝ m3 yields the
final exponent δ = 3. For such a model without field mixing, one sees how these exponents are fully
determined by α,β and hence force the Rushbrooke, α+ γ + 2β = 2, and Widom, γ = β(δ − 1),
identities6. Further, as tabulated in Table 4.5, they are clearly the same as the critical exponents.

Mean field critical exponents α = 0 β = 1/2 γ = 1/3 δ = 3
Quartic model effective exponents αµ = 0 βµ = 1/2 γµ = 1/3 not applicable
large-q SYK effective exponents αµ = 2/3 βµ = 1/3 γµ = 2/3 not applicable

Figure 4.5: Table of critical and effective exponents of two different mean field models.

In general, however, the above analysis should be done in the same way but with the replacement
t → h2, m → h1. Take for instance the SYK model which has essentially the same scaling
function, however, with the ordering field h1 = m− 2t/3. This field mixing yields comparatively
different power laws when keeping the bare (conjugate) ordering field fixed, tabulated in Table 4.5,
which do not match the critical exponents from the mean-field universality class7. Calculating the
same quantities, however, at critical ordering field h1 = 0 would yield the critical exponents as it
did for the quartic example.

4.3.1 Comparison to numerics

Given the discussion of field mixing and effective exponents, we now return to the topic of the
numerically calculated power laws. Since we know from our analytical results that the SYK
model does have field mixing, one should be careful not to mistake effective exponents for critical
exponents. Since the numerical studies focused on power laws of observables, rather than the
scaling form of the grand potential, they, in fact, calculated these effective exponents. While some
effective exponents can at times overlap with the critical exponents, this is not a general rule, as is
seen in the large-q SYK model. Further, the calculation of such power laws is numerically a highly

6These scaling laws are universal in nature [190]. Remarkably, in many experiments and exactly solved models, the
Rushbrooke inequality saturates to equality. The Widom equality holds for magnetic systems and fluids.

7For strongly correlated systems, if the interactions are long ranged, the system often has a mean-field description
[191–193]. Since the SYK model is not only long-ranged but has all-to-all coupling, such mean-field critical exponents
might be expected.
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Figure 4.7: Relative error rσ(q) = σ(∞)/σ(q) − 1 for the effective exponents, where σ(q) are the
finite q values tabulated in [180].

non-trivial task, with large numerical errors. This is reflected in the fact that three different studies
found three different sets of effective exponents.

Source α+
µ α−

µ β γ+µ γ−µ
[179] 0.61± 0.01 0.71± 0.01 0.52± 0.02 0.51± 0.01 0.80± 0.05
[180] 0.68± 0.02 0.66± 0.02 0.50± 0.02 0.51± 0.01 0.80± 0.01
[181] 0.6388 0.6644 0.6397 0.5815 0.7537

Figure 4.6: Numerically calculated effective exponents corresponding to the q = 4 cSYK model.

Note that the finite-q studies find asymmetric effective exponents. In other words, the exponents
are direction dependent. For instance Cµ(±|t|) ∼ |t|α± , where α+ is for t > 0 and α− is for
t < 0. In general, the subscript + indicates the limit from above the critical point, and a subscript
− indicates the limit from below the critical point.

Note that the final study [181], corresponding to the final row, did not mention the numerical
error. Importantly, however, the values calculated in [181], hardly ever fall within the range of the
numerical error estimated in the first two studies [179, 180]. Further, though the numerical error
was calculated in the first two studies, this error was underestimated. This can be seen in the error
range of α±

µ not overlapping.

Let us however ignore this problem of numerical error for now. Here we wish to just gain
some idea of how close our analytic results are to the approximate numerical results. Here we
will still study the overlap of these results with our analytical results when setting q = 4. To
do this, we just compare to α±

µ = 0.61, 0.71; γ±µ = 0.51, 0.80; β = 0.52 and α±
µ = 0.64, 0.66;

γ±µ = 0.58, 0.75; β = 0.64, respectively. In comparing to the average exponents, we find relative
errors, rx = x/x̄ − 1, rαµ = 0.01, rγµ = 0.01, rδ = 0.03, and rβ = 0.04, which are all rather
close to zero. Considering the finite q = 4 → 12 results for the effective exponents, we note that
there are significant finite q fluctuations around our critical exponents seen in Fig. (4.7). However,
compared to the average, the relative error always remains below 5%.
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4.4 Motivation for studying the large-q case

Let us close the chapter by giving a few additional motivations for considering the large-q cSYK
model. We start by summarizing what we have seen throughout the thesis. In Sec. 2.1 we gave
some mathematical motivation in terms of viewing the 1/q expansions as a fast converging series.
This is in agreement with the analytically proved error bound in the appendix of Louw et. al. [61],
included in Sec. 4.2.1. The key point is that these results are reflective of the q ≥ 4 results and even
predictive in the sense that one often obtains small differences when setting q = 4 in the results
which were derived under the large-q limit. Throughout the thesis, this was reflected in various
results. We saw how well the large-q results overlapped with the q ≥ 4 IR results in Sec. 2.4.1.
The overlap continued in the Lyapunov exponents discussed in Sec. 3.1.2 and even the electrical
and thermal conductivity discussed in Sec. 3.3.1.1.

We next discuss the motivation for studying such a 1/q expansion in the grand canonical
ensemble. The derived exact analytical results, including the scale invariant form of the grand
potential, have allowed us to unambiguously classify the universality class. This scale invariant
form also illustrates that one must take field mixing into account when calculating the critical
exponents. Such often overlooked field mixing implies that one should be careful to distinguish
the power laws found in observables, which we have called effective exponents, from the critical
exponents. We showed that the phase transition falls into the mean-field van der Waals liquid
universality class. While most power laws in observables are also found to overlap with mean-field,
some do not, highlighting the aforementioned field mixing. This is in contrast to the power laws
found in the numerical studies of the finite q case ([179–181]) which were non-mean-field. One
should note that all three of these studies found different power laws, which is reflective of the
notoriously large numerical error involved in such numerical algorithms used to calculate the
effective exponents.

Our results are thus in line with the belief that all-to-all models are mean-field. This statement
is not only in the sense of the power laws but also in the particular structure of the free energies
[191, 192] and dynamical properties [193].

The aforementioned mean-field van der Waals-like critical behavior is also found in charged
non-rotating, Reissner–Nordström (RN), black holes [194–196]. As such, our result may be viewed
from the perspective of the AdS/CFT correspondence, first introduced by Maldacena in [197].
In fact, the SYK model owes its renewed interest to possibly being a simple example of such
a holographic principle [56]. This mean-field behavior of most (if not all8) black holes, is a
well-known property. As such, the fact that the large-q limit is mean-field-like can be seen as an
additional verification that a dual exists, and hence a consequence of holography. Typically, such a
mapping corresponds to a weak-strong duality. Since their rescaled phase diagram corresponds
to the extremely low temperature in terms of the original variable, hence corresponding to strong
coupling. It is thus expected that the dual black hole should have a semiclassical (weakly curved)
gravitational description which is generically mean-field.

A detailed correspondence with the phase transition in (charged) RN black holes can further
constrain the type of gravity theory that the large-q complex SYK model might be dual too. These

8Some possible exceptions exist [198, 199], however, one should note the listed power laws, are, in fact, the effective
exponents, rather than the critical exponents, defining the scaling function.
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results further encourage the use of holography further away from zero temperature. It narrows
down the list of possible gravity duals to the SYK model [98]. The analytically derived expressions,
the power laws, the equation of state, and grand potential, serve as a guide towards finding this dual.
Indeed, as we will discuss next in Chapter 5, one may, in fact, find the exact bulk dual gravitational
model to the charge large-q SYK model. Such an exact, non-trivial connection between statistical
mechanics and gravity, has the potential of pointing the way to new developments in holography.

Appendix 4.A: Numerical calculation of the phase diagram
Here we give the details surrounding the numerical calculations required to produce the phase diagram. Note that we
already have the analytical expressions for both the EOS and the grand potential. As such, we only need to find the value
of µ̃ where the grand potential intersects for each temperature T̃ , illustrated in Fig. 4.8. If one rather focuses on the
temperatures where Ω̃ intersects, then we find the coexistence/binodal curve. This s the line over which the first-order
phase transition occurs. In other words we have to solve the problem

Ω̃(Q̃ℓ, T̃ ) = Ω̃(Q̃g, T̃ ), µ̃(Q̃ℓ, T̃ ) = µ̃(Q̃g, T̃ ).

This is simply done by inverting the function µ̃(Q̃, T̃ ) for each of the three segments given in pink, blue, and green, and
then solving the problem by finding the root.
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Figure 4.8: Three solutions to the equation of state. The dashed line denotes the solution which minimizes the grand

potential, i.e., it is the thermodynamically preferred state.

Doing this, one finds the following results: Near the critical point µR ∈ [10−2, 1], this curve is given by T ⋆R =
T ⋆R,num ± 1.5 · 10−3, where

T ⋆R,num(µR) ≡ 1 +

√
b(b/4− 1)(µ2

R − 1) + (1− b/2)2 + 1− b/2

b/2− 2
, b = Q̃3

cµ̃c. (4.18)

Here we have defined the reduced temperature and chemical potential as

TR = T/Tc, µR = µ/µc.

For µR ∈ [10−2, 1], the relative numerical error r(T ⋆R) = |T ⋆R(µR)/T ⋆R,num(µR) − 1| ∈ [0, 0.5 · 10−2]. It begins to

diverge at smaller chemical potentials. With the approximate coexistence line T ⋆R,num(µR), the numerics involved to

verify it become rather simple.



Chapter 5

Black hole thermodynamics

A standard layman’s description of black holes is that they are objects with such a strong gravita-
tional pull that not even light can escape. However, in the 1970s, Hawking showed that black holes
are not quite so “black” after all. In fact, they can emit thermal radiation [200, 201]. This then
allows one to associate a temperature with them. For a Schwarzschild (uncharged and non-rotating)
black hole, this is simply given by [202]

TH = 1/(8πM). (5.1)

Such Hawking temperatures thus generated the novel field of black hole thermodynamics.
In black hole thermodynamics one focuses on asymptotically anti-de Sitter (AdS) spaces with

negative cosmological constant Λ < 0. To understand why, let us consider our universe. Here
Λ > 0 acts as a negative pressure, leading to inflation. This leads to an additional horizon, the
cosmic horizon, the boundary between the observable universe and the region that is causally
disconnected from it. This seemingly innocent observation makes it very difficult to define a
well-behaved global energy. In the asymptotically AdSd+1 case, however, there is no cosmic
horizon and one can define the energy as that seen by an observer at asymptotic infinity1.

5.1 Bekenstein bound and the implication of holography

On top of a temperature, one can even associate an entropy with black holes known as the
Bekenstein-Hawking entropy [203]

SBH = A/(4ℓ2P ). (5.2)

The entropy, á la Boltzmann, is a measure of multiplicity S = kB lnW , i.e., a measure of the
number of microstates W that describe the macrostate. By the no-hair theorem, we know that any
(classical) black hole is fully described by only three parameters, namely its mass M , charge QB

1Due to the cosmic horizon in dS there is no well-behaved boundary at infinity. Further, the cosmic horizon
is associated with a nonzero temperature, i.e., it emits its own Hawking radiation. This energy competes with the
gravitational energy of the system, making it difficult to isolate the energy content attributed solely to the mass
distribution. Given a black hole the two horizons would exchange thermal radiation.

107
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and angular momentum [204]. In other words, classically, there would be very few microscopic
degrees of freedom. As such, a somewhat naive assumption would be that black holes cannot have
any significant entropy, since they appear devoid of any structure. However, the size of the Planck
length ℓP is of the order 10−35 m, hence even a small black hole is associated with a stupendous
number of microscopic degrees of freedom. The appearance of the Planck length ℓ2P = ℏGN/c3,
highlights that this is a semi-classical result stemming from quantum corrections. This entropy, as
a measure of microscopic degrees of freedom corresponding to macroscopic observables, would
imply that the degrees of freedom are quantum gravitational in nature.

Stranger even, this entropy is proportional to its horizon surface area A rather than its volume
V . In fact (5.2) serves as a bound on entropy [205]. To see this, consider an ordinary quantum
system with mass2 M − δM and entropy S0, filling a sphere with area A. By forcing δM energy
into the sphere, so keeping A fixed, with entropy δS, the system necessarily collapses into a black
hole with mass M . From the second law, the entropy must increase: S0 + δS ≤ SBH, and we
conclude that S0 ≤ SBH. In other words, SBH is the maximum entropy that can reside in a region
of area A. To see how strange this is, let us consider a lattice of N particles. For large temperatures,
the von Neumann entropy is proportional to the effective degrees of freedom S = αN ln 2. Since
the Hilbert space dimension is 2N , the maximum entropy would correspond to α = 1. For a
spherical lattice with lattice spacing a, the volume is approximated by V = a3N [206]. Hence, the
typical entropy for a quantum system satisfies a volume law, which will, at astronomical volumes,
overshoot (5.2). As such, a theory of quantum gravity would naturally have to yield an enormous
reduction in effective degrees of freedom. In other words, a quantum gravitational system of volume
V must be fully encodable on its surface of area A. This is the holographic principle [207].

The goal of holography is to find the lower dimensional model living on the surface. This is
typically done in string theory, for instance, the first AdS/CFT correspondence [197]. Finding
and understanding such mappings is a very difficult task. We have a more modest goal: to find a
quantum mechanical model which shares some aspects of gravity at the semi-classical level [126].
Here we focus on a condensed matter-gravity duality. Such dualities have been studied in the
past to understand non-Fermi liquids in (2 + 1)-dimensions, so-called holographic strange metals
[52, 208–210].

5.1.1 Simplest model for holography

Here we focus on the simplest example, namely the (0 + 1)-dimensional cSYK model. We start
by motivating that such a duality exists by identifying non-trivial universal behaviors in gravity,
then seeing if these features are matched by the cSYK model. The gravitational features should
ideally be shared with all black holes. The original universal feature which was shared by both
the condensed matter model (SYK) and gravity was the saturation of the chaos bound discussed
in Chapter 2 [56]. The simplest illustration of where this MSS Lyapunov exponent occurs is in
the trajectories of a test particle at a fixed point close to the event horizon as illustrated in Fig.
5.1. A linear stability analysis would then yield a Lyapunov exponent saturating the MSS bound
λL = 2πTH, where TH is the Hawking temperature of the black hole [134].

2Here we are still using the same symbols as the paragraph before, so M is the mass of a black hole which would
have area A.
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Figure 5.1: Schematic representation
of a particle and its geodesic near the
outer horizon r+ of a black hole. Im-
age adapted from [211].

Based on holography, the focus was placed on (1 +
1)-dimensional gravity. Indeed, the simplest non-trivial
example of such a gravitational model, known as Jackiw-
Teitelboim (JT) gravity, has the same infrared symmetry
breaking as the SYK model [212]. Both of these shared
features are in the IR limit, meaning one focuses in on the
low-temperature regime, meaning the near-extremal limit
of the black hole.

In this chapter, we extend the picture of holography to
all temperatures. An indication that this might be possible
lies in the fact that second-order phase transitions also
occur in charged non-rotating, i.e., Reissner-Nordström
(RN), black holes. The connection arises in that their
universality class directly overlaps with that of the charged SYK model [61]. To understand this,
we start by introducing the formalism of black hole thermodynamics.

5.2 Regularity of the spherically symmetric metric

Our main focus is on non-rotating black holes in (d + 1)-dimensional space-time. As such we do
not mention the case of non-zero angular momentum in the work, however, most results can be
extended to such cases [195]. Due to rotational symmetry, the metric takes on the rather simple
form [195]

ds2 = −f(r)dt2 + f(r)−1dr2 + r2dΩ2
d−1, (5.3)

where dΩ2
n is the metric on the round unit n-sphere Sn. These are the kinds of static metrics we

will focus on throughout this chapter. They are defined by their (em)blackening factor f(r), which
has a root at the event horizon r = r+ of the black hole, effectively ”blacking out” the region
behind the horizon from the outside observer’s view. With this, the metric becomes singular, hence
the radial coordinate r loses its meaning as a distance measure. A standard charged black hole
has two roots f(r±) = 0, the largest of which is the event horizon, while the smaller r− < r+
corresponds to the Cauchy horizon illustrated in Fig. 5.1.

5.2.1 Black hole temperature from the Euclidean-trick

Black hole thermodynamics is studied in Euclidean time τ = ıt (Wick rotating). In the near-horizon
regime r = r+ + δr, we find an effective two-dimensional metric ds2eff = dR2 +R2dΘ2, where

R ≡ 2√
f ′(r+)

√
δr Θ ≡ τf ′(r+)

2
.

As such, given a negative cosmological constant, the space maps from AdSd+1 → AdS2 × Sd−1,
where Sd−1 is the (d − 1)-sphere. Here the metric ds2eff is that of flat two-dimensional Euclidean
space, viewed as polar coordinates of a sheet of paper. If you cut a wedge, then you remove part
of the range of Θ. Connecting the paper, one is left with a cone, which has a singularity at the
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tip (R = 0), where the radial coordinate vanishes. The space is locally flat everywhere, except at
this conical singularity, where the curvature is infinite. Such an irregular Euclidean metric at the
horizon would yield a divergent Euclidean path integral; hence an undefined partition function used
to determine the thermodynamic properties of the black hole. As such, we impose the regularity
condition, which imposes a constraint on the imaginary time coordinate. In particular, the conical
singularity only disappears if we take it to be periodic with a periodicity of Θ = 2π. The metric
is then that of a circle dΩ1. We identify the corresponding value of τ with the temperature of the
black hole

βH = 4π/f ′(r+), (5.4)

which is analogous to the period in the KMS relation identifying the temperature. This is the
so-called Euclidean trick, which is one of many simplified ways to derive rather non-trivial results
in the field of black hole thermodynamics. Take for instance an uncharged black hole in d = 3,
with f(r) = 1− 2M/r. From this, f ′(r+) = 1/(2M), with a horizon at rH = 2M . With this, one
can directly verify that it yields the same temperature TH = 1/(8πM) as the Hawking radiation
formula (5.1). This gives us all the requirements to derive the Bekenstein-Hawking entropy. From
the relation of entropy to energy (mass), we know that ∂MS = β = 8πM . Hence, we are left with3

S = 4πM2 = A/4. We will see another example of such a simplified trick in Sec. 5.3.1.1, which
will yield a relation between the mass and other thermodynamic quantities.

5.3 Phase transitions in black holes

Figure 5.2: Schematic plot of
Gibbs free energy for a black hole
with a Hawking-Page transition.

In studying Schwarzschild (nonrotating, uncharged) black holes
in AdS, one finds a Gibbs free energy [213] as plotted in Fig.
5.2. Note that there exist two black hole phases, one small,
and one large. The small black hole always has a larger Gibbs
free energy than the large black hole; hence it is never ther-
modynamically favored. However, as the larger black hole’s
temperature decreases, it becomes unstable. Here one then finds
one additional phase, which one might suspect from black hole
evaporation through thermal Hawking radiation. Below a tem-
perature THP, the (chaotic) larger black hole will spontaneously
evaporate into a (regular) radiation phase. This is the non-zero
to zero entropy Hawking-Page transition4[200]. We saw such
an entropy drop in Chapter 4 in the SYK chaotic-to-regular

transition. Because of these similarities with black-hole phase transitions, analogies have been
drawn to the gravitational collapse of branes, with extended (non-point-like) singularities, [179]
and the Hawking-Page transition [215, 216]. This is, however, a first-order phase transition; hence

3While we derived this in the case of a simple uncharged non-rotating black hole, remarkably the same area law is
found in all standard black holes.

4There are also non-zero entropy quantum corrections; thus one should perhaps be careful to specify that we are
focusing on the classical HP transition with a zero entropy phase. This PT can also be connected to quark-gluon
confinement-deconfinement transitions [214].
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there are no associated critical exponents. Since we want to compare universality classes, we must
consider charged black holes.

5.3.1 Black hole chemistry in vacuum pressure

Figure 5.3: Black hole
chemistry phase diagrams
adapted from [194].

Our main focus will be on RN (non-rotating charged) black holes in
(d + 1) dimensional space-time, under a variable Λ [194–196, 198,
199, 217]. Given that the cosmological constant Λ induces a vacuum
pressure in spacetime, one can associate it with a thermodynamic
pressure P = −Λ/(8π). Since this pressure couples to the curvature,
it also enters into the blackening factor [196, 217]

f(r) = 1− 2γdMr2−d +Q2
Br

2d−4 + υdPr
2, (5.5)

where the mass M is given by the Smarr relation which we will
discuss in Sec. 5.3.1.1. The thermal AdS solution corresponds to
M = QB = 0. Here the proportionality constants

γd =
4Γ(d/2)

(d − 1)π(d−2)/2
, υd =

16π

d(d − 1)
, (5.6)

enforce the first law of black hole thermodynamics

dM = THdSBH +ΦthdQB + VthdP. (5.7)

Here Φth is the surface electrical potential of the black hole corre-
sponding to a charge QB.

Seeing as this vacuum pressure defines the asymptotic curvature
of the theory, thermodynamics over multiple values of Λ amounts to
an ensemble over different geometries. A strong interpretation of this
might be that this implies that we are doing thermodynamics over
different universes, which indeed sounds rather absurd. There are, however, multiple motivations for
considering a variable Λ [194]. For one, physical constants can correspond to vacuum expectation
values, which can in principle fluctuate. For instance, its value might be at a local minimum of
the free energy, but not the global minimum. One would then have to include variations of these
expectation values in the first law (5.7) to obtain the full equilibrium picture.

A second motivation is that, in allowing for a variable Λ, one obtains a richer phase diagram
for charged black holes. The unstable small black hole phase remains, however, because of charge
conservation, the black hole cannot fully evaporate via uncharged Hawking radiation. It can radiate
up until a point, leading to another smaller black hole. This is the third phase, and it again becomes
thermodynamically favorable below some transition temperature. These results are rather universal
in that they are fairly independent of dimension d as long as d > 2. Most (if not all) of these black
hole PTs [194, 196] fall into the same universality class as the SYK model [61]. In the extended
space, the phase transitions are between a small and large BH [194] as plotted in Fig. 5.3.

An extremal black hole is characterized by having the minimum possible mass (the smallest
black hole) before evaporating, given charge and angular momentum. As the black hole approaches
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extremality the two roots r± of f(r) merge into a turning point f ′(rH) = 0. Recalling that this is
directly proportional to the Hawking temperature, we note that the black hole is extremal when
TH → 0. Note that in all of these examples, the order parameter is always a function of the horizon
radius rH.

5.3.1.1 Mass from the Smarr relation derivation

A third motivation for introducing a thermodynamic pressure is that such fluctuations must be
included to have consistency with the scaling of the Smarr relation and the first law of black hole
thermodynamics. The black hole mass M is then the total energy required to create a black hole
and place it in a cosmological (negative Λ) environment, i.e., the enthalpy. The pressure P is then
the conjugate to the “thermodynamic volume”

Vth =

Å
∂M

∂P

ã
S,QB

. (5.8)

While this volume often overlaps with the volume enclosed by the event horizon radius r+,
deviations occur in lower dimensions. This is the reason we call it the “thermodynamic volume”.

We now present a standard method to derive the Smarr relationM = MSm(A,P,QB) in d > 1
for the mass [218]. Let us consider the mass from a dimensional analysis perspective. To do this,
define a dimensionless re-scaling of the radius φ+ = r+/ℓ. Doing so, one would imagine that the
units in which we are measuring length ℓ should only affect the mass by a proportionality factor.
This is because, in our natural Planck units, the mass will scale with length as ℓd−2. This argument
provides some motivation for the assumption that MSm should be a homogeneous function

MSm(λ
∆AA, λ∆PP, λ∆QQB) = λ∆MMSm(A,P,QB). (5.9)

This often holds, for instance, in the case of a charged black hole in d = 3 [194] the mass is
M = SBHTH − 2PVth +QBΦth with

SBH = πℓ2φ2
+, TH =

1

4πℓφ+
− Q2

B
4πℓ3φ3

+

+ 2Pℓφ+, Vth =
4πℓ3φ3

+

3
, Φth =

QB

ℓφ+
. (5.10)

If we now change the length scale ℓ → λℓ, we see how all other quantities scale in return. In
particular, we find X → λ∆XX , ∆P = −2, ∆Q = 1, together with conjugate scalings ∆V = 3,
∆Φ = 0, which altogether sums to 1 and leads to ∆M = 1.

In general, the scaling dimensions may be read off from dimensional analysis on (5.5)5

∆A = d − 1, ∆P = −2, ∆Q = ∆M = d − 2.

Differentiating (5.9) w.r.t. λ, and setting λ = 1 yields Euler’s theorem

∆MM = ∆AA∂AM +∆PP∂PM +∆Q∂QBM. (5.11)
5To a condensed matter physicist it might seem strange to find mass (for d = 3) scaling with length, given the

Compton wavelength λ ∝ 1/M , the larger the mass, the more localized it becomes. Restoring units around this mass
however yields MGN/c

2, which has dimension length. Here GN/c2 has dimension length squared in (condensed
matter) natural units (ℏ = c = 1); thus there is no contradiction here.
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Using the first law of black hole thermodynamics (5.7) and identifying the Bekenstein-Hawking
entropy as SBH = A/4 yields the relation

M =
∆A

∆M
SBHTH − 2

∆M
PVth +QBΦth. (5.12)

5.4 JT gravity and SYK

Based on AdS/CFT, the SYK dual should be a (1 + 1)-dimensional model of gravity. One can
already see from the divergences in (5.6), that the d = 1 case needs to be treated differently. The
(1 + 1)-dimensional Einstein-Hilbert action is given by

S =
1

GN

∫
d2x

√−gL

where R2 is the two-dimensional Ricci scalar (curvature) and g is the determinant of the metric
tensor. For the standard Lagrangian L ∝ φ0R2, this action is trivial6 in the sense that the solutions
are invariant under any conformal deformations. Thus, for ordinary Einstein gravity, every metric is
a valid solution and it has no phase transitions. As such, in search of this dual, we consider gravity
coupled to a dynamical dilaton field φ. The simplest of such theories is that of uncharged JT gravity
L ∝ φ[R2 − 8πP ] in AdS2. The fluctuations in φ weakly break the conformal symmetry down
to SL2(R), a feature which should sound familiar from the discussion in Sec. 2.3.2. Indeed, JT
gravity is believed to be the low energy gravitational duel to the Majorana fermionic SYK model
[56]. It is also possible to obtain the low-energy dual to the SYK model, by dimensional reduction7

of higher dimensional theories [220–222]. This reduction yields the above JT action together with
a Schwarzian boundary term [96].

The SL2(R) invariance of JT gravity is also reflected in the metric ds2 = −f(r)dτ2E −
f(r)−1dr2, given here in Euclidean time. To start, let us consider the metric in terms of the tortoise
coordinates dr/drT = −f(r)

rT =

∫ ∞

r
dxf(x)−1.

Now the metric takes the simple diagonal form ds2 = f(r)[dτ2E + dr2T ]. We can write our metric
on the conformal gauge form ds2 = e2w(t1,t2)dt1dt2 by transforming to the coordinates t1(z) and
t2(−z̄), where z = rT + ıτE , i.e., transforming to coordinates8 u1(t1) = z and u2(t2) = z̄. This
yields

e2w(t1,t2) =
f(r)

τ̇1τ̇2
= −u̇1(t1)u̇2(t2)

drT /dr
.

6The scalar curvature is proportional to the Euler characteristic, and thus the model is also sometimes said to
be topological. If we also consider a non-zero cosmological constant R2 → R2 − 8πP the analysis becomes more
complicated, since the Euler-Lagrange equations imply a degenerate metric.

7In particular, this is a so-called Kaluza-Klein reduction since it is of the same spirit as Kaluza’s original dimensional
reduction from d = 4 to d = 3 [219].

8A particular case of such coordinates are the Kruskal coordinates [223, 224] t1 = eκz t2 = −eκz̄ , which leaves
τ̇1τ̇2 = −κ2e2κrT . Note that ıτE ± rT almost takes on the form of light-cone coordinates, however, we have changed
from the proper distance r for an observer at infinity, to rT . Here κ = 2πT is the surface gravity as well as the maximal
Lyapunov exponent
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The above metric takes on the Poincaré form

ds2 = R2
2

dτ2E + dr2T
r2T

,

in the case of simple JT gravity we havef(r) = −8πP (r − rH)
2 [96]. Such a metric may be

explicitly written in an SL2(R) (the isometry group of AdS2) invariant form

ds2 = −(8πP )2
4u̇1(t1)u̇2(t2)

[u1(t1)−u2(t2)]2
dt1dt2.

In the case where u1(t1) = eıπ(v/2+1)+σt1 and u2(t2) = e−ıπ(v/2+1)+σt2 , where σ = κv, we
are left with the function

ew(t1,t2) =
σ8πP

sec(πv/2− ıσ(t1 − t2)/2)
.

In other words, the metric is invariant under any Möbius transformation

u → au+ b

cu+ d
, a, b, c, d ∈ R, ad− bc = 1.

5.4.1 Eulerian-trick for AdS2

We are interested in the Smarr relation for d = 1, corresponding to the cSYK dual. Consider
the first parameter in MSm, the “area” A. A re-scaling in length is only captured by A when it
is dimensionful. In d = 1 the area, however, lacks dimension as well as a clear interpretation.
To get around this one can consider d = 1 + ϵ dimension for small ϵ, one is left with an entropy
SBH = 2Ap/4 +O(ϵ), where the “area” Ap = 1 is that of a “point” [225]. In the limit as ϵ → 0
the above formalism could then argue that M = 2THSBH − 2VthP for the uncharged case.

There is however a more fundamental generalization of the Bekenstein-Hawking entropy known
as the Wald entropy [226]. For two-dimensional JT gravity, this entropy is proportional to the
dilaton SW = φ+ [227, 228]. Here the dilaton is proportional to the radius φ = γr, where we set
γ = 1/ℓ without loss of generality, to reflect the fact that the entropy, while being proportional to
the radius, is, in fact, dimensionless. Let us consider a charged black hole9 with mass, volume, and
surface electrical potential given by

M = PVth +QBΦth/2, Vth = ℓφ2
+/2, Φth = −ℓQBφ+, (5.13)

respectively. The last factor of a half in the above mass M means that this is inconsistent with
(5.12). The mistake arises from ∆A = 0, where the concept of an area does not have a clear
meaning. One might attempt to remedy this by focusing rather on the Wald entropy. It, however,
has the same scaling dimension ∆S = 0, so the same problem.

9The particular Lagrangian will be discussed in Sec. 5.5.1. This case corresponds to U(φ) = φ, W(φ) = 1, we
have QB = −∂rAt = ∂rΦ and V = ∂rU , implying that Φth = QBφ+/γ and Vth = φ2

+/(2γ).
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5.4.2 Motivation from changing length scale

To get a more in-depth understanding of these results, let us first provide additional motivation for
the homogeneous Smarr relation and see what this implies for the d = 1 case.

We now propose a more general formalism which rather considers the homogeneous function
MSm(ℓ, P,QB), i.e., the role of A is replaced by the length scale ℓ. The same application of Euler’s
theorem modifies the expression (5.12) to

M =
1

∆M
ℓ∂ℓM − 2

∆M
PVth +QBΦth, (5.14)

where ∆ℓ = 1. For the standard d > 1 case everything stays the same, since ℓ and φ+ always
enter the M as powers of r+ = ℓφ+, for which ℓ∂ℓ(ℓφ+)

n = ∂r+r
n
+. Then via the chain rule

ℓ
∂M

∂ℓ
= r+

∂M

∂r+
= (d − 1)rd−1

+

∂M

∂rd−1
+

= ∆AA
∂M

∂A
.

This can also be verified directly for the example (5.10). The results do, however, change for
d = 1 where the dilaton coupling introduces another length-scale γ, which we set equal to 1/ℓ,
M = 2PVth +QBΦth − ℓ∂ℓM , where the right-hand side reduces to

ℓ∂ℓM = ℓ
Pφ2

+ +Q2
Bφ+

2
= PVth +QBΦth/2 (5.15)

which indeed yields the expression (5.13). The same result is obtained for the most general
deformed JT gravity coupled with a Maxwell field, as we will see in Chapter 5.5.1.

5.5 Holographic mappings beyond the zero temperature limit

Thus far the focus of holography in the SYK model has been on the strongly coupled (IR) regime
βJ → ∞. Straying away from this regime means that one no longer has a conformal symmetry.
As such, away from the IR regime, based on AdS/CFT, one would not necessarily expect there to be
any gravitational dual (for any q). For ordinary Majorana SYK models, this dual appears to be the
simplest (1 + 1)−dimensional gravity with a dilaton field, namely Jackiw–Teitelboim (JT) gravity.
For the complex SYK model, one would further consider coupling JT gravity to a Maxwell field.

In the below-included preprint, in Sec. 5.5.1, we extend the holographic mapping. We do this
by again focusing on the large-q cSYK model for which the full partition function can be calculated.
This is in contrast to the finite q case, where the only analytical solutions are in the IR regime.
We show that perhaps the most important universal feature, the universality class, is also shared
between the cSYK model and gravity. However, we require two adjustments to the proposed JT
gravity. Even for some standard variants of Einstein gravity in d = 1, there is no second-order
phase transition (PT) [217, 229, 230], including ordinary JT gravity. As such we deform the model
of JT gravity and coupled it to a Maxwell field, with the resulting Lagrangian

L(φ,A) = φ

4π
R2 + P U(φ)− W(φ)

4
F (A)2. (5.16)
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The resulting model not only has a second-order phase transition with the same critical and
effective exponents, i.e., the same field mixing, but it also has the same partition function [130].

We also go beyond matching the partition functions and also consider the Lyapunov exponents
on the gravitational side via linear stability analysis. In the maximally chaotic regime, we get perfect
overlap. In the low-temperature regime, where the condensed matter system has a chaotic-to-regular
PT, the results are inconclusive due to the back action being ignored.
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5.5.1 Preprint: Matching partition functions of deformed JT gravity and the
charged SYK model

Reprinted article with permission from
Jan C. Louw, Sizheng Cao, and Xian-Hui Ge

Author contributions J. C. L. did the analytic calculations and wrote the manuscript. S. C.
verified some of the analytical calculations and produced all figures. X-H. G. revised parts of the
manuscript and suggested linear stability analysis to extract the Lyapunov exponent. All authors
contributed parts to the manuscript and discussed the results.



Matching partition functions of deformed JT gravity and cSYK model

Jan C. Louw ,1 Sizheng Cao,2 and Xian-Hui Ge2, 3

1Institute for Theoretical Physics, Georg-August-Universität Göttingen, Friedrich-Hund-Platz 1, 37077 Göttingen, Germany
2Department of Physics, College of Sciences, Shanghai University, 99 Shangda Road, 200444 Shanghai, China

3Shanghai Key Laboratory of High Temperature Superconductors,
Shanghai University, 99 Shangda Road, Shanghai 200444, China

(Dated: May 19, 2023)

Motivated by recent analogies between the large-q cSYK model and charged black holes, we aim to find a
concrete gravitation theory with a matching partition function. Our main focus is to match the thermodynamics
of the (0 + 1)-dimensional cSYK model, with that of a (1 + 1)-dimensional gravitational model. We focus on a
model of deformed JT gravity, characterized by some unknown dilaton potential function and unknown dilaton-
to-Maxwell field coupling. By finding the general solutions, we are able to find the Lagrangian which produces
the same partition function and equation of state as that of the considered SYK model. We go beyond showing
that the thermodynamics overlaps by also showing that the Lyapunov exponents, characterizing the degree of
chaos, overlap close to the second-order phase transition. In the low-temperature rescaled regime, there remain
open questions about the Lyapunov exponents, given that our analysis ignores the black hole back action which
can be large in this regime.

I. INTRODUCTION AND OUTLINE

The Sachdev-Ye-Kitaev (SYK) model is a simple quantum
model that proposes a gravity-condensed matter correspon-
dence. One of its key findings is the emergence of confor-
mal symmetry with nearly AdS2 geometry in its configuration
space of reparametrization modes [1], which is also observed
in black holes. Both systems are also maximally chaotic [2, 3].
Significant progress has been made in understanding this du-
ality, including the discovery that fluctuations away from con-
formality are described by a Schwarzian action [4], which is
also the boundary theory of Jackiw-Teitelboim (JT) gravity.
There is a wealth of literature on the connections between the
SYK models and JT gravity [3–15]. The chaotic-integrable
transition in the SYK model can be achieved by introducing a
generalized SYK model with an additional one-body infinite-
range random interaction [16]. This transition is interpreted
as the Hawking-Page (HP) phase transition in the bulk gravity
[16].

Attempts have been made to extend such holographic
analogies to charged black holes by considering complex SYK
(cSYK) models [17]. The cSYK model exhibits a second-
order phase transition in the maximally chaotic regime, which
is believed to be associated with a universal class of phase
transitions in spherical Reissner-Nordström (RN)-anti-de Sit-
ter (AdS) black holes [18, 19]. On a thermodynamic level,
analogies have been drawn between RN black holes and van
der Waals liquid-gas phase transition, and recently also to the
phase transition found in the cSYK models [17, 18]. Simi-
lar phase transitions can be found in (1 + 1)-dimensional de-
formed JT gravity if a dilaton coupling is included [7]. The
power laws associated with the continuous phase transition
match those of the cSYK model. Given this, it is natural to
ask how explicit one can make such analogies. For instance,
would it be possible to have a gravitational model with the
exact same thermodynamic potential and equation of state?
Similar questions can be asked about the Lyapunov exponents
reflecting the degree of chaos found in the respective models.

In this paper, we give partial answers to these questions.

We explore the phase structure of deformed JT gravity and
the cSYK model by comparing their partition functions. Our
focus is on the on-shell physics, which corresponds to the
solutions that minimize the action and characterize the lead-
ing order thermodynamics. To achieve this, we consider the
q/2-body interacting complex SYK model. One can then de-
rive the exact thermodynamic potential in powers of 1/q. On
the cSYK side, we place emphasis on the fluctuations away
from on-shell, described by the Schwarzian [20], by neglect-
ing the q-dependent contributions. In the context of hologra-
phy, the focus is usually placed on these off-shell fluctuations
[21, 22]. Typically, these fluctuations cannot be ignored at
nonzero temperatures. The resulting action can be expanded
around the conformal solution to yield fluctuations described
by the Schwarzian action. However, by expanding in 1/q,
we find that they are sub-leading, in orders of 1/q, to the on-
shell contributions [20]. The 1/q expansion, however, goes
beyond this, also providing information about the harmonic
oscillator-like phase, where conformal symmetry is strongly
broken [23, 24]. This is because it provides the full phase
diagram to leading order in 1/q, hence it is not restricted to
certain charge densities or low temperatures.

As for finding the candidate bulk dual, we start with a
rather general model of deformed JT gravity. It is character-
ized by a dilaton potential energy U and a dilaton coupling
W to Maxwell fields. In the context of the charged SYK
model, such a theory has been proposed before as the low-
energy dual [8]. Since the focus was placed on the low-energy
limit, the considered deformations, were power laws. To cap-
ture the thermodynamics away from the strictly low-energy
limit, we must consider more general deformationsW and U .
This is possible, since, like large-q cSYK, the generally de-
formed model admits exact solutions [25]. Starting with some
unknown potentials W and U , we calculate various quanti-
ties. For instance, we find the general form of the equation of
state (EOS), which is related to the Hawking temperature TH,
the Wald entropy SW and the Arnowitt-Deser-Misner (ADM)
massM . We also find the associated Gibbs free energyG. All
of these quantities are given in terms of the unknown functions
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U and W , which we constrain such that we obtain the same
thermodynamics as the cSYK model.

By expressing the charge density as a function of the en-
tropy, we are able to show that the same thermodynamic re-
lations hold for both models. This relation allows us to iden-
tify the enthalpy on the SYK side, while the ADM mass cor-
responds to the enthalpy on the gravitational side. Equating
these two enthalpies, we show that the equations of states also
match. This requirement then fixes the potentials, identifying
the sought deformation. It is further shown that their partition
functions exactly matchZcSYK = ZdJT, in the regimes of inter-
est. With this bulk dual, we go on to describe its gravitational
properties, such as its scalar curvature, and how it relates to
the condensed matter system.

We find two different dictionaries which still provide the
same thermodynamics, These correspond to the two different
analogies that one can draw between the van der Waals liquid,
RN black holes, and the complex SYK model [18, 24].

II. THE q-DEPENDENT CSYK MODEL

We start from the q/2-body interacting cSYK model [26]

Ĥ = J
∑

1≤i1<···<iq/2≤N
1≤j1<···<jq/2≤N

X
i1···iq/2
j1···jq/2c

†
i1
· · · c†i q

2

cj q
2

· · · cj1 , (1)

with a conserved U(1) charge density Q̂ = 1
N

∑
i c
†
i ci − 1/2,

with expectation values Q ∈ [−1/2, 1/2], where c†, c are
fermionic creation and annihilation operators, respectively.
Here N is the number of lattice sites, hence the thermody-
namic limit corresponds to taking N → ∞. The couplings,
X , are complex random variables with zero mean, and a vari-
ance |X|2 = [q−1(q/2)!]2[2/N ]q−1. We will work in the
grand canonical ensemble

ZcSYK = tr exp(−β[Ĥ − µN(Q̂ − 1/2)]).

By considering q/2-body interactions instead of two-body
interactions, one may solve the SYK model exactly, treating
1/q as an expansion parameter. It was first pointed out by
Davison et al. in [21] that the equilibrium state described by
H (1) tends to free fermions, for any non-zero charge density
Q = O(q0), in the large q limit. This can be seen in the
effective interaction strength

J (Q) ≡ J [1− 4Q2]q/4−1/2 (2)

going to zero as q → ∞. Even for small charge densities
J (Q) ∼ e−qQ

2

J . To avoid this tendency, Davison et al.
considered an altered Hamiltonian Halt(βµ), where the bare
system coupling J → Jalt(βµ) grows as a function of in-
verse temperature β and chemical potential µ to compensate
for the effective suppression. The acquired βµ-dependence of
Halt(βµ), however, leads to starkly different thermodynamics
fromH (1), for any q [23, 27], as discussed in App. E.

By not making any changes to the Hamiltonian (1), we
preserve the non-trivial thermodynamics at small fluctuations

FIG. 1. Schematic phase diagram for our particular deformed JT and
cSYK models in different q-scaling regimes under the large-q limit
condition. The upper regime encompasses the critical endpoint of the
coexistence line. Close to the origin, there is a near-extremal phase
transition.

Q = O(q−1/2) away from Q = 0 [17]. Remarkably, this
unaltered cSYK model leads to a liquid-gas phase diagram
which bares a striking resemblance to the small-large black
hole phase diagrams found in black hole thermodynamics.
The “liquid” and “gaseous” phases reflect their respective
(charge) densities. In particular (1) exhibits a phase transition
below a critical temperature Tc = O(q−1) or critical chem-
ical potential µc = O(q−3/2) [17] because the temperature
is q-dependent and the scaling transformation given in [21] is
broken. Explicitly the critical point is at

Tc = 2J (Qc)/q, µc = 6TcQc, Qc =
√

3/(2q). (3)

Regarding the relation to gravity, there are two regimes of
interest, the first considers a scaling T = q−1T̃ , µ = q−3/2µ̃,
with tilde’d quantities are q-independent. Around the tran-
sition point, the strongly coupled cSYK model dominates
due to the relatively small charge densities. This rescaled
regime corresponds to the IR regime, small βJ , hence both
phases are maximally chaotic, reflected in their Lyapunov ex-
ponents saturating the Maldacena-Shenker-Standford (MSS)
bound λL → 2πT [3]. This feature is shared with black
holes. In particular, it is shared by both large and small black
hole phases in the extended space [18]. The corresponding
phase transition also shares a universality class with that of
the cSYK model. Both cases have mean-field critical expo-
nents.

We further consider a second rescaled regime T = q−2T̄ ,
µ = q−2µ̄, where barred quantities are held fixed as q → ∞,
with the corresponding phase diagram given in fig. 1. The
gaseous phase in this regime corresponds to an uncharged,
Q = 1/q (in the large q limit), and maximally chaotic SYK
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FIG. 2. The chemical potential µ̃ as a function of the charge den-
sity Q̃, the dash lines of different colors represent the real physically
acceptable solution which satisfies the Maxwell area law.

model. The liquid phase becomes incompressible and has an
exponentially small entropy which tends to zero. The incom-
prehensibility stems from it reaching a maximal charge den-
sity, which is of the orderQ = O(q0). As noted before, such a
large density fully suppresses the SYK interactions, yielding
a free non-interacting model. The non-zero to zero entropy
drop is analogous to the black hole to the thermal radiation
Hawking-Page transition. In the large q limit, the jump in
charge density from 1/q to 1/2, caused by a small perturba-
tion µ0 = 4J/q2 to the chemical potential, is reminiscent of
spontaneous symmetry breaking. To see how this behavior of
the charge density nearby the coexistence line emerges, we
can go back to the first scaling regime and plot the chemi-
cal potential µ̃ as a function of charge density Q̃. One can
directly find that as the decreasing of the temperature T̃ , the
charge density of liquid phase Q̃l goes to infinity which im-
plies that the corresponding non-rescaled charge density Ql
is the order of O(q0) as the rescaled temperature T̃ goes to
zero. At the same time, the charge density of the gas phase
vanishes. This phenomenon indicates the jump in the charge
density we described above. This highlights a difference be-
tween the two rescaled regimes. In the first regime, close to
the critical point, the liquid and gaseous charge densities are
of the same order. As such, for the specific rescaled quantities
(µ̃, T̃ , Q̃), the limit as q →∞ is well-defined.

In the regime associated with the zero T limit, we have two
different scalings in the charge density, namely Q = O(1/q)
and Q = O(q0). As such, the two charge densities diverge
from one another. For any finite, but large q, the phase transi-
tion still exists. In the limit q → ∞, one can, however, argue
that this phase transition no longer makes sense due to this di-
verging separation. Similarly, the limit of a spherical to a flat
Euclidean space as the parameter k → 0 [28], the phase tran-
sition also disappears, in which the parameter k represents the
topological parameter of the RN-AdS black hole [29]. In this
sense, one might be able to associate k with 1/q.

III. THE DEFORMED JT GRAVITY MODEL

We consider general deformed JT gravity [30] together with
coupling to a Maxwell field [25], with action

I[ϕ,A] = G−1
N

∫

M

d2x
√−gL(ϕ,A) + Ibdy.

Here the boundary action contribution Ibdy, described in App.
A 2, regularizes the theory. In (1+1)-dimensions, the constant
GN is dimensionless in natural units ~ = c = 1. Its inverse
will play the role of the large parameter N selecting out the
on-shell solution in the classical limit. To have a well-defined
limit, we must focus on ”intensive” quantities, for instance
focusing on the intensive bulk Lagrangian density

L(ϕ,A) =
ϕ

4π
R2 + P U(ϕ)− W(ϕ)

4
F (A)2, (4)

instead of L/GN. Here Fµν = ∂µAν − ∂νAµ is the elec-
tromagnetic tensor and R2 is the 2-dimensional Ricci scalar.
The dilaton ϕ couples to the electromagnetic field via a term
W(ϕ). The field also has its own potential energy PU(ϕ),
where we have a thermodynamic pressure term P . This pres-
sure is associated with a negative cosmological constant [19],
which is the pressure of empty space. Since the characteristic
length scale is associated with the scalar curvature at the con-
formal boundary, we would assume it to be related in some
way to the interacting contribution of the quantum system.

We assume the black hole solution, in the Schwarzschild
gauge, takes the form ds2 = −f(r)dt2 + dr2/f(r). Solving
the Euler-Lagrange equations, see App. A, we find the dilaton
field solution (A11) ϕ = γr, where γ is the dilaton coupling
strength. Setting γ = 1 amounts to measuring distance in
units of γ. We also have the emblackening factor (A15)

f(r)/(4π) = −M + PV (r)−QBAt(r)/2, (5)

for some integration constant M and black hole charge QB.
Here we have defined the anti-derivatives

V (r) =

∫
dr U(r), At(r) = QB

∫
dr

1

W(r)
. (6)

By definition, the event horizon is at the root r = rH of
f(r), i.e., f(rH) = 0. With this, (5) implies

M = PVth +QBΦth/2, Vth ≡ V (rH), Φth ≡ −At(rH),
(7)

where we have defined the thermodynamic quantities as (6)
evaluated at the horizon ϕ0 = rH. For instance, in black
hole chemistry, the pressure is conjugate to the volume [31]
leading to the identification of Vth as the thermodynamic vol-
ume. We identify, as usual, the Hawking temperature as
TH ≡ f ′(rH)/(4π) which is the conjugate to the Wald entropy
[32] SW = rH. As such the function M(S, P,QB) satisfying
the differential relation

dM = ΦthdQB + VthdP + THdSW, (8)
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which is the first law of (black hole) thermodynamics [19],
which also serves to define the thermodynamic volume. In-
deed, it can be identified as the ADM mass [33]. In consider-
ing Φth to be the black hole’s chemical potential [25], we may
also view it as an enthalpy. From (8), using SW = rH, we may
also obtain the EOS

TH =

(
∂M

∂SW

)

P,QB

= PV ′(rH)− QB

2
A′t(rH), (9)

where, unless specified otherwise, derivatives are evaluated
keeping P and QB constant, V ′(rH) ≡ (∂rHV (rH))P,QB .

The thermodynamic potential which selects out the favor-
able state is the Gibbs free energy [19] G(TH, P,QB) =
M − THSW. This is identified with the on-shell action (A24)
of the uncharged black hole dual to the described charged sys-
tem. All other expressions would remain unchanged if we had
instead worked with this uncharged dual from the start. The
Gibbs free energy also arises naturally in the dimensionality
reduction of (3 + 1)-dimensional charged black holes [25].

IV. MATCHING THE PARTITION FUNCTIONS

Our goal is to find the gravitational Lagrangian dual to the
cSYK model, which is defined by the yet to be determined
potentials U ,W . Equivalently, we may focus on the related
anti-derivatives V , At defined in (6). We do this by focusing
on the large q cSYK model’s grand potential

Ω ≡ −T lnZcSYK/N = E + (1/2−Q)µ− TS, (10)

with the interaction energy [24]

E ∼ −2ε(Q)/q2, ε(Q) ≡ J (Q) sin(πv/2) (11)

and entropy density S = S2(Q) − (πv/q)2/2, as shown in
App. C, where

S2(x) ≡ −1− 2x

2
ln

∣∣∣∣
1− 2x

2

∣∣∣∣−
1 + 2x

2
ln

∣∣∣∣
1 + 2x

2

∣∣∣∣ , (12)

which is an even function of x. Here v is the solution to the
closure relation J (Q)/T = πv sec(πv/2) [20], which is also
related to the Lyapunov exponent as λL = 2πTv.

The phase transition is reflected in the EOS [24, eq.(43)]

T =
µ− 4Qε/q

2 tanh−1(2Q)
, (13)

becoming three-to-one for T < Tc, or µ < µc, where the
critical temperature and critical chemical potential scales as
Tc = O(1/q) and µc = O(q−3/2). Equation (13) is q-
dependent since for example, it breaks the scaling symmetry
T → T/q2, µ → µ/q2, and Q → Q/q. Note that this equa-
tion is invalid for Q = 0, amounting to division by zero, in
which case the temperature becomes an independent free pa-
rameter. One may show that this EOS remains valid for large
q, for any polynomial (in q) scaling for temperature and chem-
ical potential [17], i.e., the cases we consider.

TABLE I. Dictionary between the thermodynamics of the q-
dependent cSYK model and deformed JT (dJT) gravity. Each row
identifies the two quantities which equate to another.

Model cSYK dJT

large parameter N 1/GN

enthalpy H (9) M (7)
entropy density S SW

temperature T (13) TH (9)
thermodynamic potential Ω (10) G

To have matching thermodynamics, we not only require the
same thermodynamic potentials Ω, G, but also matching equa-
tions of states. If the quantity Ω + TS:

H ∼ −2ε(Q)/q2 + (1/2−Q)µ (14)

satisfies the same relation as the mass (9)

T =

(
∂H

∂S

)

µ,J

=

(
∂Q
∂S

)

µ,J

(
∂H

∂Q

)

µ,J

, (15)

i.e., yields the same EOS, then it can also be identified with
the enthalpy. The above relation may be rewritten as

β

(
∂H

∂Q

)

µ,J

=

(
∂S
∂Q

)

µ,J

= −2 tanh−1(2Q)−∂Q
(πv/q)2

2
(16)

where unless specified otherwise, we assume that µ, J are kept
constant, meaning that v′(Q) ≡ (∂Qv(Q))µ,J . Using the clo-
sure relation βJ (Q) cos(πv/2) = πv, the left-hand-side of
(16) reduces to

−2βε′(Q)/q2 − βµ = 4Qβε(Q)/q − π2v′(Q)v/q2 − βµ.

Finally, from (13), we have 4Qβε/q = βµ − 2 tanh−1(2Q),
which leaves the right-hand side of (16), thus finished the
proof identifying H as an enthalpy. Considering (9) and
(15) we note that the same equation of state is obtained if
we identify the temperatures and entropies and enthalpies
with another which also then implies that G = Ω, since
G = M − THSW and Ω = H − TS. This (partial) dictio-
nary is summarized in table I. With these identifications, one
finds not only an isomorphism between the EOS’s and ther-
modynamic potentials, but equivalent partition functions

ZdJT = e−βNG = ZcSYK = e−βNΩ.

Since the thermodynamics is uniquely encoded by the par-
tition function and EOS, we also have the exact phase dia-
gram matching Fig. 1. The same holds true in the maximally
chaotic regime, where the phase diagram has been given in
[17].

To further specify the dictionary, we consider the differen-
tial relations of the two models. For the cSYK model, we have

(
∂Ω

∂J

)

µ,T

=
E

J
,

(
∂Ω

∂µ

)

J,T

=
1

2
−Q (17)
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TABLE II. Dictionary relations for parameter and conjugate pairs

cSYK dJT (a) dJT (b)
µ, 1/2−Q Q2

B, Φth
2QB

P , V

J , E/J P , V Q2
B, Φth

2QB

while for the gravitational model’s Gibbs free energy, we have
(
∂G

∂Q2
B

)

P,T

=
Φth

2QB
,

(
∂G

∂P

)

QB ,T

= Vth. (18)

By comparing these two, we note the two possible options
given in Table. II.

This choice will not influence the thermodynamics, except
for its interpretation on the black hole side. Such that we do
not restrict ourselves to a particular choice, we typically use
the notation on the condensed matter side. These two options
in fact directly overlap with the two different analogies which
can be drawn between the van der Waals liquid, RN black
holes, and the charged SYK model [18, 24].

A. Equivalence of thermodynamics

Since we know the thermodynamics match, we can con-
sider the equation of state (13) in the context of the black
hole’s thermodynamics. Below a critical chemical potential,
associated with either charge (dictionary II.a) or pressure (dic-
tionary II.b), or temperature, (13) becomes three-to-one. The
Wald entropy is equal to the horizon radius, but also equal
to the cSYK entropy rH = S(Q), given the dictionary table.
I. As such the three different charge densities Q correspond
to three different entropies (horizon radii), i.e., three different
states as plotted in fig. 3. These entropies

S ∈ {Slarge BH,Sunstable BH,Ssmall BH},

correspond to three different horizon radii; hence we have a
large black hole, a small unstable black hole and a small stable
black hole, as expected from a charged extended space system
[18]. Those with a positive specific heat, corresponding to
negative horizon curvature, are the stable phases [30].

These entropies exactly correspond to the phases of the
gaseous, unstable liquid, and stable liquid phases of the cSYK
model, reflected in the different charge densities Q. These
three phases are seen in the three-to-one behavior in the
rescaled chemical potential µ̃(Q) (or temperature) as a func-
tion of entropy S̃(Q). Between the temperature µ̃1 ∼ µ̃2,
there are three different phases corresponding to the three dif-
ferent horizon radii. The thermodynamically preferred radius
corresponds to the minimum Gibbs free energy between the
three.

It is important to note that since the partition functions and
equations of states exactly overlap, given the dictionary I, we
are guaranteed to have equivalent thermodynamics for both
dual models. This means that they share the same critical ex-
ponents, given in table III, hence the same universality class.

FIG. 3. The red, green, and blue curves represent the three phases
of black hole, small, medium, and large, respectively. The dashed
line stands for the thermodynamically favorable solution, in which
the area of both sides is the same (Maxwell area law). The yellow
line and brown lines are for T̃ = T̃crit and T̃ > T̃crit respectively.

Here we take a moment to describe the thermodynamics from
the gravitation perspective. This is done by translating the
known results for the q body cSYK model [17] into gravita-
tional language via the dictionary.

TABLE III. Tables of critical (left) and effective (right) exponents

α β γ δ

0 1/2 1 3

αµ βµ γµ αQ γQ

2/3 1/3 2/3 0 1

To get some idea of the interpretations on the gravitational
side, let us for the moment consider Table II.b. The charge
density is provided in color on these diagrams and is then di-
rectly related to the thermodynamic volume of the black hole
Vth = 1/2 − Q. Note that when we approach the boundary,
we consider smaller values of Q, corresponding to larger vol-
umes.

Various power laws emerge as the critical point (Pc, Tc) is
reached which can differ from the critical exponents. This is
due to a feature well known in the field of statistical mechanics
known as field mixing [34]. The prototypical example is that
of the van der Waals liquid. These effective power laws are
still physically relevant. For instance, the specific heat will
diverge as CP ∝ |T − Tc|−2/3, i.e. αP = 2/3. Given its
relation to the Ricci scalar (25), we note that this ensures a
finite horizon curvature. It remains well-defined at constant
volume CV ∝ T ∼ t0, as is common to RN system [35]. The
remaining effective exponents can be obtained from [17], and
are listed in III.

The equivalence is over the entire coexistence line, mean-
ing that we have the same thermodynamics also in the regime
where the quantum model has a chaotic-to-nonchaotic tran-
sition T = O(q−2), P = O(q−2). Here the chaotic phase
corresponds to the maximally large black hole rH = rmax.
The nonchaotic phase on the quantum side corresponds to an
evaporated black hole, where the horizon radius goes to zero
rH → 0. This transition occurs at a pressure P0 = 4QB/q

2.
We will further consider the degree of chaos, a dynamical
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property, in the next section.

V. METRIC DUAL TO THE CSYK MODEL

To make the mapping more explicit, we must fully spec-
ify the functions U and W which define the dJT model. Ex-
tending the identification rH = S(Q) to all radii, we have
the equation r = S(x), or the inverse x(r) = S−1(r).
When evaluated at the horizon, we find the order parameter
Q = x(r = rH). We perform this inversion in various regimes
in App.C 1. Given the above, we can fully specify the func-
tions V and At, hence U and W , given (6). In other words,
we can fully specify the particular deformation. Using the re-
lations in (6), we have that

Q′(rH) =

{
−2/W(rH) (a)

−U(rH) (b)

which is equal to 1/S ′(Q). With this, we note that S ′(Q)
measures the coupling to the Maxwell fields given dictionary
(a), while dictionary (b) yields the reciprocal dilaton poten-
tial. Hence, (a) identifies the U(1) charges on the gravita-
tional side with that of the condensed matter side. Using either
of the tables II.a or II.b would yield the enthalpy “functions”

PV (r)−QBAt(r)/2 = µ[1/2− x(r)]− 2ε(x(r))/q2. (19)

Here the second term stems from the relation with the interac-
tion energy density function (11)

ε(x) ≡ J (x) sin(πv(x)/2), J (x) ∼ [1− 4x2]q/4J. (20)

Using (19) we find the metric corresponding to the cSYK
model, defined by the emblackening factor (5) written directly
in terms of the dual condensed matter model’s parameters

f(r)/(4π) = µ[Q− x(r)] + 2ε(Q)/q2− 2ε(x(r))/q2. (21)

The roots of this function yield the horizons. The largest root
is the event horizon rH of the black hole, i.e., x(rH) = Q.
The smaller root r−, corresponding to large x, is the Cauchy
horizon. For instance, where the interaction energy becomes
exponentially small ε(x) ∼ e−qx

2

we have a root at x(r−) =
Q+ 2ε(Q)/(µq2).

As before, the temperature is obtained from the function
f ′(rH). For other values of r, we define the function

T (x) ≡ f ′(r(x))

4π
=
µ− 4xε(x)/q

2 tanh−1(2x)
(22)

where T = T (Q). With this, the closure relation becomes

J (x)/T (x) = πv(x) sec(πv(x)/2). (23)

Solving (23) in the limiting cases, we find

ε(x)

J (x)
∼
{

1 +O(T 2(x)/J 2(x)),
J (x)
µ tanh−1(2x), for x = O(q0)

. (24)

Evaluating (22) at the horizon, where x(rH) = Q, yields the
cSYK EOS (13) as expected from a dual theory.

Evaluated at the horizon, the curvature may be written as

R2(rH) = −4π

(
∂TH

∂SW

)

µ,J

= −4πTH

Cµ
, (25)

where Cµ is the heat capacity at constant chemical potential

Cµ ≡ TH

(
∂SW
∂TH

)

µ,J

. (26)

For Q = O(q0), the SYK interactions are suppressed,
yielding a near-free system Q ∼ tanh(βµ/2)/2 with specific
heat Cµ ∼ 2(βµ)2e−βµ as entropy tends to zero (Q → 1/2).
This means that the curvature at the horizon blows up as the
dual system becomes a free Fermi gas, as was found in [36]. In
this sense, the mapping is a weak-strong duality. An analogy
would be how the shear viscosity diverges in the free theories
with holographic duals considered in [37, 38].

Given the above discussion, we can now gain an idea of
the metric dual to the cSYK model. Recall that the stable
phases have positive specific heat. Noting that f (1)(rH) =
4πTH and f (2)(rH) = 4πTH/Cµ, we may express the near-
horizon emblackening factor as

f(rH + δ) = 4πTHδ (1 + δ/(2Cµ)) +O(δ3). (27)

As such the stable phases, above and near the horizon, will
have a positive concave-up emblackening factor.

A. Need for an IR cutoff

As x → 1/2, the interaction energy contributions are fully
suppressed, leaving a free theory. As such, we need only in-
vert S2(x), which yields

x(r) ∼ 1

2
− r

ln(1/r)

r→0+

−−−−→ 1/2. (28)

We have rH = 0 corresponding toQ = 1/2. We, however, ex-
clude this point from our space, i.e., r > 0. From this, we also
note that r ≥ rH, i.e., when x(r) ≤ Q. A naive calculation of
x, when x is small, yields the inverse x(r) ∼

√
(ln 2− r)/2.

The diverging second derivative at r = S(0) would also yield
a diverging scalar curvature R2(r) = −f (2)(r). This sim-
ple expression is due to the simplicity of the two-dimensional
static metric we have, yielding simple Christoffel symbols.

As mentioned in Sec. IV, the EOS (13) is not valid forQ =
0, seen in its diverging temperature. This is because, on the
condensed matter side, it determines the chemical potential

µ = 2T tanh(2Q) + 4Qε/q

rather than the temperature. As such, Q = 0, directly im-
plies µ = 0, leaving T a free variable. In the form of
(13), we are thus effectively dividing by zero, when Q = 0.
Since this corresponds to a zero charge SYK model, this point
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r = ln 2 is also where the EOS (13) fails. We fix this by
limiting our scope to small but non-zero charge densities. On
the gravitational side, this means that we consider a minimal
x = xmin 6= 0. This is equivalent to introducing an IR cutoff
radius rmax. The square root is then modified to

x(r) ∼
√
x2

min + (rmax − r)/2 r→rmax−−−−→ xmin (29)

As such, to have a well-defined theory, we should have some
non-zero minimum valueQ = xmin. Such a minimum appears
when considering a particular IR cutoff rmax. We choose this
cutoff such that our theory will satisfy two conditions:

(I) Given the cutoff we have access to the full liquid-gas
coexistence line of the SYK model.

(II) The scalar curvatureR2(rmax) remains finite for any fi-
nite value of q. This condition would, for instance, be violated
given an emblackening factor f(r) ∝ √rmax − r, which has
both a diverging temperature function (related to f ′(r)) and
scalar curvature (related to f (2)(r)).

One choice in cutoff is such that we include the minimum
charge density which occurs along the coexistence line in the
cSYK model, xmin = 1/q [17]. Given that the entropy func-
tion relates x to the radius, we substitute this value to find

rmax = ln 2− 4 + π2 +O(q−2)

2q2
. (30)

Note that for both the first or second rescaled regimes

µ = q−3/2µ̃ = O(q−3/2), µ = q−2µ̄ = O(q−2) (31)

we are guaranteed a small temperature function at the cutoff

T (xmin = 1/q) ∼ qµ/4− J/q +O(q−3/2). (32)

Further motivations for this choice are provided in App.D.
From the above, we also note the endpoint of the coexistence
line µ0 = 4J/q2, corresponding to zero temperature. At the
boundary T (xmin), (26) is given by βCµ ∼ 16/µ, for µ of
order q−3/2 or lower. Now using (26), we find the scalar cur-
vatureR2(rH) = −4πT/Cµ, yielding the boundary curvature
R2(rmax) = −πq3µ/4 which is indeed finite for any finite q,
hence our chosen cutoff satisfies condition (II). The dictionary
II.b is required if we wish to identify the pressure with the cos-
mological constant, as standard in black hole chemistry [19].
A different cutoff would yield a different curvature. Since
the cutoff is not unique, one could view this specific cutoff as
being the most appropriate in that it yields the expected cur-
vature.

From the above, we note that the near-extremal limit, we
are left with f(r) ∝ −πqJ(r − rH)2. Close to the cutoff,
for small δ = q2(r − rmax), we have (D8) f ′(r) = qπµ(1 −
δ/2)−1/2 − qπµ0, implying the emblackening factor

f(r) = f(rmax) + qπ[µ− µ0]δ/2 +
qπµ

8
δ2 +O(δ3) (33)

working to explicit order O(q−1).
There are multiple other choices of cutoffs that would sat-

isfy both above conditions. One could also consider UV cut-
offs to regularize the theory at smaller distances.

VI. COMPARISON OF LYAPUNOV EXPONENTS

In this section, we wish to compare the dynamical proper-
ties of the two models with matching thermodynamics. While
it was true that the choice of particular dictionary in Ta-
ble II did not affect the thermodynamics, the same cannot
be said about the dynamics. This is because we are choos-
ing which cSYK term should be identified with the electrical
field. Here we will consider both cases. We focus on their
Lyapunov exponents measuring the sensitivity to initial con-
ditions. We write the Lyapunov exponent as λL = 2πvT .
For the SYK model, v is the solution to the closure rela-
tion (23) βJ (Q) = πv sec(πv/2). In the maximally chaotic
regime T = q−1T̃ , µ = q−3/2µ̃ with tilde’d quantities are
q-independent, it is solved by

v = 1− 2q−1T̃ /J (Q) +O(q−2)
q→∞−−−→ 1. (34)

The liquid phase becomes near-integrable in the second
rescaled regime β = q2β̄, µ = q−2µ̄, where barred quan-
tities are held fixed as q → ∞. In this same regime, the
gaseous phase remains maximally chaotic. The tendency to
integrability is driven by its large charge density Q = O(q0)

which suppresses the effective coupling J (Q) ∼ Je−qQ
2

,
leading to an exponentially small Lyapunov exponent v =

q2β̄J (Q)/π
q→∞−−−→ 0.

For a non-extremal black hole, the maximal Lyapunov ex-
ponent is usually given by the surface gravity κ = f ′(rH)/2 =
2πTH [39] which is MSS bound [3]. We find λL by focusing
on the near-horizon trajectory of a charged particle close to
the black hole. The corresponding equations of motion are
[40] ṙ = πrf , ṫ = −[πt +QeAt]/f and

π̇r = −π2
r/(2f

′)− ṫ2f ′/2−QeA
′
tṫ, (35)

where πt and πr are the t and r components of particle mo-
mentum, respectively. The particle’s charge is given by Qe
and At = −Φ. Note that we are focusing on the particle’s
geodesic for a non-dynamic metric. As such, an implicit as-
sumption is the particle’s back-reaction on the metric can be
ignored.

The two-velocity’s normalization condition ẋν ẋ
ν = −1,

for massive particles, implies that 1 = f ṫ2 − ṙ2/f . Sub-
stituting the above expressions leaves the two solutions ṫ =√
π2
r + 1/f . Using this, the equations of motion of ρ =

(r, πr) are ∂tρ = ρ̇/ṫ = F(ρ), with

F1(ρ) =
πrf√
π2
r + 1/f

,

F2(ρ) = − π2
r/f
′

2
√
π2
r + 1/f

− f ′
√
π2
r + 1/f

2
−QeA

′
t.

We next linearize these equations around the fixed point ρ0,
F(ρ0) = 0, to first order F(ρ) = K(ρ0)(ρ− ρ0), where

K(ρ0) =

[
∂rF1 ∂πr

F1

∂rF2 ∂πr
F2

] ∣∣∣∣
ρ=ρ0

(36)
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is the Jacobian matrix. Slight perturbations away from a fixed
point the dynamics is described by ρ = etK(ρ0)ρ0. In terms
of the phase space (r, πr), we have a fixed point at πr = 0 and
for massive particles the additional condition that

Qe = − f ′(ri)

2f(ri)1/2A′t(ri)
. (37)

From here we can either find the corresponding initial ri given
a charge Qe, or we can just consider any ri, but set the charge
accordingly. The results are equivalent, but the analysis is
simpler for the latter. For massive particles, the matrix K is
off-diagonal K11 = K22 = 0, with K12 = f3/2 and

K21 = f−3/2
[
(f ′/2)2 −QeA

(2)
t f3/2 − ff (2)/2

]
. (38)

It has eigenvalues λ± = ±
√

detK, where the largest eigen-
value is the Lyapunov exponent λ+. To get a measure of how
much MSS bound is saturated, we focus on vdJT ≡ λ+/κ,
explicitly given by

vdJT =
f ′(ri)
f ′(rH)

√√√√1 +
2f(ri)

f ′(ri)

[
A

(2)
t (ri)

A′t(ri)
− f (2)(ri)

f ′(ri)

]
, (39)

which is 1 if the system is maximally chaotic, in the sense of
saturating the MSS bound.

Using the near horizon emblackening factor, we find (27)

2f(rH + δ)

f ′(rH + δ)
∼ δ 2Cµ + δ

Cµ + δ
,

f (2)(rH + δ)

f ′(rH + δ)
∼ 1

Cµ + δ
.

(40)
Let us further assume that

A
(2)
t (rH + δ)

A′t(rH + δ)
=

1

Φ′th(rH)/Φ
(2)
th (rH) + δ

(41)

is of order O(δ0). If we now take the limit as δ → 0, with-
out specifying any dependent on q, TH we get one of two re-
sults. For T 6= 0, we have a non-extremal black-hole and
vdJT(δ) =

√
1 +O(δ) → 1. In other words, at finite β,

we obtain a Lyapunov exponent saturating the MSS bound.
This is in both phases, which agrees with the Lyapunov expo-
nents of the gaseous and liquid phases in the rescaled regime
T = q−1T̃ , µ = q−3/2µ̃ of the cSYK model [17].

A. Near-extremal case

We now wish to compare to the results in the second
rescaled regime T = q−2T̄ , µ = q−2µ̄. As TH → 0, so
does the specific heat, meaning that

2f(rH + δ)

f ′(rH + δ)
→ δ,

f (2)(rH + δ)

f ′(rH + δ)
→ 1

δ
. (42)

With this (39) reduces to

vdJT(δ) =
√

1 + δ[O(δ0)− δ−1]→ 0. (43)

corresponding to an extremal black-hole with emblackening
factor f(r) = f (2)(rH)δ2/2. An exception to the above oc-
curs if the electrical potential contribution leads to a perfect
cancelation such that v remains equal to 1. We have assumed
that (41) remains of order δ0. To assess the validity of this as-
sumption we calculate (41) for both possible dictionaries II.a
and II.b. We write this as deviations from the specific heat

C(a/b) ≡ Φ
(1)
th (rH)

Φ
(2)
th (rH)

= Cµ − δ(a/b)
± (44)

Here we use the a/b to denote the cases given the two dictio-
naries in Table. II. In this notation, a perfect cancelation will
occur if δ(a/b)

+ goes to zero. Here Φth ∝ Q − 1/2 for dictio-
nary II.a and Φth ∝ E = H + (Q− 1/2)µ for dictionary II.b.
With this, we have

Φ
(1)
th (rH) =

{
Q′(rH) (a)

T + µQ′(rH) (b)

where we have used the enthalpy relation ∂SH = T . Further,
recalling that Cµ = T∂TS, we have the second derivatives

Φ
(2)
th (rH) =

{
Q(2)(rH) (a)

T/Cµ + µQ(2)(rH) (b),

whereQ(2)(S) = −S(2)(Q)/S ′(Q)3. For the non-interaction
system we find S ′0 = −β̄µ̄ and S(2)

0 = −(β̄µ̄)2C
(0)
µ . As

such, without any interactions, one finds that (44) is exactly
equal to C

(0)
µ , in other words, the same term as in (40).

However, there are still contributions stemming from the in-
teractions. Now for the lower boundary Q → 1/2, where
C

(0)
µ ∼ 2(β̄µ̄)2e−β̄µ̄,

δ
(a)
− ∼

(πv/2)2

2
(β̄µ̄)2, δ

(b)
− ∼ C(0)

µ /2

and for the upper boundary Q → 1/q, we find

δ
(a/b)
+ ∼ 2

v − 1

q
+

2(2 + π2)/q2

π4 − 4π2 − 2
(45)

From the above, a perfect cancelation in the larger black
hole if we first take the q →∞ limit in (45). This then implies
that the large black hole is still maximally chaotic in the sense
that vdJT → 1. This result would then match with the gaseous
Majorana-like (Q = 0) SYK phase at low temperature.

The same can happen in the smaller black hole depending
on how the limit is taken. The smaller black hole seems rather
badly behaved in terms of the emblackening factor. Especially
when considering the black hole charge to be the conjugate
driving the phase transition, one should also consider a pos-
sible free AdS phase. In other words, one should perform a
similar analysis to that of Hawking and Page [41], examining
the free energy of the pure AdS solutions to determine when
and how this crossover occurs. This would modify the inter-
pretation of the low-temperature regime.
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Given the above analysis, one should also note its possible
limitation. This lies in the fact that for the extremal black hole
the charge of the test particle (37) tends to diverge at the fixed
point. For such a diverging charge, it is unlikely that one can
ignore the back-reaction from the charged particle [42].

VII. CONCLUSION

Previous analogies between RN-AdS black holes with
spherical event horizons and the van der Waals liquid past due
to their similar phase structure [18]. However, on the dual
field theory side, there is a lack of equivalent holographic de-
scriptions in the literature. In this work, we provided such
a holographic description between the (0 + 1)-dimensional
cSYK model and (1+1)-dimensional JT gravity with a partic-
ular deformation. In particular, we have provided a deformed
JT gravitational model with a matching partition function to
the q/2-body interacting cSYK model for large q. Moreover,
together with matching equations of states, we have an ex-
act equivalence in the thermodynamics. We achieved this by
introducing a deformed JT gravity model characterized by a
dilaton potential U(ϕ) and dilaton-to-Maxwell field coupling
W(ϕ), and deriving the black hole metric in terms of the phys-
ical quantities of the cSYK model.

One of the original reasons for believing that the SYK
model should have a holographic dual was its maximal Lya-
punov exponent, which is also found in gravitation theories
[2]. As such, we went beyond the thermodynamic description
and also considered the chaotic nature of the black hole. Close
to the second-order phase transition, both liquid and gaseous
phases of the cSYK model are maximally chaotic. We es-
timated the Lyapunov exponent on the gravitational side via
linear stability analysis. This indicated the standard maxi-
mal Lyapunov exponents associated with both large and small
black hole phases. As such, in the first rescaled regime of the

phase diagram, we not only found the same thermodynamics
but also the same Lyapunov exponents.

It is known that the Lyapunov exponents of black holes in
the extremal limit tend to zero. This is a side effect of the
bound 2πT tending to zero since the extremal limit corre-
sponds to the zero temperature limit. As such we focused
on the ratio v = λL/(2πT ). For the cSYK model, the liq-
uid phase would remain maximally chaotic v = 1, while the
gaseous phase becomes regular v → 0. Depending on the
choice of dictionary, and how the limits are taken, one can get
different results for the small and large black holes. This high-
lights the need for a more in-depth analysis taking the black
hole back action into account. Open questions also remain in
terms of the appropriate UV and IR cutoffs to prevent unphys-
ical behavior in the black hole. As an example, for ordinary
(1 + 3)-dimensional black hole chemistry the smaller black
hole’s radius does not shrink to zero [18]. When setting the
charge to zero, the black hole no longer exists at T = 0. A
natural question is whether some interpretation changes could
yield similar results.

The provided dictionaries directly overlap with the analo-
gies between the charged SYK model and charged black holes
provided in [17]. As such this paper directly serves as an an-
swer to said paper, by both showing that the analogies can
be used as dictionaries. In conclusion, our results encourage
the use of holography away from the low-temperature regime,
i.e., beyond the near-extremal regime.
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M. Tezuka, Phys. Rev. Lett. 120, 241603 (2018).
[17] J. C. Louw and S. Kehrein, Phys. Rev. B 107, 075132 (2023).
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Appendix A: Extremizing the action

In this section, we find and solve the Euler-Lagrange equa-
tions associated with the deformed JT gravity action

I[ϕ,A] =
1

GN

∫

M

d2x
√−gL(ϕ,A) + Ibdy,

with boundary action contribution Ibdy, described in sec. A 2,
which cancels any divergences. The bulk Lagrangian (4) is
given by

L(ϕ,A) =
ϕ

4π
R2 + PU(ϕ)− W(ϕ)

4
F (A)2, (A1)

with dimension `−2 and a dimensionless dilaton field ϕ. We
assume the black hole solution, in the Schwarzschild gauge,
takes the form ds2 = −f(r)dt2 + dr2/f(r) in Lorentzian
signature. For such a metric, in (1 + 1)-dimensions, the Ricci

scalar takes the form

R2(r) = −f (2)(r). (A2)

Varying with A yields ∇µWFµν . Due to the symme-
try of the Christoffel symbols and the asymmetry of Fµν =
2∂[µAν], this reduces to ∂µWF 01 = 0 which is solved by

F 01 = QB/W, F 2 = −2Q2
B/W2. (A3)

Varying withϕ yieldsPU ′−W ′F 2/4 = −R2/(4π), which
together with the on-shell relation (A3) and (A2) becomes

f (2)(r) = 2π∂ϕ[2PU(ϕ)−Q2
B/W(ϕ)]. (A4)

Noting that the Einstein tensor is zero in 2-dimensions,
varying with g leaves only [25]

∇µ∇ν
ϕ

π
= gµν

[
∇2ϕ

π
− 2PU +W F 2

2

]
− 2WFµρF

ρ
ν

(A5)

Here we have used the identity [43, 20.22]

δR2 = [R2]µνδg
µν − (∇µ∇ν − gµν�)δgµν

and used integration by parts. Using (A4), the dilaton equation
(A5) reduces to the coupled set of differential equations

f ′(r)∂2
rϕ = −2∂r[f(r)∂2

rϕ], ∂2
τϕ = f(r)2∂2

rϕ (A6)

where we have performed a Wick rotation to imaginary time
t → ıτ . Together, these equations reduce to ∂2

rϕ =

2cf(r)−3/2 and ∂2
τϕ = 2c

√
f(r), for some constant c. The

latter equation is solved by

ϕ(τ, r) = τ(b+ cτ)
√
f(r) +R(r), (A7)

for some τ independent function R(r) and constants b, c. In-
serting (A7) into the former equation f(r)3/2∂2

rϕ = 2c,

2c = f(r)3/2R(2)(r)− τ(b+ cτ)
f ′(r)2 − 2f(r)f (2)(r)

4
.

(A8)
Note that only the last term in (A8) has time dependence.
Since this equation should hold for all τ , these τ depen-
dent parts must cancel, i.e., either b = c = 0 or f ′(r)2 =
2f(r)f (2)(r). The latter equation is solved by fext(r) = z−2,
where z = m/(r − rH), where m is some constant and rH is
the event horizon radius. In the JT case whereW = 0 (or the
charge QB = 0) and U = ϕ, we would find that

fJT(r) = 2πP (r − r+)(r − r−). (A9)

Hence, we note that the solution fext(r) is that of an extremal
(zero temperature) black hole r± → rH. However, as r →∞,
we also find that fJT (r) → fext(r). This leaves the most
general extremal solution to the dilaton (A7)

ϕextr(τ, r) =
a+ bτ + c[τ2 +m2z2]

z
+ d. (A10)
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In general, however, for non-zero temperatures, the solution
must therefore have c = b = 0, i.e., ϕ(r) = R(r), with (A6)
indicating that ϕ(2)(r) = 0, which is solved by

ϕ(r) = γr + ϕ0 (A11)

for some coupling strength γ. For such a time-independent
solution, (A3)

F 01 = QB/W(ϕ) = ∂tAr − ∂rAt (A12)

is also time-independent. As such, we may choose the gauge
∂tAr = 0, meaning that At is the antiderivative

At(r) =
QB

γ

∫
dϕ

1

W(ϕ)
. (A13)

1. Emblackening factor solutions in the non-extremal case

From (A11), γdr = dϕ, and we may integrate (A4) over r
to yield

γf ′(r)/(2π) = 2PU(ϕ)−Q2
B/W(ϕ) + 2T0. (A14)

Here we have allowed for the possibility of some integration
constant 4πT0 would amount to a shift in temperature T0 and
adding a linear term T0ϕ0 to the enthalpy. We will later see
that this term has no effect on the physics. Integrating once
more yields

γf(r)/(2π) = 2PV (r)−QBAt(r) + 2T0r − 2M, (A15)

where M is some to-be-determined/interpreted integration
constant, and we have defined the anti-derivatives

V (r) = γ−1

∫
dϕU(ϕ), Φ(r) = −At(r), (A16)

where Φ(r) = −At(r) is the electrical potential at r, w.r.t. the
horizon. Further, at the horizon rH, f(rH) = 0, we find

M = PVth +QBΦth/2 + T0rH, (A17)

where Vth ≡ V (rH) is the thermodynamic volume and Φth ≡
Φ(rH). Setting γ = 1, amounts to measuring r in units of γ.

2. Free energy

While working in Euclidean signature τE = ıt, the period-
icity βH = 4π/f ′(rH) in the metric is required to avoid a con-
ical singularity. We associate the free energy with the on-shell
action F/GN = I∗E/βH + I∗bdy/βH . Substituting the on-shell
solutions into the bulk Lagrangian density (A1) yields

L = −r + ϕ0

4π
f (2)(r) + PV ′(r)−QBΦ′(r)/2. (A18)

which may be rewritten as

L = − [(r + ϕ0)f (1)(r)− f(r)]′

4π
+ ∂r[PV −QBAt/2]

(A19)

Further, the Euclidean action takes the form

GNI
∗
E = −

∫ βH

0

dτ

∫ rmax

rH

drL (A20)

which, together with (B3) and (B4), leaves us with the on-
shell action

F = − [rH + ϕ0]f ′(rH)− f(rH)

4π
+ PVth −QBΦth/2 + C

(A21)
We leave the proof that the appropriate boundary terms allow
us to set C = 0, for App. B. Noting f ′(rH) = 4πTH allows
us to identify the conjugate to the temperature SW = rH + ϕ0

with the Wald entropy. Since we expect zero entropy when the
black hole evaporates to zero rH → 0, we set ϕ0 = 0. Lastly
since f(rH) = 0, we are then left with the free energy

F = M −QBΦth − THSW. (A22)

Having identified the entropy and temperature, one may show
that M , defined in (A17), is the mass [25, 33]. From this, one
may obtain the Hawking temperature TH ≡ 1/βH as

(
∂M

∂SW

)

QB,P

= TH = PV ′th(SW) +QBΦ′th(SW)/2 + T0,

(A23)
Together (A22) and (A23) define the thermodynamics of the
system. We note that T0 shifts the definition of temperature.
Due to our freedom in choosing the potentials defining the
temperature relation, we may set T0 = 0 without loss of gen-
erality.

3. The Gibbs free energy and the uncharged dual

In black hole chemistry, the pressure and thermodynamic
volume are conjugate to another [31]. This leads to the identi-
fication of the ADM mass with the enthalpy, indicating that
QBΦth/2 is the interaction energy. Further, the thermody-
namic potential which selects out the favorable state is the
Gibbs free energy [19]

G = M − THSW, (A24)

with differential dG = −SWdTH + VthdP + ΦthdQB.
Let us now consider the uncharged case by setting the term
W(ϕ)F (A)2 equal to zero in (4). Following this, we make the
replacement PU → PU −Q2

B/(2W). One may note that this
leaves all the equations of motion the same as the charged case
[25, 44]. Such a replacement is also equivalent to replacing
the varying Maxwell field with its on-shell part in the action.
This replacement does, however, yield a single difference—
a sign flip in the above on-shell action (A22) in the charged
term

GNI
∗
uncharged dual

βH
= PVth +QBΦth/2− THSW. (A25)
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Recalling the expression for the ADM mass (A17) we note
that (A25) is the Gibbs free energy G. This is somewhat rem-
iniscent of the relations between the canonical ensembles. In
the first case, we originally allowed the electromagnetic field
to vary, leading to the F . Instead, replacing the Maxwell field
by its on-shell part, we no longer treat it as its own indepen-
dent parameter. This then yields the Gibbs free energy.

Appendix B: Low energy effective action and counter terms

1. Gravitational boundary term

Here we show how the appropriate boundary term counters
perfectly the divergences to yield a constant part in (A21)

C =
ϕmaxf

′(rmax)− f(rmax)

4π
− [PV −QBΦ/2]

∣∣
r=rmax

+
Ibdy

βH
(B1)

which is perfectly canceled by the boundary action Ibdy =
Ict + IGHY. This is composed of two parts, counter and the
Gibbons-Hawking-York (GHY) terms given by

Ict ≡
1

GN

∫

∂M

dτ
√
hLct, IGHY ≡ −

1

GN

∫

∂M

dτ
√
hϕK,

(B2)
respectively. The induced metric and extrinsic curvature of
the boundary r = rmax entering the above are given by h =
f(rmax) [7] and K = −∂rmax

√
h respectively, yielding (B2)

GNI
∗
GHY

βH
= −ϕ(rmax)f ′(rmax)

4π
. (B3)

The on-shell counter Lagrangian, on the boundary, we require
is

Lct =

√
f(rmax)

4π
+
PV −QBΦ/2√

f(rmax)
,

which yields the on-shell contribution

GNI
∗
ct

βH
=
f(rmax)

4π
+ [PV −QBΦ/2]

∣∣
r=rmax

. (B4)

Substituting (B3) and (B4) into (B1), we see how the diver-
gences cancel to zero C = 0.

Appendix C: cSYK entropy form

In this section, we show that the complex SYK model has
an entropy of the form

S(Q) = S2(Q)− (πv/q)2/2. (C1)

We do this by using the Maxwell relation

−
(
∂S
∂Q

)

T,J

=

(
∂µ

∂T

)

Q,J
, (C2)

together with the EOS

T =
µ− 4Qε/q

2 tanh−1(2Q)
, (C3)

rewritten in the form

µ = 2T tanh−1(2Q) + 4Qε/q, (C4)

where ε ≡ J (Q) sin(πv/2) and the non-interacting part cor-
responds to S ′2(Q) = −2 tanh−1(2Q). As such, we are left
to show that the corrections SI = S − S2 satisfy

− q
(
∂SI
∂Q

)

T,J

=

(
∂Qε
∂T

)

Q,J
(C5)

or explicitly, for (C1) to hold, we must show that

(∂Qv)T,Jπ
2v/q = 2πQJ (Q) cos(πv/2)(∂T v)Q,J . (C6)

From the closure relation (23)

βJ (Q) = πv sec(πv/2) (C7)

this relation reduces to (∂Qv)T,J/q = 2QT (∂T v)Q,J . To find
the derivatives of v, we differentiate both sides of the closure
relation with respect to some variable x

∂x ln[βJ (Q)] = ∂x ln[πv sec(πv/2)] = a(v)∂x ln v,

where 1/b(v)
v→0−−−→ v and 1/b(v)

v→1−−−→ 1 − v is explicitly
given by b(v) = a(v)/v with

a(v) ≡ 1 + πv tan(πv/2)/2 = 1 + βε/2.

So we have (∂Qv)T,J = b(v)−1∂Q lnJ (Q) and (∂T v)Q,J =
−b(v)−1∂T lnT . As such, we only have left to show that
∂Q ln[J (Q)]/q = −2Q, which follows from the definition
of effective interaction, for small charge densities, lnJ (Q) ∼
−qQ2. For larger charge densities, the SYK contribution is
exponentially suppressed in q and the theory is only described
by the non-interacting part. As such, we have shown that (C1)
holds.

One may show that this entropy remains correct even for
zero charge density. This may be verified using the differential
(17) at µ = Q = 0 together with the closure relation (C7).

1. Inverse function of two-state entropy

Here we find the inverse function r = S−1
2 (x) to the two-

state entropy function (12)

S2(x) ≡ −1− 2x

2
ln

∣∣∣∣
1− 2x

2

∣∣∣∣−
1 + 2x

2
ln

∣∣∣∣
1 + 2x

2

∣∣∣∣ . (C8)

For x = 1/2 − σ, S2(x) = σ[1 − lnσ] + O(σ2), where
r = σ1/2[1 − lnσ1/2] is solved by σ1/2 = e1+W−1(−r/e),
which is the product log function [45]

W−1(−r) = ln(r)− ln(− ln(r)) +O
(

ln(− ln(r))

ln(r)

)
(C9)
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With this, the solution may be written as σ1/2(r) ∼ −r/ ln r.
Around x = 0, S2(x) = ln 2− 2x2 +O(x4), solved by

x(r) =
√

[ln 2− r]/2 +O(ln 2− r)3/2. (C10)

Close to the IR cutoff x(r → rmax) = xmin, for x =
O(q−2), we should consider the full entropy function (C1)

S(x) = ln 2− 4x̄2 + (πv)2

q2
+O(q−4)

Assuming T (x) = o(q0), we have v(x) = 1 + o(q0). Here
we are using little o notation, where o(q0), means sub-leading
in q0, e.g., 1/ ln q. In terms of the radii we have the equation
r(x) ∼ rmax + 2(x2

min − x2), which is solved by

x(r) ∼
√
x2

min + (rmax − r)/2 (C11)

2. Specific heat

The typical Majorana SYK model has thermodynamics
matching the cSYK model at half-filling Q = 0. For this
case, we note that the entropy is merely given by S = ln 2 −
(πv/q)2/2. The corresponding specific heat Cµ = T∂TS, is
then found by considering how v changes with temperature,
as described by the closure relation (C7). Such an analysis
eventually reveals Cµ ∼ 2(π/q)2T/J as T → 0. Since the
equation of state, as written in (C3), is no longer valid for
Q = 0, a natural question is whether this specific heat can
still be obtained from the general analysis. Here we show that
this is indeed the case.

For the full specific heat, we consider
(
∂S
∂T

)

µ,J

=

(
∂Q
∂T

)

µ,J

S ′2(Q)−
(
∂v

∂T

)

µ,J

(
π

q

)2

v.

As before, we will assume, unless stated otherwise, that
µ, J is kept constant. We find relate ∂T v to ∂TQ, by consid-
ering both the EOS and the closure relation (C7) yielding

(
∂v

∂T

)

µ,J

= −β + 2qQ∂TQ
b(v)

and
(
∂Q
∂T

)

µ,J

∼ 1− 4Q2

4

βS ′2(Q)−Q∂T (πv)2/q

1 + (1− 2qQ2)βε/q

which together yields
(
∂Q
∂T

)

µ,J

=
1− 4Q2

4T

S ′2(Q) + 2π2Q[v/b(v)]/q

1 + βε/q −Q2[2βε+ π2v/b(v)]
.

The general expression reads

q2Cµ = T

(
∂Q
∂T

)

µ,J

[
q2S ′2(Q) + 2qQ π

2v

b(v)

]
+
π2v

b(v)
.

(C12)
As Q → 0, only the final expression π2v/b(v) → 2π2T/J
remains where v = 1 − 2T/J + O2(T/J), hence specific
heat Cµ ∼ 2(π/q)2T/J . This corresponds to a large negative
curvatureR2(ln 2) ∼ −2Jq2/π.

Appendix D: IR cutoff details

We choose this cutoff such that our theory will satisfy two
conditions:

(I) Given the cutoff we have access to the full coexistence
line of the SYK model.

(II) The scalar curvatureR2(rmax) remains finite for any fi-
nite value of q. This condition would, for instance, be violated
given an emblackening factor f(r) ∝ √rmax − r, which has
both a diverging temperature function (related to f ′(r)) and
scalar curvature (related to f (2)(r)).

With these conditions in mind, let us consider the radius as
a function of xmin when xmin = x̄min/q. This can be done since
the entropy function relates these two r = S(x). Expanding
the entropy function around x̄min ≤ O(q0), we find

rmax = ln 2− 4x̄2
min + (πv(xmin))2 +O(q−2)

2q2
. (D1)

Note that this maximal event horizon radius tends to the max-
imal entropy of a two-state system rmax = Smax

q→∞−−−→ ln 2,
which is also the von Neumann entropy of maximally entan-
gled Bell states.

1. Condition (I): Physics along the coexistence line

For x̄min/q, we will find a temperature function (22) of the
order T (xmin) = o(q0), for µ ≤ O(q−3/2), which includes
the entire coexistence line. Let us see this explicitly. In the
second order PT regime µ = µ̃q−3/2, yielding

T (xmin) ∼ q−1/2µ̃

4x̄min
− Je−x̄2

min/q/q (D2)

which is of the orderO(1/q) for the chaotic-to-nonchaotic PT
regime, µ = µ̄/q2.

For T (xmin) = o(q0) the closure relation (23) yields
v(xmin) = 1 + o(q0). This also shows how, on the quantum
side, the maximally large black hole (rH = rmax) corresponds
to a maximally chaotic SYK model. This is seen in the Lya-
punov exponent λL = 2πTv saturating the MSS bound 2πT
for v(x(rH))→ 1. As such we are left with

rmax = ln 2− 4x̄2
min + π2 + o(q0)

2q2
. (D3)

The second condition can only be violated for certain
choices of xmin. As example would be to demand that xmin be
an exact root of T , i.e., when µ = 4xε(x)/q. Due to the clo-
sure relation (23), we know that this root (T (x) = 0) implies
that v(x) = 1, i.e., µ = 4xJ (x)/q. For small x = x̃/

√
q, this

yields the equation µ̃/(4J) = x̃e−x̃
2

. This is solved by the
product log functionW0

x̃ =

√
−W0(−µ̃2/(8J2))

2

µ̃→0−−−→ µ̃/(4J)

which is real for µ̃/J ≤ (8/e)1/2 < 2. Limiting ourselves
to only such values of the chemical potential unfortunately
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would limit our scope to only the line of first-order phase tran-
sitions. This is because the second order phase transition oc-
curs at µ̃c/J = (6/e)3/2 > 3.

There does, however, exist one case where T (xmin) should
be close to zero. This is when the rH = rmax, i.e., for a near-
extremal maximally large black hole. This phase is stable
when µ0 = µ̄0/q

2. Here µ̄0 = 4J is the endpoint of the
coexistence line plotted in Fig. 1. This phase should have a
temperature of order q−2, T = T̄ q−2. Substituting this into
(D2), for a maximally large black hole, we find

T (xmin) ∼ J 1− x̄min(1− x̄2
min/q)

x̄minq
(D4)

which is of order q−2 when

x̄min = 1 +
1− ȳ/J

q
, (D5)

for some “freely” chosen ȳ. Substituting this result back into
(D4), we find that T (xmin) = ȳ/q2. This allows us to consider
charge densities up to the minimum charge density which oc-
curs along the coexistence line xmin = 1/q [17]. Substituting
(D5) into (D3) we are left with

rmax = ln 2− 4 + π2 +O(q−2)

2q2
. (D6)

which is independent of µ/J . We also have

T (xmin = 1) ∼ q−1/2µ̃/4− J/q +O(q−3/2) (D7)

Note that while we have written this equation for the scaling
µ = O(q−3/2), it remains valid for µ = O(q−2). In that case,
it may be written as T (xmin = 1) ∼ [µ̄/4 − J ]/q, which is
zero at the endpoint of the coexistence line µ̄ = 4J .

Together with the expression (C11), we have near the cut-
off, so small δ = q2(r − rmax),

f ′(r) = qπµ(1− δ/2)−1/2 − qπµ0 (D8)

which yields the scalar curvature −f (2)(rmax)/2 = q3µ/4.
Now using (26), we find the scalar curvature R2(rH) =

−4πT/Cµ. At the IR boundary Q = 1/q, βε →

πv tan(πv/2), for which (C12) reduces to

q2Cµ ∼
π2v

b(v)
+

4

1 + βε/q
∼ 2π2

βJ
+

4

1 + βJ/q
, (D9)

where we have replaced βε/q = βJ/q + O(T/q) and
v/b(v) → 2T/J , We may evaluate this at the boundary us-
ing (D9)

R2(rmax) ∼ −4πq2/

[
2π2

J
+

4

T (rmax) + J/q

]
, (D10)

yielding

R2(rmax) ∼ −πq3/2µ̃/4, (D11)

Note that this is in agreement with the above result (D8).
Appendix E: Altered v.s. standard SYK model

Here, we discuss the thermodynamic analysis of the altered
large-q SYK model Halt(βµ) introduced by Davison et al. in
[21, App. C: Large q expansion of the SYK model].

TABLE IV. Comparison between the standard [17] and altered [21,
App. C] SYK models.

Model Altered SYK Standard SYK

Hamiltonian Halt(βµ) [21] H [17]
Phase transition No Yes

Interactions atQ = O(q0) Non-trivial Trivial
Ground state energy density O(q−2) e−qQ

2O(q−2)

Since the models are identical up to a choice in coupling,
the self-energies are also equivalent. The difference arises in
the effective coupling from [21, C.8] J (Q) = J(βµ)/c(βµ),
where c(βµ) ≡ [2 cosh(βµ/2)]q/2−1 ∼ e2q[βµ/4]2 for large
q, for any βµ = O(q0). To counteract this one can rescale
the bare coupling, which directly enters the Hamiltonian, as
J(βµ) → J0c(βµ). This yields an altered Hamiltonian
Halt(βµ). This βµ dependent Hamiltonian drastically changes
the thermodynamics of the standard temperature-independent
SYK Hamiltonian with some differences listed in table IV.
For instance, the lack of a negative compressibility [21, C22]
inHalt(βµ), is an indication thatH(βµ) does not have a phase
transition. In contrast, the unaltered Hamiltonian (1) has a
quantitatively and qualitatively similar phase diagram to its
finite q equivalents [17, 23, 27].





Chapter 6

Summary and outlook

Throughout this thesis, we have discussed the various aspects of the quenched disordered complex
Sachdev-Ye-Kitaev (cSYK) models. These models are interesting as maximally chaotic systems
which lack quasiparticles. These types of Hamiltonians are remarkable in the sense that, despite
their chaotic nature, they are still tractable. We showed how considering q/2-body interactions
yielded a powerful non-perturbative way to extract analytical results. Our novel results included
in this thesis [61, 80, 81, 130] are all concerned with a 1/q expansion. We provided multiple
examples of how well such a resummed series yields results that are remarkably qualitatively and
quantitatively reflective of the q ≥ 4 cases. A summary of this was given in Sec. 4.4.

Equilibrium
behavior

General
non-equilibrium
protocol

Equilibrium
w.r.t. the
constant
couplings

t

Figure 6.1: Various time protocols leading to instanta-
neous thermalization

In Chapter 3 we focused on the
nonequilibrium properties of the model.
We started by considering a single cSYK
dot. Using a rather general dynamical pro-
tocol (including ramps and quenches),

H(t) = H2(t) +
∑

κ

Hκq(t),

illustrated in Fig. 3.6, we knocked the
system out of equilibrium. We analyti-
cally showed that given the post-quench
system consists of only a single large-q
cSYK term H(t > 0) = Hq, then the lo-
cal Green’s function will instantaneously
be thermal [80]. The final state ϱ(t = 0)
is then fully determined by the energy density and the charge density. In this sense, a single q → ∞
cSYK-term acts as a perfect thermalizer for a large class of states ϱ. The result was shown via
conservation laws, namely that of the q-body interaction energy and charge density, in combination
with the Galitskii-Migdal sum rule.

Given that the finite q SYK model thermalizes at a rate proportional to its final temperature,
we note that this is a property unique to the infinite q limit. As an outlook one could consider the
next leading order corrections in q, possibly finding a finite scattering rate that scales with q, hence
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the instantaneous thermalization as q → ∞. Further, one could consider this model to be a perfect
thermalizer; hence it would be interesting to consider it as a bath to another system.

To study aspects of strange metals we further considered a connected d-dimensional lattice
Λ of SYK dots. The coupling terms are of order r = O(q0), thus corresponding to r/2-particle
hopping, between the individual SYK dots allow for transport, i.e., a change in local charge density.
This allows one to study its relation to experiment, for instance, the T -linear resistivity characteristic
of strange metals. Again a 1/q expansion simplified the problem yielding a closed set of equations
for the local charge densities

Q̇x(t1) =
r

q

∫ t1

−∞
dt2

∑

y∈Λ

ï
Hxy(t1, t2)Qy

Å
t1 + t2

2

ã
+O(q−1)

ò
(6.1)

where the coupling matrix Ĥ(t1, t2) is of order q0 [81]. This allows one to analytically solve for
the charge density fluctuations for a wide range of dynamical protocols. Note that these fluctuations
are of order 1/q, hence suppressed by large q. Since the large-q limit indicates a lack of charge
fluctuations, one might suspect that the dots become isolated. We analytically showed that this
cannot be the case [81]. This was done by assuming the chain to instantaneously be in thermal
equilibrium given a quench that couples the lattice. This would be the case for isolated large-q
cSYK dots [80]. This assumption yielded a contradiction, implying that the chain necessarily
thermalizes at a finite rate. It would be interesting to calculate this rate in the large-q limit. As an
outlook, one could consider r = q/2, leading to a linear in T resistivity. The equations for Q̇x(t1)
will then no longer be closed under the charge density, leading to more complicated, but also richer
dynamics. For instance, one might find a chaotic-to-regular phase transition in the chain. Another
option is to consider the holographic dual to the chain.

Table 6.1: Analogies between models with shared universality class.

Model cSYK [80] RN-AdS [194, 195, 199]
Order parameter Q Thermodynamic volume Vth Surface electric potential Φth

conjugate µ Vacuum pressure P Black hole charge QB

In Chapter 4 we considered the thermodynamics of the charged SYK model in the grand
canonical ensemble Z = Tr{e−βH+βµNQ}. By considering rescaled in q quantities, we showed
that the finite-q liquid-gas phase transition (PT) [179] persists at infinite q [61]. This is contrary to
previous numerical studies being interpreted to suggest otherwise [180]. The analytically obtained
large-q results again overlapped strongly with previous numerically obtained finite q results. The
differences between the analytical and the numerical results indicated an oversight in previous
studies which did not take field mixing into account.

The cSYK phase diagram, shown in Fig. 6.2, was found to bear a striking similarity to those
PTs found in Reissner-Nordström (RN), non-rotating and charged, black holes [61]. The large-q
cSYK model, like many (if not all) RN black holes, was shown to belong to the mean-field van der
Waals universality class. Close to the second order PT T = O(q−1) both liquid and gas phases are
maximally chaotic. In the low reduced temperature regime (T = q−2T̄ , T̄ = O(q0)), the model
exhibits a jump between maximally chaotic and non-chaotic phases. We also observed a first-order
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Table 6.2: Dictionary between the thermodynamics of the q-dependent cSYK model and deformed
JT (dJT) gravity. Each row identifies the two quantities which equate to another.

Model cSYK dJT
Large parameter N 1/GN
Entropy density S SW

Temperature T TH
Thermodynamic potential Ω G

dJT (a) dJT (b)
Conjugate µ Q2

B P

Oder parameter 1/2−Q Φth
2QB

Vth

Coupling J P Q2
B

Energy density E/J Vth
Φth
2QB

quantum phase transition from a Majorana ground state with entropy density ln 2 to a harmonic
oscillator with zero entropy density, in the limit as T̄ → 0. This drop in entropy and Lyapunov
exponents is characteristic of the first-order Hawking-Page (HP) transition from a black hole to a
free thermal gas[231].

Figure 6.2: Phase diagram of the cSYK model and
charged dJT gravity [130].

Considering the similarities to black
hole PTs we collected the quantities
which behaved analogously seen in Fig.
6.1. The natural question was whether
the table could perhaps be more than
just analogies, i.e., whether it could be a
holographic (AdS/CFT) dictionary [98].
Investigating this we focused on the
gravitational side, starting with a brief
review of black hole thermodynamics
given in Chapter 5. This gave us the
tools needed to extend the holographic
duality in the (0+1)-dimensional cSYK
dot away from zero temperature. We
did this by considering a rather gen-
eral theory of charged deformed Jackiw-
Teitelboim (dJT) gravity, which is a (1 +
1)-dimensional theory of gravity. Focus-
ing on its thermodynamics, we found
the correct deformation and dilaton-
to-Maxwell field coupling required to
reproduce the same partition function
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ZdJT = ZcSYK and equation of state as the cSYK model

T =

Å
∂H

∂S

ã
µ,J

= TH =

Å
∂M

∂S

ã
P,QB

,

where H = Ω+ TS and the ADM mass is given by M = G+ THSW. The dictionary is provided
in Table 6.2. We noted that there were two different choices for conjugates to the order parameters.

The two choices did not change the thermodynamics, with the same phase diagram as plotted
in Fig. 6.2. The choice does have a bearing on the dynamics and interpretation of the gravitational
system. In the maximally chaotic regime, we reproduced the maximal Lyapunov exponents, found
in the liquid and gas phases of the cSYK model, for both small and large black hole phases. We
did this via linear stability analysis of a test particle placed at an unstable fixed point. As the
temperature decreases the black hole becomes extremal. The charge of the test particle at the fixed
point diverges in this case, implying that our analysis becomes invalid without taking the back
action into account. As such, an outlook would be to extract the Lyapunov exponent for the second
rescaled regime (close to the origin of the axes in Fig. 6.2), via a different method, for instance, a
shock-wave analysis [148].

Before concluding, let us consider a few possible future directions one can go with the SYK-
type model we discussed throughout the thesis. The first direction directly relates to the above
paragraph. As a simple and exactly solvable model, the large-q cSYK model can be used to see how
far one can push holography. This is because both sides of the dual are exactly solvable, allowing
one to gain a more concrete understanding of these holographic mappings.

The second direction considers its link to experiments. Key ingredients of all these models are
the randomness and all-to-all character of the couplings. Although these features can be mimicked
in experiments, as was discussed in Sec. 1.3.4, neither are truly present in real materials. As such a
strong physical link to microscopic models is currently lacking. Aside from matching a particular
microscopic model, one can view this from the perspective of the Bohigas-Giannoni-Schmit (BHS)
conjecture discussed in Sec. 1.3.3. Where the BHS considers the link between single-body
Hamiltonians and random matrices, the SYK model is a many-body system. Similarly, one might
ask whether the SYK-type Hamiltonians capture aspects of most flat-banded nonintegrable many-
body models. In this direction is also the question of fitting to experimental results, e.g., aspects
like Kohler scaling resistivities, Lorenz ratios, and specific heats. In other words, can one use the
SYK models to more qualitatively match with real materials?
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Université catholique de Louvain (2005).

[8] D. C. Mattis and E. H. Lieb, J. Math. Phys. 6, 304 (1965).

[9] A. Lerda, Anyons: Quantum mechanics of particles with fractional statistics, Vol. 14
(Springer Science, 2008).

[10] E. S. Coakley and V. Rokhlin, Appl. Comput. Harmon. Anal. 34, 379 (2013).

[11] S. Kehrein, The Flow Equation Approach to Many-Particle Systems (Springer, 2006).

[12] P. Coleman, Introduction to Many-Body Physics (Cambridge University Press, 2015).

[13] E. Fradkin, Condensed matter physics ii: Chapter 5: Landau theory of the fermi liquid
(2015), lecture notes for Physics 561.

[14] K. Andres, J. E. Graebner, and H. R. Ott, Phys. Rev. Lett. 35, 1779 (1975).

[15] D. van der Marel, J. L. M. van Mechelen, and I. I. Mazin, Phys. Rev. B 84, 205111 (2011).

[16] X. Wang, V. Askarpour, J. Maassen, and M. Lundstrom, J. Appl. Phys. 123, 055104 (2018).

137

https://doi.org/10.1364/OE.25.027506
https://www.wiley.com/en-us/Modern+Physics+from+alpha+to+Z0-p-9780471572701
https://doi.org/10.1007/BF01303701
https://doi.org/10.1103/RevModPhys.94.035004
https://doi.org/10.1103/RevModPhys.94.035004
https://www.amazon.de/-/en/Richard-D-Mattuck/dp/0486670473
https://gravityandlevity.wordpress.com/2015/10/29/the-miracle-of-fermi-liquid-theory
https://cp3.irmp.ucl.ac.be/phd/47/display
https://cp3.irmp.ucl.ac.be/phd/47/display
https://doi.org/10.1063/1.1704281
https://doi.org/10.1016/j.acha.2012.06.003
https://link.springer.com/book/10.1007/3-540-34068-8
https://doi.org/10.1017/CBO9781139020916
http://eduardo.physics.illinois.edu/phys561/physics561.html
https://doi.org/10.1103/PhysRevLett.35.1779
https://doi.org/10.1103/PhysRevB.84.205111
https://doi.org/10.1063/1.5009939


138 BIBLIOGRAPHY

[17] A. Lavasani, D. Bulmash, and S. Das Sarma, Phys. Rev. B 99, 085104 (2019).

[18] C. Kittel, Introduction to Solid State Physics, 8th Edition (Wiley, 2004).

[19] G. S. Kumar, G. Prasad, and R. O. Pohl, J. Mater. Sci. 28, 4261 (1993).

[20] N. W. Ashcroft and N. D. Mermin, Solid State Physics (Saunders College Publishing, 1976).

[21] T. Giamarchi, A. Iucci, and A. Berthod, Introduction to many body physics (2013), lecture
notes.

[22] T. Valla, A. V. Fedorov, P. D. Johnson, and S. L. Hulbert, Phys. Rev. Lett. 83, 2085 (1999).

[23] W. L. McMillan, Phys. Rev. 167, 331 (1968).
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