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1 Introduction

1.1 Topology emerges

In 1985, Klaus von Klitzing was awarded the Nobel price for the discovery of the quantum
Hall effect [1, 2]. It was well understood that applying a magnetic field to a flat electric
conductor with a flowing electric current causes a perpendicular drift of the electrons,
leading to a transverse Hall voltage and a Hall conductance. The reason is the Lorentz
force, which forces classical electrons in magnetic fields onto circular paths. Von Klitzing
found that the Hall conductance in a 2d electron gas subject to a strong magnetic
field and low temperatures is not a continuous function of the magnetic field strength.
Instead, he found well-defined plateaus of constant values. Even more surprisingly, these
conductivity values came in discrete chunks of an integer number of units. These units
were extremely precise, deviating from whole numbers by about 0.000 000 1 [3], much
less than could be explained given the amount of control over experimental parameters.
The answer to this precision came by Thouless et al. in 1982 in a seminal paper [4] that
connected the measured plateaus to a topological invariant, the so called Chern number.
Nowadays, topology has emerged as an important concept to classify states of quantum
matter in condensed matter theory 1.

In 1973 Kosterlitz and Thouless pioneered the theory of topological phase transitions
in the XY model [9]. Vortices - topological defects in the spin alignment - split up
as a function of temperature. This illustrates that the classification scheme of phase
transitions is incomplete under Landau theory and that topological invariants can be
used to classify these phases [10, 11, 12, 13, 14, 15, 16, 17, 18, 19].

Complementary to condensed matter physics with real materials, quantum simulators
[20, 21, 22] permit the experimental realization of generic model Hamiltonians with a
high degree of controllability. One of the most promising platforms for this are ultracold
quantum gases [23, 24, 25, 26], which have proven to be ideal platforms for studying
topological systems [27, 28, 29, 30, 31, 32, 25, 33, 34, 35, 36, 37, 38, 39, 40]. Most of these
experiments so far have employed synthetic gauge fields [41] with Floquet engineering
[42, 43], a periodic driving of the system, to realize topological band structures, and
have focused on non-interacting topological systems. The interplay between interactions
and topology can give rise to various exotic phases [17], but challenges remain, for
example in the form of heating due to many-body resonances in Floquet engineering

1Topology is also relevant in classical physics, for example in the phase shift of a Foucault pendulum [5].
Geometric phases, one of the main tools in topology and also central quantities in this thesis, can
be used to explain why cats always land on their feet [6, 7] and homotopies can be used to classify
skateboard tricks [8].
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1 Introduction

θ

Figure 1.1: Two infinite lines approaching in 3d space will almost always intersect at one
point in the generic instance of non-parallel lines. The degenerate case of
parallel lines reverts back to generic example when perturbing the system.

[42]. Additionally, interacting systems of two- and higher-dimensions are often difficult
to treat numerically and heavily restricted by system size in these studies [29].

A topological charge pump [44, 45] is a one-dimensional, dynamical analogue of
a quantum Hall system that is particularly well suited for studying topology, both
theoretically [46, 47, 48, 49, 50, 35, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65,
66] and experimentally [33, 34, 67, 38, 68, 69, 70, 71, 72, 73], since no synthetic gauge fields
are required and efficient numerical algorithms exist to treat one-dimensional interacting
systems in the form of matrix-product state methods [74, 75, 76, 77, 78, 79, 80, 81, 82].
Instead of a robustly quantized Hall conductivity, a topological charge pump pumps a
quantized amount of charge in each cycle of a parameter modulation that is given by the
same topological invariant as in the quantum Hall effect.

The goal of this thesis is to understand the stability of quantized transport in various
contexts, such as disordered systems, quantum systems where energy can be exchanged
with a bath and in the presence of genuine many-body interactions.

1.2 The central idea of topology

In mathematics, the field of topology deals with questions about properties of geometric
objects that are unchanged during continuous transformations. In other words, topology
identifies certain ”generic” properties that do not depend on the specifics of a geometric
object, like angles, lengths and shape. During continuous transformations, these properties
are invariant. In contrast, special cases called ”degeneracies” can be lifted to more generic
cases [83].

As an example, consider two infinite lines in three dimensional euclidean space that
are moving along a common direction towards each other as illustrated in fig. 1.1. For
almost all angles θ the lines will eventually touch at a single point. This is the generic
case. In the degenerate case of θ = 0, the lines might either pass each other without
intersecting or coincide completely, intersecting at all points. A key principle in topology
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1.3 Topology in physics

is the stability of properties under perturbations. In the present example, when starting
from the generic case, slightly changing the angle between the lines will almost always
keep you in the generic case - the property of intersecting at a single point is stable. On
the other hand, when starting from the degenerate case and changing the angle slightly,
the generic case is recovered immediately. To each generic case, a topological invariant
can be assigned that is dependent on the specific problem in question. Here, it would
simply be the number of intersections.

The most famous example2, is the fact that a coffee mug and a doughnut are topologi-
cally equivalent. Their topological invariant - the number of holes - is unchanged during
a continuous transformation from one to the other. Continuous means that there are no
”drastic” changes done to the objects.

1.3 Topology in physics

It is natural to ask whether there exist such generic properties in physical systems that are
stable to external perturbations and that do not depend on a fine-tuning of parameters.
The first of these topological properties was the aforementioned integer quantum Hall
(IQH) effect found by von Klitzing [1, 2]: For a two-dimensional electron gas that is
pierced with a strong magnetic field, the transverse conductivity is 3 σxy = e2

2πh̄ν with
ν being exactly integer [84]. The topological invariant ν is the Chern number, which is
usually found as a topological invariant in two-dimensional systems. For the IQH effect,
ν represents the number of filled Landau levels that form due to the magnetic field. Since
then, topology has been found in a multitude of systems, such as one-dimensional spin
chains [85, 86, 87], in two-dimensional honeycomb lattices without an external magnetic
field but broken time-reversal symmetry [88, 30, 89, 90], in time-reversal invariant systems
[91, 92, 93, 94, 95, 96, 97, 98] in the form of Z2 topological insulators4, in twisted bilayer
graphene [71, 70, 99, 72], and in superconductors [100, 101, 102, 103]. Topological
superconductivity has become a focus point of recent research [102, 104], due to the
possibility of Majorana modes [105, 106, 107, 102, 108, 109], which are one approach for
a fault-tolerant quantum computer [103].

All of these are examples of ”topological states of matter”. In Landau theory, phase
transitions correspond to a spontaneous change in the local symmetries of the system,
for example in the transition from a liquid to a solid, where the continuous translational
symmetry is broken down to a discrete translational symmetry. Topological phases of
matter go beyond this principle. Two phases can possess the same local symmetries but
still belong to distinct topological phases. Their distinction comes from the values of
their topological invariants. As long as nothing ”drastic” is done to a system - which
for physical systems is the closing of an energy gap - it stays in its topological phase.
Topological phase transitions occur when closing an energy gap, which corresponds to

2So much so that I intentionally avoid it in talks and as an introduction here.
3Here, e is the electron charge and h̄ is the reduced Planck constant.
4These time-reversal invariant Z2 topological insulators are sometimes referred to as ”topological

insulators” in the narrow sense.
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1 Introduction

the degenerate case from the example above, and the value of the topological invariant
can change.

A key concept in topological phases is the bulk-boundary correspondence [110, 111,
112, 113, 114, 115, 116, 116, 117]. Topological invariants are quantities that provide
information about the structure of quantum states in the bulk of the system far from
the edge. More specifically, they encode global properties of the wavefunctions, such
as a winding around the Brillouin zone in the form of a Zak phase [118, 28] or the
presence of vortices [9, 105, 102]. One can show that these bulk invariants are linked to
the appearance of localized, gapless edge states at the boundary of the system. For the
integer quantum Hall effect, the edge states are chiral and given by the orientation and
strength of the magnetic field. For each filled Landau level, one of these edge states is
filled. The concept of topological protection of bulk invariants extends to the edge states
in the sense that their existence and properties are robust against external effects like
disorder and weak interactions as long as the bulk gap remains open. Edge states also
appear at the interface between two topologically distinct phases, which can be used to
investigate topology experimentally [27, 119].

1.4 Ultracold atomic systems and optical lattices

The interplay of topology and many-body interactions is an open question that has
recently seen increased interest as state-of-the-art experimental techniques have evolved
to allow for the measurement of interacting systems. One of the most promising platforms
for this are ultra-cold atomic gases [24, 24, 25, 26], which allow for coherent quantum
dynamics in an effectively closed system due to their high degree of controllability.
The Feshbach resonance [120] allows for tuning the strength of many-body interactions
independently of the tunneling rate5 via an external magnetic field, from essentially
non-interacting to strongly interacting regimes.

Whereas theoretical physics often deals with models as approximations to a measured
effect in a real material, in ultracold atoms, this principle can be flipped on its head:
Theoretical models can be designed to have desired features and these models can
directly be implemented in the lab, which is why these systems are also called ”quantum
simulators” [20, 21, 22]. Ultracold atoms are charge neutral, which means that regular
magnetic fields are not sufficient to induce the time-reversal symmetry breaking that
lies at the heart of Chern insulators and the quantum Hall effect. Instead, synthetic
gauge fields have to be created [41]. This can be done, for example, with circular lattice
shaking [121, 122, 121, 123, 124, 30, 36] or Raman coupling [31, 125, 126]. A non-zero
Chern number leads to an anomalous Hall drift that can be captured with in-situ imaging
[33]. Band-mapping techniques [31] can be used to measure the population of topological
bands and momentum-distributions. In addition, single atoms and correlated quantum
states can be measured via a quantum-gas microscope [127, 128, 129, 130].

5The ratio between interaction strength and tunneling can also be tuned via the lattice depth [24].
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1.5 Topological charge pumps

Figure 1.2: A sketch of an Archimedes screw pump [131].

1.5 Topological charge pumps

A central concept in the study of topological systems both theoretically [46, 47, 48, 49,
50, 35, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66] and experimentally
[33, 34, 67, 38, 68, 69, 70, 71, 72, 73] is a topological charge pump, also called Thouless
pump [44, 45], a one-dimensional dynamical equivalent of a quantum Hall system. The two
spatial dimensions of the quantum-Hall effect are replaced by a single spatial dimension
and a periodic time-modulation. A Thouless pump can be thought of as a quantum version
of an Archimedes pump (fig. 1.2) that transports a well-defined amount of water, each time
the pump is rotated once. In a Thouless pump, charge (or spin) is transported through
the system during one cycle of the parameter modulation, as long as this modulation is
adiabatically slow, meaning the modulation frequency is low compared to the energy gap.
The amount of charge pumped is integer-quantized and equal to the same bulk invariant
as in the quantum Hall effect, the Chern number. The prototypical model of a Thouless
pump is the Rice-Mele model [132], which is a one-dimensional tight-binding lattice model
with two dynamically controlled parameters: A staggered, alternating potential offset
at each site and a dimerized, alternating hopping. In ultracold-atomic systems, instead
of engineering non-trivial topology via synthetic magnetic fields for two-dimensional
systems, Thouless pumps permit the study of a corresponding one-dimensional system,
in which the role of magnetic field is replaced by a highly tunable external potential that
is modulated in time. Thouless pumps are therefore simpler to realize in ultracold atom
experiments, especially for interacting systems, where heating during Floquet driving is
a challenge.

The Rice-Mele model has recently been experimentally realized in ultracold atoms
for both fermions [34, 67, 38] and bosons [33], and in other platforms such as photonic
waveguides [68, 69] and optical cavities [73]. This has lead to increased theoretical
interest in this model, and Thouless pumps in general. It is well established [44] that the
transport in Thouless pumps is quantized, as long as the time-modulation is slow. The
non-adiabatic effects due to finite pumping speeds are understood to be quadratic in the
pumping frequency [56]. For non-interacting charge pumps, the role of disorder has been
a focus of recent research [44, 133, 11, 58, 69]. While it is accepted that weak disorder
does not break the quantization of pumped charge [44], the breakdown of quantization
has been a prevalent subject of current scientific discourse [58, 50]. An open question
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1 Introduction

has been the precise mechanism of the breakdown and the connection to an energy-gap
closing [34, 58], especially in the context of ultracold-atomic systems, where disorder
averages are relevant. A lot of research has been carried out on the topic of Thouless
pumps in open systems [134, 10, 61, 135, 136, 137, 138, 139, 140], where it is understood
that quantized transport is present even in systems without particle conservation. Prior
to this thesis, phonon coupling in a closed Thouless pump has not been studied. In
systems with finite temperature [141, 142, 134, 138, 143, 144, 145, 48] it is generally
believed that quantized pumping is broken, while the systems themselves stay topological
up to a critical temperature [146]. A key remaining question is whether finite temperature
can also induce charge pumping. A lot of focus has been set on the study of interacting
Thouless pumps, where various exotic adiabatic pumping schemes have been established
theoretically, including the pumping of bound pairs [62], pumping in bosonic systems
[147, 47, 148, 53, 149], novel kinds of spin pumps [46], pumping in correlated fermion
systems [150, 151, 57, 152, 153], nonlinear Thouless pumping [154, 155], pumping in
Mott insulators [156], fractional pumping [157, 52, 158] and interaction-induced pumping
[159, 160, 161]. Nevertheless, many open questions remain, such as the role of many-body
gap closings during the pump cycle, the role of the various kinds of many-body gaps, and
the experimental realization of a genuine many-body-interacting topological pump.

1.6 Goals and results of this thesis

In this thesis I will present a series of publications that study the Rice-Mele model
in the context of ultracold quantum gases. We will focus on experimentally relevant
effects on Thouless pumps, such as disorder, finite temperature, coupling to a bath and
strongly-correlated regimes. The theoretical studies are done using numerics that capture
many of the features of real experiments, such as finite particle numbers, confining
potentials and loss of adiabaticity due to finite pumping speeds.

The primary objective of this thesis is to gain an understanding of the stability of
Thouless pumping within ultracold atomic systems, to further understand the mechanisms
that govern the breakdown of quantized charge pumping in this context and to explore
possibilities of new kinds of many-body Thouless pumps emerging from interactions.

In section 5.1, we show that the disorder-averaged gap, which has been expected to be
the relevant quantity for the breakdown of quantized charge transport due to disorder, is
not well-suited for predicting the critical disorder strength. Instead, the full energy-gap
distributions should be considered, which show a sharp signature at the crossover from
quantized to non-quantized pumping. We also employ the Local Chern Marker [162] for
the first time for a topological Charge pump, which promises to give positionally resolved
information on the topology, even in interacting systems.

Furthermore, we find in section 6.1 that a coupling to a bosonic bath does not preclude
quantized charge transport in the Rice-Mele model for sufficiently weak coupling strengths,
except for bosons that are resonant with the pumping frequency. For the interacting
Rice-Mele model, we present results in sections 7.1 and 7.3 that showcase a splitting
of critical points as a function of interaction strength in this system. We find that
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1.6 Goals and results of this thesis

crossing a many-body spin-gapless line along the pump cycle does not immediately lead
to a breakdown of quantized pumping. We also present an experimental study, where
such an interaction-induced pump is measured and verify the results with numerics that
incorporate many of the experimental influences on the system. Finally, we show that
opening this gap leads to the possibility of robustly quantized interaction-induced charge
pumps.

1.6.1 Disordered Thouless pumps

A current focus of research is the interplay between Thouless pumps and disorder, partly
because it is present in virtually all experiments. Substrate disorder - as well as many-
body interactions - has been introduced in the theory of Thouless pumps as early as the
1984 paper by Niu and Thouless [44]. Generally, it is accepted that weak disorder does
not lead to a breakdown of topological robustness or to topological phase transitions
as long as the energy gap is preserved [44, 101, 133, 11]. In addition to wanting to
understand the breakdown of topology due to disorder, one also finds surprising emergent
phenomena due to the interplay of topology and Anderson localization [163]. Due to this
disorder-induced localization, single quantum states inside otherwise empty bands without
a finite gap to other unoccupied states can be pumped in a quantized fashion, which
has been experimentally verified [69]. Anderson localization can also induce topological
pumping in an otherwise trivial system [50, 67]. Recently, a quasi-disordered fermionic
Rice-Mele model has been realized in an optical superlattice using ultracold atoms [164].
The authors measure a breakdown of topological charge pumping due to strong disorder
strength, as well as disorder-induced pumping. A recent theoretical work [58] has studied
the breakdown for random disorder using a Floquet approach and found an intriguing
link between a localization-delocalization transition of Floquet states and the onset of
non-quantized pumping.

In the first publication of this thesis (section 5.1), we study the Rice-Mele model in the
presence of random on-site disorder. Whereas [58] presented an approximate link between
the closing of the single-particle gap and the breakdown of quantized charge transport,
we make this connection more precise by considering the full energy gap distributions as a
function of disorder strength. Instead of the disorder averaged gap, the closing of the most
likely energy gap predicts the breakdown of quantized pumping. The gap distributions
transition from a Gaussian to an exponential distribution at the critical disorder strength.
We also employ several techniques that have not yet been utilized for disordered charge
pumps, such as the local Chern marker [162, 165, 166, 167, 168, 167, 169] and its local
deviation from unity. We find a strong relationship between the breakdown of quantized
pumping and these measures. The methods can be utilized in many-body interacting
systems, in which Floquet techniques are not expected to work well, due to heating.

1.6.2 A Thouless pump coupled to a phononic environment

The second publication of this thesis deals with Thouless pumps coupled to an environ-
ment. Topological systems with finite temperature [141, 142, 134, 138, 143, 144, 145, 48],
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1 Introduction

as well as open systems [136, 138, 140, 134, 139, 135, 61, 61, 10, 137] - either in thermal
equilibrium or in non-equilibrium settings - have seen a lot of theoretical and experi-
mental progress recently. The geometric phase employed to define topological phases in
equilibrium and zero-temperature situations can be generalized to finite temperature via
the ensemble geometric phase [141, 146] and to open systems via the Uhlmann phase
[145, 138]. Generally, it is expected that finite temperature breaks the topologically
quantized charge transport in Thouless pumps [48, 56]. This is due to the fact that the
observable of pumped charge is no longer equal to the topological invariant, even though
the system remains topological below a critical temperature [141, 146]. In chapter 8, I
will present preliminary results for a finite-temperature interacting Rice-Mele model.

One can also consider open topological charge pumps that can exchange particles or
energy with an environment. Here, it has been demonstrated that dissipation can be
used to induce topology [136]. Dissipation has also been shown to assist topological
pumping [61]. A related area of research is topology in non-hermitian systems [63, 170,
171, 172, 173, 174]. Open quantum systems can be experimentally realized in optical
cavities [175, 176]. A self-driving Thouless pump has recently been reported in such a
system [73].

In our paper presented in section 6.1, we couple a fermionic Rice-Mele model to a bath
of phonons via a Holstein coupling [177]. While the whole system is closed, energy can
be transferred between the electronic and phononic sector. We employ the semiclassical
multitrajectory Ehrenfest method [178, 179, 180] to treat the phonon sector classically.
We demonstrate a breakdown of quantization at an arbitrarily small finite electron-
phonon coupling when the driving frequency equals the phonon frequency. Interestingly,
in the non-quantized regime, the charge pumping direction reverses, leading to negative
charge pumping, which can be explained via effective Rice-Mele parameters arising
from the phonon coupling terms. Outside this resonant pumping, there exists a critical
electron-phonon-coupling strength, below which the quantization of pumped charge holds.

1.6.3 Interacting Thouless pumps
Although topology is still an active area of research even in non-interacting quantum
systems, where a complete classification of the types of topological systems is known [11,
13, 14, 17], the role of many-body interactions promises a myriad of exotic and surprising
effects due to the inherent complexity of phase transitions, in these systems. Due to this
complexity, there does not currently exist a classification of all interacting topological
phases of matter, although a subset of phases have been classified [12, 15, 16, 17, 19].
While topology is generally preserved when turning on weak interactions, due to an
adiabatic connection to the non-interacting system, many-body interactions can induce
topological phase transitions [181, 182, 183, 184, 185]. Prime examples of interacting
topological states are the fractional quantum Hall states [186, 187], which are expected
to be realizable in optical lattices [29, 188].

Thouless pumps are an ideal platform to study interaction effects in topology, since
their 1d nature makes them both easier to realize and control experimentally with
ultracold atoms [33, 34, 67, 38] as well as more easily treatable numerically with matrix-
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1.7 Structure of this thesis

product-state methods [74, 75, 76, 77, 78, 79, 80, 81, 82]. Interacting charge pumps have
therefore been a focus of theoretical efforts [147, 46, 47, 154, 157, 148, 156, 51, 52, 158,
53, 150, 151, 57, 149, 62, 159, 160, 161, 153, 155]. Our paper presented in section 7.1
studies an interacting Rice-Mele model with two-component fermions subject to an on-site
repulsive Hubbard interaction. The same model has been studied before in [150], where
the authors claim a breakdown of topological charge pumping in the strongly interacting
limit. This loss of quantization has also been experimentally reported in an optical
lattice system [38]. In our work, we characterize this loss of quantization as a topological
phase transition, which occurs due to critical points moving out of the pump cycle as
a function of increasing interaction strength. We study two toy models, where the gap
is open everywhere except at these critical points. Without the gap-opening terms, the
model reduces to the Rice-Mele Hubbard model of [150, 38], and the critical interaction
strength for the onset of non-quantized charge pumping aligns with the crossing of the
critical points from the pump cycle. The loss of quantization can be explained with a
crossing of a spin-gapless line, which is a feature of the Mott insulator phase of the ionic
Hubbard model [189, 190, 191, 192, 193, 194, 195, 196], which is realized in between the
critical points.

In a second work, and in collaboration with experimentalists from [38], we also study
the possibility of interaction-induced pumping in this model in section 7.3. Shifting
the pump cycle, such that a single critical point is encircled only for finite interaction
and varying the strength of the latter, we observe interaction-induced pumping. The
amount of charge pumped is approximately quantized for the first pump period when
starting in the Mott phase and first traversing the band-insulator before crossing the
spin-gapless line, and ending back in the Mott phase, although the system is technically
non-adiabatic after crossing the gapless line. Beyond the first pump cycle, the pumped
charge quantization breaks down. We explain this breakdown in detail by numerically
calculating the correlations in the charge and spin sector. We find that crossing the spin-
gapless line immediately excites the spin-sector without exciting the charge sector, thus
initially protecting the quantized pumping of charge despite a gap closing. These spin-
excitations are latter converted to charge excitations when reaching the band-insulating
regime afterwards. This work constitutes one of the first experimental observations of
pumping in a topological system which is genuinely due to many-body interactions.

1.7 Structure of this thesis

This thesis is organized as follows. In chapter 2 I will summarize and review the basics
of geometric phases, also called Berry phases, which are the foundation of topology in
Condensed matter theory. Using Berry phases, the topological invariant of Thouless
pumps, the Chern number, can be defined. I will also address the adiabatic perturbation
theory which is needed to understand non-adiabatic effects of Thouless pumps and
introduce the topic of adiabatic deformations, called homotopies.

Chapter 3 starts with the definition of the SSH model as the basic model for a
symmetry protected topological phase, with which the bulk-boundary correspondence can
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1 Introduction

be explained. Using this, I will introduce the Rice-Mele model which is the focus of all
publications in this thesis. I discuss its dispersion relation, connect the pumped charge to
the shifting of Wannier centers and introduce the current operator. The Chern number
is demonstrated to be equal to the pumped charge. I also introduce the many-body
polarization as a many-body equivalent to the Berry phase and describe the equivalence
between the quantum Hall effect and Thouless pumping. The chapter finishes with
a discussion of experimental realizations of Thouless pumps. In chapter 4, I briefly
summarize the numerical techniques used here; exact diagonalization, multi-trajectory
Ehrenfest, Lanczos and matrix-product state (MPS) methods.

Chapter 5 shows results for the disordered Rice-Mele model. I present results for the
phonon-bath-coupled Rice-Mele model in chapter 6. Finally, chapter 7 shows results
for the interacting Rice-Mele Hubbard model and its extensions. I give an account of
preliminary results for a finite-temperature interacting Rice-Mele model in chapter 8
before concluding in chapter 9 with a short discussion and outlook.
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2 Topology in condensed matter theory

2.1 Review of Berry phases and Chern numbers

Central to the theory of topological insulators and topological charge pumps are the
concepts of geometric phases, also called Berry phases. This concept was first introduced
by Sir Michael Berry in 1984 as part of his seminal paper [197]. A Berry phase is a phase
angle of a complex vector that is obtained during the evolution of this vector along a
parameter path. The idea was later formalized in the context of representation theory
of fiber bundles, see for example [198]. Here, I will take a mostly heuristic approach
and briefly review the key concepts of geometric phases and corresponding topological
invariants like Chern numbers directly in the context of quantum mechanical systems.
The Berry phase constitutes the foundation of the topology of quantum states while the
Chern number is the central topological invariant that will dictate the amount of pumped
charge in topological charge pumps. To connect the Chern number to the pumped charge
in Thouless pumps, I will summarize the key results of the adiabatic perturbation theory
[199, 200, 201] and the modern theory of polarization [202]. I will follow [110] and [203]
closely in this chapter.

2.1.1 Berry phase

Topology in condensed matter theory is the study of global, generic properties of systems
that are unchanged by local transformations. Berry phases are geometric phases that
combine local properties coming from local gauge transformations into a global phase
that is unchanged during these gauge transformations. A local gauge transformation in
quantum mechanics assigns a phase β(R) to a state vector |u(R)〉 via

|u(R)〉 7→ |ũ(R)〉 = e−iβ(R) |u(R)〉 , (2.1)

where R is a parameter of the physical system, which can be, for example, external
potentials, magnetic fields, time or real-space position. The state vectors |u(R)〉 are
taken to be the instantaneous eigenstates of a parameter-dependent Hamiltonian H(R).
We first consider a discrete set of parameters R1, R2, . . . , with corresponding states
|uj〉 = |u(Rj)〉. The Berry phase is then defined as

φ = − Im ln [〈u0 | u1〉 〈u1 | u2〉 . . . 〈uN−1 | u0〉] . (2.2)

φ is the sum of relative phases of a closed ring of states. Whereas a relative phase between
two states φ1,2 = − Im ln [〈u1 | u2〉] changes under a local gauge transformation eq. (2.1)
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2 Topology in condensed matter theory

ϕ = π

ϕ = π

ϕ = π − 2π

M : λ ∈ [0,1)

(a)

(b)

(c)

Figure 2.1: Schematic representation of three different local gauges of quantum states
in a Möbius band geometry. (a) Parallel transport gauge: A(λ) = 0 and
− Im ln 〈ūλ=1 | ūλ=0〉 = π. (b) Twisted parallel transport gauge: A(λ) = π
and − Im ln 〈ūλ=1 | ūλ=0〉 = 0. (c) Twisted parallel transport gauge with an
additional twist of −2π. A(λ) = −π and − Im ln 〈ūλ=1 | ūλ=0〉 = 0. For all
three gauges, the Berry phase is π mod. 2π, which reflects the half rotation
of the Möbius band.

as

φ1,2 7→ φ̃1,2 = φ1,2e
−i(β2−β1), (2.3)

the Berry phase is invariant under all local gauge transformations, since all states in
eq. (2.2) come in pairs of a bra and a ket. However, φ is only invariant when seen as a
phase angle, meaning that there is a branch ambiguity when taking the logarithm. To
see this, consider a local gauge transformation for L states on a ring of the form

βj = 2πj/L. (2.4)

which makes the Berry phase pick up an additional phase of 2π.
Consider now a continuous parameter set, such that the paths in this set are parametrized

with the real parameter λ ∈ M = [0, 1] and |u(λ = 0)〉 = |u(λ = 1)〉. The continuum
limit of eq. (2.2) is

φ = − Im

∮
〈uλ | ∂λuλ〉 dλ, (2.5)

where the Berry connection or Berry potential A(λ) = − Im 〈uλ | ∂λuλ〉 = 〈uλ | i∂λuλ〉
is the relative phase between neighboring states to first order in the parameter λ.
Equivalently to eq. (2.3), the Berry connection is not gauge invariant and transforms
according to

Ã(λ) = A(λ) +
dβ(λ)

dλ
. (2.6)
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2.1 Review of Berry phases and Chern numbers

The Berry phase eq. (2.5) is well-defined as a phase angle.
To assign an interpretation to the Berry phase, we consider three local gauges for

states on a closed path on a parameter manifold that twists like a Möbius band, shown
in fig. 2.1.

The first gauge we consider is the parallel transport gauge, which is defined via a
vanishing Berry connection, which is depicted in fig. 2.1 (a):

Ā(λ) = 〈ūλ | i∂λūλ〉 = 0. (2.7)

Parallel transport is a term from differential geometry and essentially means that tangent
vectors on a manifold twist in accordance to the underlying manifold so that they are ”as
parallel as possible” given the curvature of the manifold itself. Here, the Möbius band
twists by an angle π during the circular path from λ = 0 to λ = 1. In a parallel transport
gauge the Berry curvature, measuring the phase difference of neighboring states, is zero
during a transversal of this path. Notice that the state vectors in fig. 2.1 (a) turn exactly
in accordance to the underlying manifold, denoted by the grey lines. Comparing the
phase angles between the states |ū(0)〉 and |ū(2π)〉, they point in opposite directions and
therefore we have

φ̄ = − Im ln 〈ūλ=1 | ūλ=0〉 = π. (2.8)

Therefore, the Berry phase is the phase that is remaining after parallel transporting
vectors along the periodic path and is exactly the twist that is inherent in the manifold
of eigenstates due to the Möbius band geometry. We will use the parallel transport
gauge for connecting the Berry phase to physical observables in the context of adiabatic
perturbation theory in section 2.2.

A second gauge, named the ”twisted parallel transport gauge” is shown in fig. 2.1 (b).
Here, the phase twist of π is distributed across each state via a local gauge transformation
β(λ) = πλ, such that the Berry connection is constant:

Ã(λ) = 〈ũλ | i∂λũλ〉 = π (2.9)

but the gauge is cyclic as a result since |ũ(0)〉 = |ũ(1)〉.
As a third example showcasing the gauge independence modulo 2π of the Berry phase,

consider starting from the twisted parallel transport gauge but applying an additional
phase β(λ) = −2πλ:

˜̃A(λ) =
〈
˜̃uλ | i∂λ ˜̃uλ

〉
= π − 2π. (2.10)

|˜̃u(0)〉 = |˜̃u(1)〉 still holds, as is evident in fig. 2.1 (c), but the Berry phase is now

˜̃
φ = φ̄− 2π, (2.11)

where φ̄ = π is the Berry phase in the parallel transport gauge eq. (2.8).
Note that the Berry phase itself is not quantized and can take any value depending on

the physical system and the resulting ground-state manifold. However, all possible local
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2 Topology in condensed matter theory

gauge transformations can be characterized by an integer winding number m, such that
[203]

φ̃ = φ+ 2πm, (2.12)

where the tilde denotes an arbitrary local gauge transformation. This is because a gauge
transformation necessarily needs to assign a well-defined phase angle β(λ) to a state
|u(λ)〉. One can use this fact to prove that the Chern number is an integer, which I will
demonstrate in the next section.

2.1.2 Berry Curvature and Chern number
For an N -dimensional parameter space, the Berry connection is

Aµ = 〈uλ | i∂µuλ〉 (2.13)

where µ ∈ {1, . . . , N}. If we consider a closed path P , the Berry phase along that path
becomes

φ =

∮
P
A · dλ, (2.14)

which is the line integral of A along P . Using Stokes’ theorem for the two-dimensional
submanifold S that is bounded by P , the Berry phase can be calculated via a surface
integral of the Berry curvature Ω, defined as the curl of the Berry connection:

Ωµ,ν = ∂µAν − ∂νAµ = −2 Im 〈∂µu | ∂νu〉 , (2.15)

φ =

∮
P
A · dλ =

∫
S
Ωµνdsµ ∧ dsν . (2.16)

Here, ∧ is the usual exterior product of differential forms, indicating that the Berry
curvature is a two-form, or a pseudovector in the language of vector analysis, making it
equivalent to the magnetic field in electrodynamics. The Berry phase φ is therefore also
called ”Berry flux” through the surface S. Both φ and Ω are gauge invariant while the
Berry potential A is not, mirroring the situation in classical electrodynamics, where the
magnetic flux and magnetic field are gauge invariant, but the gauge potential is not.

What happens if a closed surface is considered, like a torus? In that case we cannot
globally use Stokes’ theorem as in general we cannot find a smooth gauge for the entire
surface. A torus parameter manifold is the situation we will encounter in this thesis
for either two-dimensional crystals or one-dimensional systems with a periodic time-
dependence. In that case, the parameters will either be λ = (kx, ky) or λ = (kx, t),
respectively, where kµ is the quasimomentum, which is periodic in the Brillouin zone (see
section 2.1.3). The parameter manifold T is then the Brillouin zone (BZ) or the mixed
space of a one-dimensional Brillouin zone and time.

For such a torus T , we use Stokes’ theorem on two subsurfaces S and S̄ such that
T = S ∪ S̄ and S ∩ S̄ = P is a common closed loop, as shown in fig. 2.2. The Berry phase
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ky

kxkx
ky

kx

S

S

S
S

Figure 2.2: The brillouin zone of a two-dimensional material is a closed surface in the
form of a torus spanned by the crystal momenta kx and ky. The Berry phase
around a close loop on the torus is calculated as the berry flux through two
subsurfaces S and S̄.

around P is equal for both subsurfaces:

φ =

∮
∂S

AS(λ) · dλ =

∫
S
Ω(λ)dS

=

∮
∂S

AS̄(λ) · dλ = −
∫
S̄
Ω(λ)dS. (2.17)

The Berry connections for each subsurface are connected via a gauge transformation:

AS̄(λ) = AS(λ)−∇β(λ). (2.18)

From eq. (2.17) and eq. (2.11) it follows that

∫
BZ=S+S̄

Ω(λ)dS =

∮
∂S

∇β(λ) · dλ = 2πC. (2.19)

Because the gauge β(λ) is smooth along P and has to be well-defined after going around
the closed loop, eq. (2.19) calculates the winding of the phase angle β around the loop,
which therefore must be an integer multiple of 2π. C is the Chern number, which is the
relevant topological invariant for 2d systems and topological charge pumps.

I conclude this brief review of Chern numbers with a particularly useful form of the
Chern number, which is commonly used in the context of charge pumps. For a parameter
manifold of a periodic time parameter t ∈ [0, 1] and the quasi momentum k ∈ [0, 2π], the
Chern number can be expressed as the winding of the Berry phase with respect to k
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around a pump cycle parametrized by t:∫
T
Ω(λ)dS =

∫ 1

0
dt

∫ 2π

0
dk (∂tAk − ∂kAt) (2.20)

=

∫ 1

0
dt

∫ 2π

0
dk ∂tAk

=

∫ 1

0
dt ∂t

∫ 2π

0
dk Ak

=

∫ 1

0
dt ∂tφ,

where in the second line, the twisted parallel transport gauge eq. (2.9) was used.

2.1.3 Topology of Bloch vectors
The formalism of Chern numbers and Berry phases can directly be applied to crystalline
materials. From Bloch’s theorem, we know that the eigenstates of a periodic lattice
Hamiltonian are

|Ψn,k〉 (r) = eik·r |un,k(r)〉 , (2.21)

where |un,k〉 are the cell-periodic Bloch functions and n denotes the band index. The
Brillouin zone in d dimensions, consisting of all k vectors in the first reciprocal unit cell,
can be regarded as a closed parameter manifold, more specifically a d-torus, as k and
k +G correspond to the same physical state. Thus, the k-vectors take the role of the
parameter in earlier sections. Taking a closed path in the Brillouin zone, one has for the
Berry phase and Berry connection of the n’th band:

φn =

∮
An(k) · dk, (2.22)

Anµ(k) = 〈unk | i∂µunk〉 . (2.23)

For two-dimensional systems, the Brillouin zone is a 2-torus and the Chern number can
be calculated as the integral over the entire Brillouin zone:

Cn =
1

2π

∫
BZ

Ωn,xyd
2k, (2.24)

Ωn,µν(k) = ∂µAnν(k)− ∂νAnµ(k) = −2 Im 〈∂µunk | ∂νunk〉 . (2.25)

Two-dimensional systems with a non-zero Chern number are called Chern insulators or
quantum anomalous Hall insulators, the most famous of which is the Haldane model [88].
It can be shown that time-reversal symmetry needs to be broken in order for non-trivial
Chern numbers to occur. Usually this is done via an external magnetic field. The Haldane
model does the same via a complex next-nearest-neighbor hopping and does not need an
external magnetic field.
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In one-dimensional systems, the entirety of the 1d Brillouin zone is a closed path. The
Berry phase over the entire Brillouin zone

φn =

∮
BZ
An(k)dk =

∮
BZ

〈unk | i∂kunk〉 (2.26)

is called the Zak phase [118]. In general, it is not quantized and like any Berry phase
can take any phase value. This situation changes in systems with additional symmetries,
where the Zak phase can become quantized like the Chern number, making it a topological
invariant in these systems. One example of this is the Su-Schrieffer-Heeger (SSH) model
[204], where the quantized Zak phase leads to the definition of a quantized winding
number.

2.2 Adiabatic theory
The Chern number introduced in the last section is an instantaneous measure of parameter
dependent Hamiltonians. In any time-dependent experiment, we have to consider the
time-variable not only in a parametric sense but as a fundamental variable of the
time-dependent Schrödinger equation

ih̄∂t |Ψ〉 = Ĥ |Ψ〉 . (2.27)

For an arbitrary time-evolution, this equation needs to be solved as arbitrary non-
adiabatic effects can occur. If the time-dependence is sufficiently slow, the non-adiabatic
effects can be ignored except for the lowest orders in perturbation theory, which is dubbed
the adiabatic theorem [205]. Explicitly we consider the parameter λ(t) to depend slowly
on time t and define the instantaneous eigenstates as

H(λ)|n(λ)〉 = En(λ)|n(λ)〉. (2.28)

The energy levels En are assumed to be non-degenerate. Anticipating the dynamical
phase evolution for the n’th eigenstate γ(t) = 1

h̄

∫ t
0 En (t

′) dt′, consider the ansatz

|ψ(t)〉 = c(t)e−iγ(t)|n(t)〉, (2.29)

meaning that we allow for an additional phase during time-evolution. The solution for
c(t) is [203, 110]

c(t) = eiφ(t), (2.30)

φ(t) =

∫ t

0
An

(
t′
)
dt′ =

∫ λ(t)

λ(0)
An(λ)dλ, (2.31)

where φ is the Berry phase on the path from λ(0) to λ(t). The Berry phase does not
depend on the time taken but only on the path itself - hence the name ”geometric phase”.
If the states are considered to be in a parallel transport gauge eq. (2.7), the Berry phase
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2 Topology in condensed matter theory

vanishes during the time-evolution and only the dynamical phase remains. Therefore, in
an adiabatic time-evolution, the quantum states follow the parallel transport gauge [206].

To describe charge transport, one has to go beyond first order, as the current operator
in quantum mechanics vanishes for real states or states with a global phase evolution.
The second order solution reads [203]:

|ψ(t)〉 = eiφ(λ(t))e−iγ(t)|n(λ(t))〉+ λ̇|δn(t)〉, (2.32)

with

|δn〉 = −ih̄
∑
m 6=n

〈m | ∂λn〉
En − Em

|m〉 = −ih̄
∑
m6=n

〈m |(∂λH)|n〉
(En − Em)2

|m〉. (2.33)

As in the first order solution, there is no explicit time-evolution present, meaning
the admixture of the instantaneous state |n〉 with the other states |m 6= n〉 are only
depending on the path taken, as long as the time-evolution is slow enough. An adiabatic
parameter can be defined as [203]

α = h̄λ̇
〈m | ∂λn〉
En − Em

. (2.34)

The time-evolution is called quasi-adiabatic, if α � 1, meaning that the variation of
the state |n〉 is small compared to the energy gap ∆E = Em − En of the system. The
quasi-adiabatic time-evolution is at the center of quantized charge transport in topological
charge pumps. Essentially, during a quasiadiabatic evolution, the evolved states are
equal to the instantaneous eigenstates of the system in the parallel transport gauge with
an additional stationary admixture of higher energy levels that can lead to topological
charge transport.

From eq. (2.33), it becomes clear that the present adiabatic theorem only holds for
non-degenerate systems. The theory can be extended to degenerate systems, where the
geometric phase has to be replaced by a more general U(n) generator that acts in the
degenerate subspace [207]. In this thesis, only the non-degenerate case is considered.

2.3 Homotopy

A key concept of topology is the robustness of topological invariants with respect to
continuous transformations. As a geometric example, consider the number of holes of a
closed manifold as a topological invariant. Smooth deformations of the manifold, like
stretching cannot change the topological invariant. This is due to the fact that topological
invariants are quantized (either to integer or an integer multiple of a constant) and thus
cannot change continuously from one value to another. The only way to change the
number of holes in the above example is to cut open the manifold or glue it together at
some other point. Such a transformation is no longer continuous and can lead to jumps
in the topological invariant.
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To apply this concept to physical systems, one needs the formalism of homotopy [198].
Homotopies essentially interpolate between two continuous functions f and g in a smooth
and continuous fashion. In quantum physics, these functions are the Hamiltonians
Ĥ1(λ) and Ĥ2(λ) and a homotopy is a series of Hamiltonians Ĥα(λ) with α ∈ [1, 2]
that interpolate between them in such a way that all Ĥα stay non-degenerate (or retain
the same degenerate subspaces for degenerate systems). This usually means that the
energy gap has to remain open for topological robustness to hold. If along the path from
α = 1 to α = 2 the energy gap closes, a topological phase transition can occur, which
changes the topological invariant of the system. When exploring the different channels of
breakdown of topological charge pumping later in this thesis (section 7.3), it will therefore
be a central question, whether the perturbations, like disorder, electron-phonon-coupling
or many-body interactions leave the energy gap open. Closing the gap, one expects a
topological phase transition to be able to occur, potentially leading to a breakdown of
topological pumping. Two Hamiltonians that are connected via a homotopy, are called
adiabatically connected. Topological invariants for adiabatically connected Hamiltonians
with the same symmetries cannot change. On the other hand, two systems with differing
topological invariant cannot be adiabatically connected. Notice that a gap closing can
also occur in a Hamiltonian Ĥ(λ) as a function of the parameter λ, for example if the
system becomes degenerate at a particular point in time. However, we will see later
in section 7.1, that such a gap-closing is not necessarily a sufficient criterion for the
breakdown of quantized charge pumping, at least for the first pump cycle.
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3 Topological charge pumps

A topological charge pump or Thouless pump [45, 44] is a physical system that transports
an integer-quantized amount of charge without an external bias voltage. The system
is modulated in time adiabatically slowly so that the time-evolved states are to a good
approximation the instantaneous eigenstates of the system. We will focus on one-
dimensional charge pumps, although higher-dimensional pumps exist [55, 117]. It can
be shown via adiabatic perturbation theory [199, 200, 201] and the modern theory of
polarization [202, 208], that the amount of charge pumped is equal to the Chern number,
which can be calculated as the winding of the Berry phase along the pump cycle. In this
chapter I will briefly introduce the SSH model [204], which is the prototypical model
for symmetry-protected topological phases before introducing in detail the main model
of this thesis, the Rice-Mele model [132], which smoothly interpolates between trivial
and non-trivial phases of the SSH model. I will then describe the quantum-mechanical
current operator and will outline how topological charge pumping occurs in the Rice-Mele
model. I will also summarize recent experimental developments in the Rice-Mele model
and charge pumping in general.

3.1 SSH model
The SSH model [204] is a one-dimensional tight-binding chain with a dimerized hopping
controlled by the dimerization δ:

Ĥ(δ) = −J
L∑

j=1

(
1 + δ(−1)j

) (
ĉ†j ĉj+1 + h.c.

)
, (3.1)

where ĉ†j creates a fermion on site j. For two-band models, the bulk Hamiltonian
Ĥ(k) = eikjĤe−ikj can be expanded in Pauli matrices σ = (σx, σy, σz)

T :

Ĥ(k) = Jd(k) · σ, (3.2)

where the hopping constant J can be set to 1. From Ĥ(k)2 = |d|21, we obtain E± = ±|d|.
From homotopy arguments, we know that any topological invariant cannot change unless
the Hamiltonian becomes degenerate. Here, the gap closing happens at d = 0, which
corresponds to δ = 0. Thus, for the non-degenerate system, only the direction of the d
vector is of importance. For the SSH model, the explicit values are

dx = 1 + δ + (1− δ) cos(k); dy = (1− δ) sin(k); dz(k) = 0. (3.3)
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J(1 + δ) J(1 − δ)

J(1 + δ)J(1 − δ)

Figure 3.1: The two topological phases of the SSH model: Top: Strong intracell hopping
and weak intercell hopping with no edge states present. Bottom: Weak
intracell hopping and strong intercell hopping leads to two weakly coupled
sites on either edge that host zero energy edge states.

The system’s chiral symmetry [209, 206, 11] σzĤ(k)σz = −H(k) leads to the eigenstates
on the Bloch sphere, parametrized by d, to lie in the x-y plane. Therefore, one can
define a winding number around the degeneracy at the origin: The Zak phase φ becomes
either 0 or π, which corresponds to the number of times the d-vector wraps around the
origin when sweeping through the entire Brillouin zone. Without the chiral symmetry,
the d-vector would carve out a closed loop in all R3/0 and any such closed loop could be
continuously transformed to a point, making a winding number ill-defined. Therefore,
the SSH model gives an example of a symmetry protected topological phase.

3.1.1 Bulk-boundary correspondence
Topological invariants like the Chern number or the Zak phase are bulk properties that
are inherent in the periodic system without the presence of boundaries. However, also
systems with open boundary conditions possess topological invariants, which are tied to
the bulk properties. As an example, consider an open SSH model with two edges on either
side. Depending on the dimerization, one can have either strong bonds inside each unit
cell or between unit cells with two dangling weakly coupled sites at the edges, see fig. 3.1.
One can now define the topological invariant of the number of these zero energy-edge
states on the left on sublattice A NA minus the number of edge states on sublattice B
NB: ν = NA −NB. One can show [110] that adiabatic deformations do not change this
number of edge states on one side of the system and that it is equal to the bulk winding
number. The connection of bulk properties and edge states is called ”bulk-boundary
correspondence” and is a general statement about topological phases. Although it is
well-established for common topological systems in a variety of different settings, the
full general proof is an active area of research [114, 112, 117]. For Chern insulators,
2d materials with non-zero Chern number, usually achieved via an external magnetic
field, the in-gap edge states manifest as chiral edge states that propagate along the
boundary of the system with a group velocity in only one direction along the edge. The
Thouless charge pumps that are considered in this thesis are dynamical versions of these
Chern insulators, which I will demonstrate in section 3.3. Experimentally, topological
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edge states have recently become measurable, in the context of ultracold atomic gases
[119, 27, 40] or with photonic systems [210, 211].

3.2 Rice-Mele model
The Rice-Mele model is the prototypical model for a topological charge pump. It was first
introduced to study linearly conjugated diatomic polymers [132]. The model describes a
one-dimensional lattice with dimerized hopping, like in the SSH model, and an additional
staggered on-site potential:

Ĥ(δ,∆) =− J

L∑
j=1

(
1 + δ(−1)j

) (
ĉ†j ĉj+1 + H.c.

)

+∆

L∑
j=1

(−1)j ĉ†j ĉj , (3.4)

where δ controls the hopping dimerization and ∆ is the alternating onsite energy offset.
For convenience the lattice spacing is set to 1. For ∆ = 0, the SSH model is recovered.
∆ breaks the chiral symmetry of the SSH model, making the Zak phase non-quantized.
The Rice-Mele model is a topologically protected charge pump in the following sense:
For a general pair of (δ,∆), the instantaneous system is not topological, except for δ = 0.
However, modulating the system in time by letting δ and ∆ change as a function of t
along a periodic pump cycle, and doing so sufficiently slowly as shown in the adiabatic
theorem, one has an effective parameter torus in the mixed space of time and crystal
momentum. This closed two-dimensional parameter space leads to the Chern number as
the natural topological invariant for a charge pump. In the thermodynamic limit and for
periodic boundary conditions, the Chern number is exactly the amount of charge that is
pumped during one pump cycle.

In the remainder of this section I will demonstrate the emergence of quantized charge
transport: First the Rice-Mele model is solved in momentum space, leading to a two-
dimensional effective Brillouin zone in time and crystal momentum. Next, the Wannier
basis is introduced in the context of the modern theory of polarization [202] which
creates a link between the charge polarization and the Berry connection. Then, using
the adiabatic perturbation theory introduced in section 2.2, together with the quantum
mechanical current operator, one can write the amount of charge pumped through the
system as the Chern number.

3.2.1 Bulk Hamiltonian and dispersion relation
In the thermodynamic limit and for periodic boundary conditions, the momentum space
bulk-Hamiltonian of eq. (3.4) is

Ĥ(k, t) = J

(
−∆(t)/J −1 + δ(t)− (1 + δ(t)) exp(−ik)

−1 + δ(t)− (1 + δ(t)) exp(ik) ∆(t)/J

)
, (3.5)
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Figure 3.2: Left: Two topologically equivalent pump cycles in the δ-∆-plane. The amount
of pumped charge per cycle is equal to the winding around the origin and does
not depend on the specific path taken. Right: Sketch of the Wannier states
along the pump cycle. During half a pump cycle, the trivial and non-trivial
phases of the SSH model are smoothly connected and the particles shift by
half a unit cell.

where both δ and ∆ depend on time t. In the language for two-band models, it becomes
Ĥ(k, t) = Jd(k, t) · σ with

dx = −1 + δ − (1 + δ) cos(k); dy = −(1 + δ) sin(k); dz(k) = −∆/J, (3.6)

which is equivalent to the SSH model eq. (3.3) with an additional z-component controlled
by the chiral symmetry breaking term ∆. The dispersion relation ε(k, t) is

ε(k, t) =
√
d(t) · d(t) (3.7)

and the gap closes at d = 0. Consider a pump cycle

δ(t) = δ0 cos(t/T )

∆(t) = ∆0 sin(t/T ) (3.8)

and let t go from 0 to the pump period T . In the δ−∆ plane, the pump cycle surrounds
the gap closing at the origin. At each time, the Zak phase can be calculated with
eq. (2.26). The Chern number is then the winding of the Zak phase when going around
the pump cycle (see eq. (2.20)):

C =

∫ T

0
dt∂tφ. (3.9)

Therefore, the Chern number for the Rice-Mele model is equal to the number of times,
the pump cycle encircles the origin. Intuitively, the resulting pumping can be understood

28



3.2 Rice-Mele model

0 π 2π

´2

´1

0

1

2

θ

εp
k
,θ

q

0

π

k

1 5 9
0.0

0.2

0.4

0.6

0.8 paq

j

||
Ψ

pj
,θ

q|
|2 θ

0.6π
π

192 196 200

pbq

j

Figure 3.3: Left: Band structure of the Rice-Mele model as a function of crystal momen-
tum k and pump parameter θ. The green (purple) lines indicate the energy
levels of the edge states that are localized at the right (left) edge for an OBC
system.
Right: Local density of the edge states on the left (a) and right (b) sides
of the system. The dashed lines correspond to a pump parameter close to
the emergence of the edge states from the bands. The solid lines are at the
edge-state degeneracy at θ = π.

from fig. 3.2 and from the Wannier states (see section 3.2.3). At t = 0, the system is in
the trivial phase of the SSH model with a Zak phase of 0. The instantaneous eigenstates
are dimerized inside each unit cell. After a quarter of the pump cycle at t/T = 0.25, the
dimerization is turned off and the local potential becomes minimal in the second site of
the unit cell. The instantaneous eigenstates are localized on these sites. At t/T = 0.5,
the potential staggering is vanishing again and the dimerization results in the non-trivial
SSH phase, with strong bonds across unit cells. The Zak phase at this point is π and
the Wannier centers have shifted by half a unit cell to the right. For the remainder of
the pump cycle this process repeats, going from the non-trivial SSH phase to the trivial
one. The Zak phase increases to 2π which is equivalent to 0 and the instantaneous states
return to the starting configuration, with all Wannier states having shifted by one unit
cell.

In the left subplot of fig. 3.3 the dispersion relation for a Rice-Mele model with periodic
boundary conditions is plotted as a function of the crystal momentum k, represented by
the color and a pump angle θ(t) = 2πt/T . Additionally, the energy spectrum is calculated
for a system with open boundary conditions. The in-gap edge states are plotted with
the dispersion relation in a mixed open- and periodic-boundary plot. Note that these
edge states are a superposition of different k-eigenstates and have no well-defined crystal
momentum. The edge states emerge after a quarter of the pump cycle out of the k = π
gap and become zero-energy states at θ = π. These zero energy states are the edge states
of the SSH model on the left and right edge respectively. The in-gap levels can be colored
depending on which edge the states occupy. The green [purple] lines correspond to the
right [left] edge. On the right side of fig. 3.3, the local density of the edge states on the
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3 Topological charge pumps

left and right edge are plotted for θ = 0.6π and θ = π. The edge states emerge from the
bulk states and become maximally localized at the SSH point θ = π.

The pumping can be understood from the evolution of the edge states: An edge state on
the right side emerges from the valence band of the bulk, evolves into a zero energy edge
state at θ = π and then transitions into the conduction band. At the same time, an edge
state on the left edge transitions from the conduction band down into the valence band.
The charge pump therefore works like a conveyor belt, pushing charge in the valence
[conduction] band to the right [left] [110]. This is another instance of the bulk-boundary
correspondence. The Chern number Cn of a bulk band n can be calculated via the net
number of edge states N crossing the band gap on both edges 1. Defining Nr [Nl] as the
number of edge states leaving [entering] the filled band on the right [left] edge, one has

Cn = (Nr +Nl)/2. (3.10)

For instantaneous numerical calculations, this is a useful tool to calculate the Chern
number.

3.2.2 Current operator and amount of pumped charge

To calculate the pumped charge in a quasiadiabatic pump cycle, we need the quantum
mechanical current operator. The current operator in quantum mechanics can be defined
via the velocity operator, which formally derives from the Heisenberg time-derivative of
the position operator [203]:

v̂ =
−i
h̄
[̂r, Ĥ]. (3.11)

For a periodic system, the bulk group velocity and current operator become

v̂k =
1

h̄
∇kĤ(k), (3.12)

ĵk = −e/m v̂k. (3.13)

We will set both the electric charge e and the mass m to 1 in the remainder of this thesis.
Consider a completely filled band n that is gapped from all other bands. The amount of
pumped charge Q is the time-integral of the expectation value of the current operator in
the k-space representation with N unit cells [110]:

Qn =
1

N

∫ T

0
dt
∑
k∈BZ

〈
ũn(k, t)

∣∣∣∂kĤ(k, t)
∣∣∣ ũn(k, t)〉 , (3.14)

where the tilde on the u-functions of the Bloch waves denotes the time-evolved states.
For sufficiently slow pumping, the solution for the evolved states is given by the adiabatic

1This situation changes for Floquet systems, in which anomalous Floquet topological insulators can
have edge states in conjunction with a trivial bulk invariant [42, 212, 119].
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theorem in eq. (2.33):

|ũn(t)〉 = eiφ(t)e−iγ(t)|un(t)〉 − ih̄
∑
m6=n

〈um | ∂tun〉
εn − εm

|um〉. (3.15)

Inserting this into eq. (3.14), carrying out a continuum limit for the k-space and eliminating
diagonal terms, as their k-space integral vanishes, one obtains [45, 110, 203]

∆Qn = − 1

π
Im

∫ T

0
dt

∫
BZ
dk
∑
m 6=n

〈
un | ∂kĤ(k, t) | um

〉
〈um | ∂tun〉

εm − εn
(3.16)

= − 1

π
Im

∫ T

0
dt

∫
BZ
dk

∑
m 6=n

〈∂kun | um〉 〈um | ∂tun〉 (3.17)

= − 1

π
Im

∫ T

0
dt

∫
BZ
dk 〈∂kun | ∂tun〉 (3.18)

=
1

2π

∫ T

0
dt

∫
BZ
dk Ωn,kt = Cn. (3.19)

In the second line, the parallel transport gauge eq. (2.7) was used. Eq. (3.19) is the
central result of the theory of topological charge pumps, directly equating the pumped
charge in a quasi-adiabatic pump to the Chern number of the filled band. It was first
proven by Thouless [45].

If one is only interested in the quasi-adiabatic contribution, it therefore suffices to
calculate the Chern number in an instantaneous basis. In experimental realizations
of Thouless pumps, the effective pumping period can be much larger than what the
quasi-adiabatic formula necessitates. For finite pumping frequencies, non-adiabatic
contributions emerge, which go beyond the second oder in adiabatic perturbation theory,
and in general can excite the system irreversibly. In this context, a good definition
of quasi-adiabaticity is the occupancy of excited bands as the pumping is smoothly
turned off. If this excitation occupancy vanishes after the pumping has stopped, the
quasi-adiabatic approximation holds. Recently there have been conceptual developments,
for example in the definition of a non-adiabatic Zak-phase analogue [213].

3.2.3 Polarization and Wannier functions
For spatially localized systems, like an atom, the electrical polarization P can easily be
defined via the displacement of the electrons relative to the nucleus. For the bulk of
crystalline systems, this approach fails due to the fact that the electronic wavefunctions
are delocalized across the entire bulk, making their center of charge undefined [214, 110].
The ill-defined position expectation values of the Bloch waves can be defined via the
Wannier functions, as the inverse Fourier transforms of the Bloch functions [215]:

|wj,n〉 =
V

(2π)3

∫
BZ
dk e−ik·j |ψnk〉 , (3.20)
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where V is the unit cell volume. |wj,n〉 is localized at lattice site j, decays exponentially
if a smooth gauge is chosen for the Bloch functions and all Wannier states for j ∈ 1, ..., L
span the full band n, just as the Bloch waves do, as the transformation in eq. (3.20) is
unitary. It can be shown [110] that the expectation of the position operator x̂ is

〈wj,n|x̂|wj,n〉 =
i

2π

∫ π

−π
dk 〈un(k) | ∂kun(k)〉+ j = φ+ j. (3.21)

Thus, the Wannier states have a weight on site j that is dependent on the Zak phase
φ. The modern theory of polarization [202, 214] identifies this Zak phase as the electric
bulk polarization:

P = φ =
i

2π

∫ π

−π
dk 〈u(k) | ∂ku(k)〉 (3.22)

From the continuity equation, we know that current is the time-derivative of polarization
[203]:

J =
dP

dt
. (3.23)

From Thouless’ formula above, we also know that the current in an adiabatically modu-
lated system is nothing but the Berry curvature integrated over the filled band:

J =
i

2π

∫
BZ

dk 〈∂kun | ∂tun〉 , (3.24)

which together with eq. (3.23) leads to eq. (3.22). The adiabatic pumping of charge can
now be interpreted as a shifting of all Wannier states to the next unit cells during one
pump cycle, since

∆P = φk(T )− φk(0) = C. (3.25)

To calculate the polarization, and by that, the Berry phase numerically, we use the
exponential position operator [208]:

X̂e = ei
2π
L
x̂, (3.26)

where L is the number of sites. This operator can also be used to calculate the spin-Berry
phase for a two-component system. For the charge and spin operators one has [190]

X̂e
C,S = exp [i(2π/L)Σjj (n̂j↑ ± n̂j↓)] . (3.27)

3.2.4 Current operator for lattice systems and non-adiabatic effects of the
pumped charge

For the numerical studies showcased in this thesis, we will only consider tight-binding
lattice models. While the current operator eq. (3.13) can be applied to a finite periodic
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3.3 Thouless pumps as analogues to Chern insulators

lattice model, we are specifically interested in effects that can break the periodicity of the
lattice, such as disorder or electron-phonon coupling, or in interacting models, where the
k-states are no longer well-defined. Thus, the current operator in real space is needed,
which takes the form [110]

Ĵ(t) = i

L∑
j=1

(
tj(t)ĉ

†
j ĉj+1 − H.c.

)
, (3.28)

with the time-dependence originating from the hopping constants tj(t). We will use
the expectation value of eq. (3.28) to calculate the pumped charge as a function of
time in real-time evolution numerics. The expectation value vanishes for instantaneous
eigenstates |Ψ(t)〉, because the admixture from the adiabatic theorem is missing in that
case. Instead, using the time-evolved states Û(t) |Ψ(0)〉, all non-adiabatic effects to
every order are included. The time-evolution operator Û(t) = T e−ih̄

∫ t
0 dt′Ĥ(t′) with the

time-ordering operator T has to be approximated numerically using finite time-differences,
see chapter 4. The time-dependence of the Hamiltonian Ĥ(t) is entirely contained in
the pump cycle (δ(t),∆(t)) in eq. (3.8). The amount of adiabaticity is controlled by the
pump period T . For large T , the pumped charge is nearly equal to the Chern number.
Fast pumping (small T ), leads to irreversible excitations during each pump cycle, which
can lead to pumped charges lower or higher than the quantized amount. Recently, the
non-adiabatic effects have been characterized using Floquet theory [56]. It is shown that
the dependence of the deviation from quantized charge values can become non-analytic
and proportional to the square of the driving frequency ω2 when the driving is switched
on rapidly, due to an imperfect occupation of Floquet states at t = 0. This is usually
apparent from oscillations in the pumped charge Q(t). To remedy this, we will switch on
the pumping smoothly (chapter 4).

3.3 Thouless pumps as analogues to Chern insulators
From eq. (3.19), one can see that the pumped charge per cycle in a quasi-adiabatic
evolution is only dependent on the instantaneous quantity of the Berry curvature of the
mixed time-quasi-momentum Brillouin zone (kx, t) ∈ BZ. This makes it natural to make
the substitution ky ↔ t in this limit and to directly consider two-dimensional materials
with a non-zero Chern number, called Chern insulators. If one considers such a material
on a cylinder, meaning that one dimension is cyclic (like the time t in Thouless pumps),
analogues of the pumped charge and the emerging edge states as a function of t can
be made. In particular, the dispersion relation ε(kx, ky) will look identical to fig. 3.3,
with t being replaced by ky. The edge states are now stationary along the two edges of
the cylinder and still exponentially localized into the bulk but completely delocalized
along the edge: The edge states are a superposition of many kx states, which leads to
the localization perpendicular to the edge. On the other hand the edge states have
well-defined ky values. The linear dispersion of the edge states are now to be understood
as having a constant group-velocity vky = ∂kyε. From fig. 3.3, one can see that the group
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velocity is positive [negative] on the right [left] edge. For this reason, Chern insulators are
said to have chiral edge states. The overlap between forward- and backward moving edge
states on opposite edges is exponentially suppressed with the distance between the edges.
For macroscopic material samples one can therefore ignore the scattering of forward- and
backward-movers, leading to dissipation-less edge-currents on the boundary of Chern
insulators.

The analogy between Chern insulators and topological charge pumps makes the latter
an invaluable tool in both the theory of topological materials and in experimental
realizations of topological systems. From a theoretical point of view, one-dimensional
systems are easier to study than two-dimensional systems. This is especially relevant for
many-body interacting systems, which are often efficiently numerically solvable in 1d for
hundreds of sites, using state-of-the-art techniques like matrix-product-state methods
(chapter 4) but can lack efficient methods for 2d, for example in cases where quantum
monte-carlo [216, 217, 218, 219] suffers from the sign problem. Even though one cannot
directly treat all relevant many-body interaction types for 2d in such a manner using
charge pumps, as, e.g. nearest-neighbor interactions in 1d differ from the 2d case, charge
pumps are prime candidates to explore the rich physics of the interplay of topology
and many-body interactions. The interplay of disorder and topology is also simplified
in the 1d case, as Anderson localization [163] has no critical disorder strength in 1d.
In summary, topological charge pumps are natural ”simplest case” systems to study
topology in condensed matter.

On the other hand, the analogy between Thouless pumps and Chern insulators can be
used to study systems beyond 3d [55, 101]. This is done by experimentally realizing and
studying a two-dimensional adiabatic charge pump with two time-directions t1 and t2.
With the t− k analogy, a 4d quantum Hall system is realized and the bands of such a
system are then topologically characterized by the second Chern number[220].

On the experimental site, one-dimensional Thouless pumps are often easier to prepare
and control than two-dimensional Chern insulators. In ultra-cold atomic experiments
using optical lattices, Chern insulators are realized by generating a synthetic gauge
field [41]. As the atoms are charge-neutral, magnetic fields that are needed for Chern
insulators have to be generated using techniques such as laser-induced tunneling or lattice
shaking [25]. Thouless pumps do not need a synthetic magnetic field, as the electric
dipole forces by the laser fields that create the lattice and the time-dependent control
thereof is sufficient to create the dynamical analogue of a Chern insulator [33].

3.4 Experimental realizations of Thouless pumps

Pumps where exactly one electron is pumped have first been realized in metallic tunneling
junctions [221, 222]. Although the quantization of pumped charge is achieved, these
pumps resemble classical pumping as the dynamics are not coherent and utilize the
coulomb blockade for pumping single charges. Coherent Thouless charge pumps have
since been realized in ultra-cold atomic systems, using optical lattices for bosons [33] and
fermions [34, 67, 38], in photonic waveguide systems [68, 69], in superconducting circuits
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[223], in twisted bilayer graphene [70, 71, 72] and in optical cavities [73].

3.4.1 Ultracold atoms

Ultracold atoms in optical superlattices [23] have emerged as an ideal setup to experi-
mentally study Thouless pumps [33, 34, 67, 38] and topology in general [25]. This comes
down to the high degree of controllability and their flexibility to engineer systems that
go beyond standard material conditions. Ultracold atomic systems consist of a dilute gas
of neutral atoms that are confined via light-matter interactions. The potential energy
landscape that the atoms feel gets generated by an optical dipole potential from laser
fields, using the AC-Stark effect [224], that has the form [25]

V (x) = α|E(x)|2, (3.29)

with the electric field E and the polarizability of the atoms α, which can depend on
the laser frequency. This light-field can be used to trap a cloud of neutral atoms in all
three dimensions by using a harmonic confining potential [23]. On top of that, standing
laser waves can create a periodic lattice, which defines sites of high intensity, where
atoms sit. Depending on the phases, wavelengths and amplitude of the lasers, periodic
lattices, quasi-periodic lattices or quasi-disordered lattices can be realized. By tuning the
lasers in a time-dependent manner, these lattices can be made dynamic. Lattices can
be twisted, shifted, shaken and rotated both slowly and quickly [25]. Since the atoms
are neutral, regular magnetic fields cannot be used to break time-reversal symmetry and
induce topology. Instead, in cold gas experiments, synthetic gauge fields are created,
using a variety of methods like laser assisted Raman-tunneling or lattice shaking [42, 25].
In addition to the harmonic trapping potential, it is also possible to engineer edges
[27, 119, 40], although edge states are more naturally studied in photonic systems, by
propagating light near the edge of the photonic crystal [225, 68, 211].

Atoms are cooled to near absolute zero via various techniques, such as laser cooling
[226] and evaporative cooling [227]. The loading schemes vary depending on the specific
experiment. These loading schemes are not perfect and defects, for example in the form
of thermal holes, can form. For a charge pump this can lead to an overall lower pumped
charge than the quantized value [48]. Despite the name, ultracold atomic systems are
considerably hot - when compared to the Fermi energy [228]. One therefore always
expects a certain fraction of atoms in the excited state [33].

Another key feature of ultracold atomic gases is the tunability of the strength of
many-body interactions. This is done via the Feshbach resonance2 [120]: The system is
pumped with optical or magnetic fields, which correspond to the binding energy of two
atoms. As a results, one can either resonantly enhance the formation of the bound state,
increasing the many-body interaction or detune it to effectively realize non-interacting
systems. The Feshbach resonance has made ultracold atomic gases an ideal setting in
the cutting-edge area of study of interacting topological quantum systems and has lead

2Or via the lattice depth.
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Figure 3.4: Superlattice generated by overlapping a short and a long lattice and tuning
the phase ϕ of the short lattice. j denotes the position of the effective
lattice points, where atoms sit in the tight-binding lattice due to the dipole
interaction. For a quasi-adiabatic modulation, a state initially in a symmetric
superposition shifts one unit cell to the right as ϕ is rotated once.

to increased theoretical interest in this direction [147, 46, 47, 154, 157, 148, 156, 51, 52,
158, 53, 150, 151, 57, 149, 62, 159, 160, 161, 153, 155].

The dynamical control of the dipole potential makes it very practical to engineer a
Thouless pump in ultracold atomic systems. A common realization is given by overlapping
two lasers, one with a short periodicity ds and one with a long periodicity dl > ds. The
potential this generates is given by [33, 66]

Vs sin
2 (πx/ds + π/2) + Vl sin

2 (πx/dl − ϕ/2) , (3.30)

where Vl,(s) is the lattice depth of the long (short) lattice. The phase ϕ is dynamically
modulated, sliding the long lattice across the short one, which generates the potentials
that are sketched in fig. 3.4. Depending on Vl,(s) depth, either Landau levels of a free
particle in a magnetic field or a tight-binding lattice model can be realized [33]. In the
tight-binding limit with Vs � Vl, the Rice-Mele model eq. (3.4) is realized. From fig. 3.4,
we see that the states are pumped exactly as described before: The instantaneous states
shift one unit cell when the phase ϕ is rotated once. In this continuum picture it is also
apparent that the potential minima stay stationary at all times. This is what necessitates
a quantum description of the Thouless pump, as particles have to tunnel to the site of
lowest potential energy through a finite barrier. In contrast, a classical particle would be
stuck at each local minimum and would not get pumped.

To measure the topological drift, one can employ in-situ imaging [33, 34, 67, 38], where
the particle cloud is observed directly inside the lattice as it is pumped. The edge-state
energy levels and dispersion relation can be measured via band-mapping, for example
via time-of-flight measurements [31], where the lattice is switched off and the gas is
allowed to expand freely under the effect of gravity. In the far field limit, one then
measures the velocity of the particles, which gives information about the energy versus
the quasi-momentum.

36



3.4 Experimental realizations of Thouless pumps

Apart from 1d topological pumps, ultracold quantum gases are capable of realizing
a plethora of topological phases of matter. This can be done via Floquet engineering
[43], where the optical lattice is modulated quickly instead of slowly to engineer effective
Hamiltonians that can be topological in nature [43, 119]. This gives ultracold quantum
gases yet another distinct feature, in the possibility to engineer anomalous Floquet
topological systems [42, 119], in which the bulk invariants are no longer necessarily tied
to edge states, due to the periodicity of quasi-energy spectrum. Here, the heating of the
atoms gives a limit on how long the dynamics can be investigated.

Another avenue are synthetic dimensions [229], where internal degrees of freedom, such
as internal atomic energy levels are used as lattice ”sites”, so that higher-dimensional
lattice systems and pumps are possible [158].

Disorder, which will be the main topic of section 5.1, can be realized in ultra-cold
atomic systems, either as quasi-disorder by superimposing an incommensurate potential
[230, 67], or as true random disorder potentials using a speckle pattern [231] or digital
micromirror device [232, 233, 234].

3.4.2 Photonic systems
Photonic systems, more specifically evanescently coupled optical waveguides can be used
to realize a multitude of discrete quantum mechanical systems [235]. The refractive index
of a three-dimensional block of material is changed locally via femtosecond laser writing.
Light is then propagated through the waveguides along the z-axis, such that the x− y
plane can be used as a two-dimensional lattice system. This works because the paraxial
Helmholtz equation for the electric field is formally equivalent to a time-dependent
Schrödinger equation. The z spatial dimension takes the role of time t, which makes
the method especially suited to resolve time-evolution of quantum systems, as no fine
time-resolution is needed for the experiment. Changing the local refractive index as
a function of z, one can then also engineer time-dependent discrete systems, such as
topological charge pumps or Chern insulators usually realized via circular shaking [225].

Recently this method has been used to realize a disordered Rice-Mele model [69].
While usually optical wave guides are especially practical for detecting topological edge
states, it has also become possible to measure bulk drift in these systems. Especially
disordered pumps with highly localized initial states [236] - which in the language of
optical waveguides simply means shining a narrow localized laser beam on the sample -
can be realized in photonic systems, as no state-preparation is needed and the engineering
of arbitrary refractive index profiles can engineer various types of disorder. As a draw-
back, full many-body-interacting systems, especially fermionic systems with many-body
interaction are not realizable in photonic systems, due to the bosonic nature of light.
However, the platform permits the study of non-linear quantum systems, and therefore
interactions in the mean-field limit, where the strong electric fields can lead to soliton
formation, which can have topological character [155, 237].
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4 Numerical methods
In this chapter I will briefly review the numerical methods that were used for the
simulations of topological charge pumps in the manuscripts from the following chapters.
The main problem is to numerically solve the time-dependent Schrödinger equation

ih̄∂t |Ψ(t)〉 = Ĥ(t) |Ψ(t)〉 . (4.1)

The initial state |Ψ(0)〉 has to be calculated via ground-state algorithms before carrying
out the time-evolution. For topological charge pumps, which are usually realized experi-
mentally in a deep lattice limit, we focus on one-dimensional tight-binding models of the
general form

Ĥ(t) =−
∑
j,σ

Jj(t)
(
ĉ†jσ ĉj+1σ + h.c.

)
(4.2)

+
∑
j,σ

Vj(t)ĉ
†
jσ ĉjσ + U

∑
j

n̂j↑n̂j↓, (4.3)

with the hopping Jj(t), the local potential Vj(t) and a many-body Hubbard interaction
strength U . The sum σ runs over both spins ↑, ↓. n̂j,σ = ĉ†jσ ĉjσ is the number operator
on site j.

For spin-polarized systems, the sum over σ is dropped and U = 0. We are also
interested in phonon-induced breakdown of Thouless pumping, which will be the topic of
section 6.1. For this, the non-interacting Hamiltonian will be coupled to phonons via
Ĥph + Ĥe−ph with

Ĥph = h̄ω
L∑
i=1

b̂†i b̂i, (4.4)

Ĥe−ph = −γ
L∑
i=1

(
b̂†i + b̂i

)
n̂i, (4.5)

with bosonic creation operators b̂†j on site j.
Finally, we are also interested in finite-temperature effects for interacting charge pumps

(chapter 8), which necessitates the time-evolution of all eigenstates.

4.1 Julia
Julia [238] is a new all-purpose language that is built from the ground up for high-
performance computing. It combines a convenient and easy to learn syntax which is
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similar to python or Matlab with speeds that rival or even surpass C. It is used for all
projects highlighted in this thesis1, for both the numerical simulations as well as the
data-analysis and plotting. I will briefly list a few advantages of the language that make
it an ideal language for the study of quantum systems and numerical studies in general:

• Julia is just-in-time compiled, meaning that it can be used for both interactive
computations in notebooks as well as highly performing scripts that can be run
on a cluster. The first time a function is encountered during a session it is
compiled automatically. Each subsequent call is then highly optimized to the
specific argument types provided to the function.

• Julia is built with modularity in mind, meaning that functions can be written
very generically and reused often. All built-in functions as well as user functions
automatically distinguish between the types of multiple arguments provided to the
function, which is called multiple-dispatch. In practice this can be used, for example,
to define different models as their own type. Calling a Hamiltonian function then
automatically constructs the correct model-specific Hamiltonian depending on the
model type, without needing different names for each Hamiltonian function. With
this, simulation routines can be written generically for all possible models.

• Unicode characters can be used as part of the syntax which unclutters code and
makes variable names more meaningful (e.g. Ψ for wavefunctions).

• Many standard routines for matrix diagonalization, inversion and linear solvers are
included in Julia and use highly optimized routines that automatically use parallel
computing capabilities.

• Julia is fully open-source, which together with its modularity means it is easy to
adapt specific packages to your specific problem.

• Julia is fast without needing complicated syntax. Simple loops perform as well as
C code. Algorithms do not need to be vectorized to perform well.

• Many relevant packages, such as the iTensor package [239] for matrix-product state
methods, which is used in this thesis, are developed in Julia.

4.2 Non-interacting, spin-polarized charge pumps

First, we consider non-interacting, spin-polarized charge pumps. Such models are the focus
of the next two chapters, where disordered, non-interacting charge pumps (section 5.1)
and non-interacting charge pumps coupled to classical phonons (section 6.1) are studied.
For both cases, we employ periodic boundary conditions, as disordered systems can make
the distinction between Anderson-localized states and topological edge states hard to

1With the exception of the project in section 6.1, where Python was used.
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resolve. In such non-interacting models, it is convenient to directly work in the local site
basis, in which the Hamiltonian becomes

(Hij)pbc =



V1(t) J∗
1 (t) 0 · · · 0 JL(t)

J1(t) V2(t) J∗
2 (t)

. . . 0

0 J2(t)
. . . . . . ...

... . . . . . . J∗
L−2(t) 0

0
. . . JL−2(t) VL−1(t) J∗

L−1(t)
J∗
L(t) 0 · · · 0 JL−1(t) VL(t)


, (4.6)

which is a simple L×L matrix that can directly be diagonalized using standard methods
[240]. The ground state is given as a Slater determinant consisting of all eigenstates
below the Fermi-energy εF , which is chosen to lie inside the band gap, such that the
lowest band is completely filled. In practice it is most convenient and efficient to calculate
the time-evolution for all single particle eigenstates |λεα〉 with εα < εF in parallel by
propagating the matrix (

λε1 λε2 . . . λεN

)
(4.7)

with (λεα)j = 〈j|λεα〉.
For the time-evolution, the Crank-Nicholson method is used [241, 242], which is unitary

and numerically stable:

Û(t+ dt, t) =

(
1− i

H
(
t+ dt

2

)
2

dt

)(
1 + i

H
(
t+ dt

2

)
2

dt

)−1

+O
(
dt3
)
. (4.8)

4.3 Fermionic systems coupled to phonons: Multi-trajectory
Ehrenfest

In order to simulate the time-evolution of non-interacting electronic systems that are
coupled to phonons, we employ the multi-trajectory Ehrenfest method [243], which is an
approximate semi-classical method that treats the phonons classically. This method is
efficient and reliable in the regime of small phonon frequencies. The bosonic operators
are written as b̂†i =

√
mω
2h̄

(
x̂i +

p̂i
mω

)
, which after rescaling leads to the phononic and

electron-phonon coupling Hamiltonians respectively:

Ĥph =
ω

2

L∑
i=1

(
x̂2i + p̂2i

)
(4.9)

Ĥe−ph = −
√
2γ

L∑
i=1

x̂in̂. (4.10)
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In the multitrajectory Ehrenfest method, the classical phonon position and momenta are
sampled from the Wigner function

W0 =
1

π
e−(x−(x))2−(p−(p))2 . (4.11)

The electronic wave function can then be quantum-mechanically evolved with the Hamil-
tonian

Ĥel = ĤRM(t)−
√
2γ

L∑
i=1

xi(t)n̂i, (4.12)

where the phonon coordinates xi act as a local potential, whereas the phononic degrees
of freedom are evolved classically with the Hamiltonian formalism with

Hcl =
ω

2

L∑
i=1

(
x2i + p2i

)
−
√
2γ

L∑
i=1

xi 〈Ψe(t) |n̂i|Ψe(t)〉 . (4.13)

More details can be found in the Manuscript highlighted in section 6.1 or in [243].

4.4 Many-body interacting systems
For many-body interacting quantum systems, several methods come to mind that can
treat the full time-evolution of fermionic ground states: Lanczos methods [244, 242] are
used for periodic or open boundary conditions and where the dynamics of the ground state
and a few excited states are sufficient, as is the case for zero-temperature calculations. For
finite temperature numerics, all eigenstates have to be time-evolved, which necessitates
full exact diagonalization [245]. These methods are heavily restricted by system size due
to the exponential growth of the many-body basis size. Quantum Monte-Carlo methods
[246, 216, 217, 218, 247, 219] are preferable but usually suffer from the sign problem
for fermionic systems. Dynamical mean-field theory (DMFT) [248] is an alternative
method that maps the many-body problem onto a local impurity problem and generally
works best for higher dimensional systems (it becomes exact for an infinite coordination
number).

For one-dimensional systems with open boundary conditions, the cutting edge methods
are matrix-product state methods [76, 249, 250, 82], which can treat systems with
hundreds of sites but are restricted by the amount of non-adiabatic excitation and the
resulting entanglement growth during the real-time simulation, which effectively limits
the propagation time.

4.4.1 Matrix-product state methods
For good reviews on matrix-product state methods see [251, 250]. I will briefly recap the
basics of matrix-product state methods and outline new developments and algorithms
that have been used in the manuscripts that are part of this thesis.
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Two seminal papers by Steven White [74, 75] introduced density matrix renormalization
group (DMRG) methods for efficiently finding ground states of one-dimensional many-
body systems. Since then various methods have been developed to treat quantum
mechanical time-evolution as well [76, 77, 78, 79, 80, 81, 82]. Matrix-product states have
formalized these methods into a language that can efficiently describe ground states of
one-dimensional many-body systems which are compressed while keeping all relevant
correlations. Mathematically, the compression is based on the compression of a matrix M
according to the Frobenius norm ‖M‖2 =

∑
i,j |Mi,j |2, which is most efficiently done via a

singular value decomposition (SVD) M = USV †, where S is a diagonal matrix containing
the (sorted in descending order) singular values si. If the si decrease sufficiently quickly
with i, it suffices to keep only a few singular values and to truncate the size of the
matrices accordingly. This is used, for example, in image compression.

DMRG and MPS methods reveal a practical link between this matrix compression
and the physically relevant quantity of entanglement. We start from an arbitrary state
written in the many-body basis:

|Ψ〉 =
∑

σ1,...,σL

cσ1,...,σL |σ1, . . . , σL〉 , (4.14)

where ~σ = |σ1, σ2, . . . , σL〉 denotes the local degrees of freedom on sites 1 . . . L. For a
bipartitioning of a state |ψ〉 into two subsystems A and B

|ψ〉 =
∑
~σi,~σj

ψ~σi~σj
|~σi〉A |~σj〉B , (4.15)

the coefficients can be written as a matrix ψ~σi~σj
. Carrying out a singular value decompo-

sition, we arrive at the Schmidt decomposition of the quantum state [250]:

|ψ〉 =
r∑

a=1

sa|a〉A|a〉B, (4.16)

with |a〉A =
∑

~σi
Ua~σi

|~σi〉A , |a〉B =
∑

~σj
V †
a~σj

|~σj〉B. Tracing out one of the subsystems,
the reduced density matrix is

ρ̂A =
r∑

a=1

s2a|a〉AA〈a|, (4.17)

and the von Neumann entanglement entropy is

SA|B(|ψ〉) = −Tr ρ̂A ln ρ̂A = −
r∑

a=1

s2a ln s
2
a. (4.18)

The size of the singular matrix r can now be truncated depending on the distribution
of the si, which means that states with low entanglement can be efficiently written in
the Schmidt decomposition. The matrix-product state is defined by starting from the
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left end of the system, considering the subsystems of the first site |σ1〉 and the rest
|σ2 . . . σL〉 and carrying out an SVD on that link. One can then truncate the singular
matrix and reshape all matrices of the SVD according to the truncation, depending on
the entanglement on that link. One then sweeps through the system from left to right,
carrying out successive SVDs on all links until one arrives at

|ψ〉 =
∑

σ1,...,σL

Aσ1Aσ2 · · ·AσL−1AσL |σ1, . . . , σL〉 , (4.19)

where the Aσj are matrices of different sizes, such that their product reproduces the many-
body coefficients cσ1,...,σL =

∑
a1,...,aL−1

Aσ1
a1A

σ2
a1,a2 · · ·A

σL1
aL−2,aL−1A

σL
aL−1

. The diagonal
singular matrices are most readily read off from a different but equivalent grouping of
matrices [250]:

|ψ〉 =
∑

σ1...,σL

Γσ1Λ[1]Γσ2Λ[2]Γσ3Λ[3] . . .ΓσL−1Λ[L−1]ΓσL |σ1, . . . , σL〉 , (4.20)

where the Λ[j] are diagonal matrices sitting on the link (bond) between two physical sites
and containing the singular values. This size of these matrix gives the ”bond-dimension”,
which is a measure of the degree of entanglement on that bond. Γσj encode the physical
degrees of freedom. More details can be found in [250, 251]. The strength of MPS
methods for 1d systems is due to the fact that the entanglement for gapped 1d systems
follows an area law [252, 253], which means that the entanglement is constant with respect
to system size. MPS methods are also convenient due to the diagrammatic representation
of both states and operators. The state eq. (4.20) and a many-body operator Ô =∑

σ1,...,σL,σ
′
1,...,σ

′
L
c(σ1,...,σL)

(
σ′
1,...,σ

′
L

) |σ1, . . . , σL〉 〈σ′1, . . . , σ′L| for L = 4 are represented as

Γσ1

σ1

Γσ2

σ2

Γσ3

σ3

Γσ4

σ4

Λ[1] Λ[2] Λ[3]
,

σ
′
1

Γσ1

σ1

σ
′
2

Γσ2

σ2

σ
′
3

Γσ3

σ3

σ
′
4

Γσ4

σ4

Λ[1] Λ[2] Λ[3] .

Connected lines imply a summation over the index (either a physical index σj or the
index corresponding to the bond (j ↔ j + 1)).

Ground-state search can then be carried out via DMRG by finding the Lagrange
multiplier λ that extremizes [250]

〈ψ|Ĥ|ψ〉 − λ〈ψ | ψ〉, (4.21)

which is done iteratively by varying only the components of a single tensor at a time and
sweeping through the entire chain in this way left and right until convergence is achieved.

Various methods exist for carrying out time-evolutions in the MPS language, such
as time-dependent DRMG (tDMRG) [77, 78], time-evolving block decimation (TEBD)
[76] and time-dependent variational principle (TDVP) [79, 80, 82]. I have used mainly
the TEBD method, which can be easily implemented in a few lines of code, given a
tensor package, such as iTensor [239]. TEBD is based on a Trotter decomposition, where
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the Hamiltonian is split between even and odd bonds and each time step propagator is
decomposed as [250]

e−iĤdt = e−iĤodd dt/2e−iĤeven dte−iĤodd dt/2 +O
(
dt3
)
. (4.22)

The exponentials of the Hamiltonian are operators acting on two sites and can be applied
to the MPS directly. The same method can also be applied to infinite matrix-product
states, which consist of a single matrix that represents the bulk of the system. This
infinite time-evolving block decimation (iTEBD) has been used in section 7.1. During
the time-evolution, entanglement is generally built up in the form of increasing bond
dimensions. This means that there is a limit on how far the system can be propagated
in time accurately, although various methods exist to extend this time-limit [250]. For
the simulation of Thouless charge pumps, the condition that the pumping should be
done adiabatically slowly seems to be detrimental in this respect. However, during
quasi-adiabatic dynamics, the states mostly resemble instantaneous ground states and
therefore the entanglement is usually small during the time-evolution. This advantage is
relativized by the fact that MPS methods work most efficiently in systems with open
boundary conditions. For systems with an additional harmonic trapping potential, for
example, the propagated states do not resemble the instantaneous states after the first
pump cycle, due to the fact that the edge states of topologically systems are always
obeying a sudden approximation [54], where states do not jump across the entire system
when hitting an edge but rather pumping further up the trap, or accumulating at the
edge for a flat system.

A new development in MPS methods is the usage of tangent-space methods in uniform,
infinite matrix-product states. For an exhaustive introduction, see [82]. In tangent-space
methods, the states that can be written as infinite MPS with a given bond-dimension are
interpreted as a manifold. Summing two MPS does not yield another MPS, which makes
the space of all MPS non-linear. However, the MPS states can be differentiated and a
tangent space can be defined, indicating the gradients in which the MPS can change
while keeping their bond-dimension fixed. the ”variational uniform matrix product state”
algorithm (VUMPS) can now be seen as finding the MPS inside the manifold of fixed
bond-dimension that best approximates the true many-body ground state, which is done
via a projection onto the tangent space. The VUMPS algorithm, which is implemented
in a subpackage for iTensor [254], is used in section 7.1 for finding the ground state for
infinite systems.
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5 Disorder in topological charge pumping
A hallmark of topological systems is the robustness of topological invariants to perturba-
tions in the system. These perturbations come about in many different manifestations
and essentially boil down to the question, whether the energy gap between the topological,
filled band and the surrounding bands is closed. Most naturally, this scenario is given by
considering the ground state of a non-interacting system as the filled valence band and
making sure that the gap to the conduction band remains open. For interacting systems,
one has to consider the many-body gap.

A type of perturbation of particular interest is disorder, since it is a naturally occurring
phenomenon in virtually all experiments. The generalization of Thouless pumping in
the presence of disorder and many-body interactions was first introduced by Niu and
Thouless in their 1984 paper [44], in which they employed twisted boundary conditions
and Greens functions to study quantized particle pumping. They come to the conclusion
that disorder does not break topological pumping, as long as the energy gap remains
open.

Recently, the interplay between disordered systems and topology has attracted increased
interest, both for understanding relevant experiments that necessarily contain disorder and
also for non-trivial connections between localization and topology. In disordered single-
particle systems, Anderson localization [163] leads to exponentially localized eigenstates,
which has been experimentally confirmed, for example in [255, 256]. For 1d systems,
this localization happens at any finite disorder strength. The crossover of topology from
1d localization to 2d localization has been subject to recent research [257]. Disordered
topological systems also become relevant in twisted bilayer graphene, where the twist
between two sheets of graphene leads to a Chern mosaic [99].

I discussed before in section 3.2.3 that the shifting of localized Wannier functions are
at the heart of topological charge pumping in 1d systems. Nevertheless, it is interesting
to ask how exactly localization and topological charge pumping affect each other.

In translationally invariant systems topological invariants are defined via Brillouin zone
integrals, which usually implies that a completely filled and energetically isolated band
is necessary for a topological protection to hold. However, the momentum-distribution
function of a single exponentially localized particle is flat, meaning that the Brillouin zone,
although not filled, is homogeneously occupied by such a state. As a result, Wannier-Stark
localization [258] - the single-particle localization due to a linear tilt of the lattice - can be
used to pump localized single-particle states in a quantized fashion [259, 260]. Anderson
localization due to disorder leads to a uniform sampling of the Brillouin zone in a similar
way [261]. This has recently been used to pump a localized bulk state in a disordered
photonic system [69] in a nearly quantized fashion.

Another development that combines disorder and topology in an unexpected way was
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the discovery of the topological Anderson insulator [262]. In these systems, quantized
conductance plateaus are realized for a disordered system which is metallic without
disorder, which shows that topological effects can not only be robust to disorder but also
be induced by it. Here, the appearance of a mobility gap becomes important. Even for
gapless systems, disorder induces a finite mobility gap, which can induce topology. Such
a phase has been experimentally realized in a photonic system [210]. In more general
topological systems it has been established that localization can also protect topological
order, for example in Majorana edge states [263]. Analogous to topological Anderson
insulators, disorder can also induce topologically quantized pumping where none would
exist without disorder [50, 164].

In a recent paper, a direct connection between localization of Floquet states and
breakdown of quantized charge transport in a Thouless pump was demonstrated [58].
The distinction between Floquet states, which are the stationary states that include
the virtual admixture of excited bands due to the periodic driving, is important, as
Hamiltonian eigenstates do not possess a localization-delocalization transition in 1d. On
the other hand, the precise connection between the closing of the minimum energy gap
along the pump cycle and the critical disorder strength for the breakdown of quantized
pumping has not been clearly established.

In quantum gas experiments, disorder can be achieved via quasi-disorder, via an
incommensurate additional potential overlaid with the optical lattice [264, 265, 67]. Truly
random disorder potentials have recently become available as well via speckle potentials
[231] or digital micromirror devices [232, 233, 234]. There exist subtle differences between
quasi-adiabatic disorder and uncorrelated disorder. For a quasi-periodic disorder, there
exists a critical disorder strength for the localization of eigenstates in 1d, for example.
In these experiments [35, 33, 34, 67, 39], the in-situ images of the shifting particle
clouds usually measure many independent realizations of one-dimensional tubes that are
separated by strong laser fields, in which the charge pumps are realized. The disorder in
each of these tubes can be considered uncorrelated. Therefore, measuring the particle
cloud with in-situ methods effectively averages over many disorder realizations.

For this reason, we would like to understand the effect of random disorder potentials
on Thouless pumps in detail and to quantify the dependence between the energy gap
and topological transport in a disorder-averaged system. In this chapter I will present a
publication, in which we characterize the breakdown of adiabatic topological pumping for
free fermions due to random disorder. We employ a multitude of instantaneous measures,
as well as finite pumping speed simulations of the pumped charge.

For a disordered system, as well as in many-body interacting systems, the Chern number
in the language of the periodic part of Bloch functions, as introduced in section 2.1.3
cannot be used and a representation in the position basis is needed. One commonly
used method for disordered and interacting systems are twisted boundary conditions [44].
Here instead, we employ the so called local Chern marker (LCM) [162, 167, 168], which
is a position-resolved local quantity that recovers the topology of the entire system when
averaged over a large bulk region. Before our publication, the local Chern marker has
been used in two-dimensional finite Chern insulators without disorder [162, 165, 166].
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The local Chern marker recovers the Chern number when integrated over a large bulk
region far away from the boundaries. Integrating over the entire sample, including the
edges, the Chern number is zero because globally an open boundary condition system is
necessarily topologically trivial1.

In our publication, we generalize and extend the definition of the local Chern marker
to a periodic one-dimensional system with periodic driving and also utilize it for the first
time in disordered systems. For this, care has to be taken, since there exists no ”time
operator” in quantum mechanics. Therefore, our formulation is a time- and position-local
operator that gives a site-resolved local measure of topological charge transport while
recovering the quantized, nontrivial value when integrating over the entire periodic system.
We find that the disorder-induced breakdown of quantized pumping is visible in the
distributions of the local Chern marker fluctuations.

Additionally, we employ the entanglement spectrum [267], which encodes topolog-
ical information in the lowest eigenvalues of a non-interacting effective entanglement
Hamiltonian. This has recently been used in an interacting bosonic pump [53], where
spectral winding was found. In disordered systems, the level statistics of the entanglement
spectrum have been used to distinguish topological and trivial phases [268].

The minimum energy gap distributions for each disorder realization along the pump
cycle are shown to undergo a transition from a Gaussian to an exponential distribution at
the critical disorder strength, which can be seen from the most likely energy gap, rather
than the disorder averaged gap.

Finally, the Chern number can readily be calculated as the winding of the many-
body polarization P , calculated via the exponentiated position operator eq. (3.26). For
disordered systems, the polarization is not well-behaved in usual disorder-averages, as the
time along the pump cycle, where P jumps from −π to π is different for each disorder
realization. Disorder averages therefore average values slightly above −π and slightly
below π to a value close to zero, which is incorrect. We introduce the method of circular
averages of the polarization for this reason, which maps P onto a circle before averaging,
which eliminates this problem.

We compare all instantaneous measures as well as finite time calculations and observe
a good agreement for the critical disorder strength for all measures. We show that
the disorder-averaged gap is not well suited to pinpoint the topological breakdown
due to disorder. Instead, one should look at the gap distributions and the most likely
gap. As an outlook, the most interesting direction is the combination of disorder and
many-body interactions, due to the highly debated topic of many-body localization
[269, 270]. It is unclear how Floquet approaches in the low-frequency limit [58] can be
extended to interacting systems, while the local Chern marker has recently been extended
to interacting systems [271]. Both the many-body polarization and the entanglement
spectrum are naturally computed in the many-body picture.

1Due to the edge states, the entire system is necessarily gapless. While the bulk region can be
topologically nontrivial, these edge states render the whole system trivial. For example, in an OBC
Rice-Mele model, the edge state on the right edge jumps instantaneously to the left edge in an
adiabatic pump cycle, canceling the bulk drift of charge [266].
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5.1 Publication: Effect of disorder on topological charge
pumping in the Rice-Mele model

Article reprinted with permissions from Andrew L. C. Hayward, Eric Bertok , Ulrich
Schneider and Fabian Heidrich-Meisner.
Phys. Rev. A 103, 043310 (2021)
https://doi.org/10.1103/PhysRevA.103.043310
Copyright (2021) by the American Physical Society.
Author contributions: E.B. reworked the manuscript from an earlier draft made by
A.L.C.H.. A.L.C.H and F.H.M. conceived the idea for this project. Local Chern marker
expressions were derived by A.L.C.H. E.B. implemented all algorithms from scratch,
reproduced the data, recalculated all previous results, remade all figures and carried out
new calculations for additional plots (Figs. 2,4,5,8,9,10,11,13,15,16). E.B. had the idea
to employ a circular mean to average the many-body polarizations and the use the mode
of the gap-distributions as an indicator of the breakdown of topological charge pumping.
All authors contributed to the interpretation of results and discussion of the data. F.H.M
rewrote the introduction.
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Recent experiments with ultracold quantum gases have successfully realized integer-quantized topological
charge pumping in optical lattices. Motivated by this progress, we study the effects of static disorder on
topological Thouless charge pumping. We focus on the half-filled Rice-Mele model of free spinless fermions
and consider random diagonal disorder. We use both static and time-dependent simulations to characterize the
charge pump. The set of measures that we compute in the instantaneous basis include the polarization, the
entanglement spectrum, and the space-integrated local Chern marker. As a first main result, we conclude that
the space-integrated local Chern marker is best suited for a quantitative determination of topological transitions
in a disordered system. In the time-dependent simulations we use the time-integrated current to obtain the
pumped charge in slowly periodically driven systems. As a second main result, we observe and characterize a
disorder-driven breakdown of the quantized charge pump. There is an excellent agreement between the static and
the time-dependent ways of computing the pumped charge. The topological transition occurs well in the regime
where all states are localized on the given system sizes. This observation is consistent with previous studies
and the topological transition is therefore not tied to a delocalization-localization transition of Hamiltonian
eigenstates. For individual disorder realizations, the breakdown of the quantized pumping occurs for parameters
where the spectral bulk gap inherited from the band gap of the clean system closes, leading to a globally gapless
spectrum. As a third main result and with respect to the analysis of finite-size systems, we show that the disorder
average of the bulk gap severely overestimates the stability of quantized pumping. A much better estimate is the
typical value of the distribution of energy gaps, also called mode of the distribution. We discuss our results in
the context of recent quantum-gas experiments that realized charge pumps.

DOI: 10.1103/PhysRevA.103.043310

I. INTRODUCTION

The physics of topological charge pumps [1,2] has
attracted intensified interest due to recent quantum-gas exper-
iments realizing charge pumps with fermions [3] or strongly
interacting bosons [4], and a spin pump [5]. These experi-
ments observe quantized pumping over a number of cycles
despite the fact that finite particle numbers and inhomoge-
neous systems were considered. Current theoretical efforts
investigate the stability of charge pumps in optical lattices
in genuine many-body systems [6–18], in noninteracting sys-
tems with disorder [19–24], with dissipation [25], or as a
proximity effect [26]. Moreover, there are recent conceptual
developments as well, for instance, concerning the introduc-
tion of the boundary charge [17,27–29].

A common notion is that topological properties remain
protected against small amounts of disorder [2,30–33]. Con-
sidering a topological insulator, one expects the integer
quantization of a topological invariant to remain robust as long
as the bulk gap stays intact. Therefore, a disorder drawn from a
bounded disorder distribution (e.g., a box distribution), whose
width is significantly smaller than the many-body gap, does

*Corresponding author: fabian.heidrich-meisner@uni-
goettingen.de

not lead to a breakdown of topological quantization (see, e.g.,
Ref. [30]). Remarkably, disorder can also induce topological
properties into a system, leading to the so-called topological
Anderson insulator [34], which has been investigated exper-
imentally [35,36]. Different from the scenario studied here,
Titum et al. [37] introduced the case of an anomalous Floquet-
Anderson insulator that is characterized by a winding number
rather than a Chern number and possess fully localized Flo-
quet eigenstates.

Another interesting direction concerns topology in qua-
sicrystals [38]. Two recent experiments (using ultracold
atoms [36] and a photonic system [39]) have investigated the
stability of a topological charge pump with noninteracting
particles against disorder. The fermionic quantum-gas experi-
ment [36] has realized a quasiperiodic disorder potential that
is akin to the Aubry-André model [40]. Both disorder-induced
quantized pumping as well as the breakdown of topology in a
sufficiently strong disorder potential has been observed.

Note that Aubry-André-like systems have been realized
in several quantum-gas experiments [41–44], while more
general forms of quasicrystals are at the heart of recent ex-
perimental efforts [45–48]. A number of theoretical studies
has addressed the stability of topological properties against
this type of quasidisorder, including, e.g., the SSH model [49].
The effect of disorder on an SSH model has also been investi-
gated in a recent quantum-gas experiment [35].
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(a)

J1 J2
Δ

(b)

δ

Δ/J

Rδ

RΔ

θ

FIG. 1. Rice-Mele model. (a) A bichromatic potential with a
ratio of two between the two optical wavelengths can, in the
deep-lattice limit, be described by a lattice model with alternating
tunneling strength J1,2 and a staggered potential �. (b) We consider
a charge pump that traces a path through this parameter space which
encircles the central degeneracy. The cycle is parametrized by the
angle θ , Rδ , and R�.

Motivated by these experimental developments, we the-
oretically investigate the stability of topological properties
of charge pumps against disorder in systems of noninteract-
ing fermions. We concentrate on the half-filled Rice-Mele
model with periodic boundary conditions (see the sketch in
Fig. 1) and introduce random disorder in the on-site poten-
tials. The problem of charge pumping in the presence of
disorder has previously been addressed in a number of re-
lated studies [19,36,50]. In Ref. [19] a different model has
been investigated using open boundary conditions, with an
emphasis on the pumping of charge between edge states. As a
result, they report the existence of a disorder-driven topologi-
cal transition into a trivial state. A very appealing perspective
on a disordered charge pump, modeled by the Rice-Mele
model, has been put forward in Ref. [50]: While the Hamil-
tonian eigenstates are fully localized in one dimension with
random on-site disorder for any disorder strength [51],
there is a delocalization-localization transition in the Flo-
quet eigenstates at the point where quantized pumping breaks
down. Our work extends the analysis and theoretical un-
derstanding in several ways. First and complementary to
the approach of [19], we use periodic boundary conditions
that circumvent the complication of identifying edge states.
Their unambiguous identification is complicated in the pres-
ence of randomness due to possible Anderson-localization of
all single-particle states. Instead, we characterize the charge
pump by four bulk quantities: The polarization, the entangle-
ment spectrum, the local Chern marker and its integral as a
measure for the bulk Chern number, and, finally, the integrated
time-dependent current. The first three quantities are studied
in the instantaneous eigenbasis, and the integrated current is

extracted from time-dependent simulations with finite-period
pump cycles.

We give a brief account of our main results. The polar-
ization is the most established object for the description of
adiabatic transport [52]. We argue that the representation of
the polarization as an angular variable simplifies its analy-
sis. The entanglement spectrum contains information about
quantized charge pumping via the spectral flow as has been
discussed in [11]. Here we show that the quantized winding is
preserved in the presence of weak disorder, while symmetries
protecting the topology of the Su-Schrieffer-Heeger (SSH)
model [53] that is visited twice in a clean system are broken.

Generally, in an inhomogeneous system, one cannot rely
on the classification and expressions for topological invariants
of lattice-translational invariant systems and hence a need for
real-space version arises, as was emphasized in [54]. The
usual path is to work with many-body wave functions and
twisted boundary conditions, just as in the description of the
integer quantum Hall effect. The local Chern marker provides
an alternative tool for the calculation of an invariant in inho-
mogeneous systems. The local Chern marker has originally
been introduced to capture aspects of topology in spatially
inhomogeneous and/or finite systems [55] such as they arise
in the presence of a trapping potential or interfaces (see,
e.g., [56]). Here we use the local Chern marker to obtain the
global Chern number of our disordered systems by integration
over the spatial coordinate. For this purpose we generalize the
expression for the local Chern marker to a time-periodic situ-
ation in the adiabatic limit. For the critical disorder strength
we observe an excellent agreement between the integrated
local Chern marker and the pumped charge obtained from
sufficiently slow time-dependent simulations. We stress that
our work focuses on finite systems as they are realized in
ultracold quantum gases. Recently, another form of the local
Chern marker has been studied for odd dimensions by using
an effective adiabatic propagator [57].

The analysis of the spatial dependence of the local Chern
marker and its fluctuations around the bulk Chern number
provides a useful quantitative measure for the topological
transition. We argue that the integrated local Chern marker
and the integrated current are the best suited to identify the
transition point at which quantized charge pumping breaks
down. In particular, the pumped charge, which is equivalent
to the time-integrated current, can readily be accessed in cold-
atom experiments [3,4,36].

Since most quantum-gas experiments measure an aver-
age over many one-dimensional realizations with varying
disorder potentials, it is important to carefully analyze the
full distribution of the relevant measures. We show that the
disorder-average of the bulk gap overestimates the critical
disorder strength, while the mode, the most likely value,
agrees very well with the point at which the disorder-averaged
measures for topological charge pumping start to deviate from
integer values. This insight may be relevant for the analysis of
experimental data [36] as well as of numerical studies of finite
systems [50].

The plan of this exposition is the following. In Sec. II we
introduce the Rice-Mele model and the types of disorder stud-
ied in this work. Section III discusses the set of measures used
to characterize the quantized charge pumping. Our results are
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presented in Sec. IV, where we discuss static measures and
the results of time-dependent simulations. We conclude with
a summary and a discussion in Sec. V. In the Appendix, we
discuss results from an additional parameter set.

II. MODEL

The Rice-Mele model [58] describes a one-dimensional
lattice system of spinless fermions with alternating hopping-
matrix elements and a staggered on-site potential, illustrated
schematically in Fig. 1(a). It can be written as

H =
L−1∑
j=0

[−Jj ĉ
†
j ĉ j+1 + H.c. + Vjn̂ j]. (1)

Here j is the site index, Jj = J[1 + (−1) jδ] is an alternating
tunneling rate [with Jj = J1 (J2) for j even (odd)], and Vj =
( (−1) j�

2 ) is the on-site staggered potential. For simplicity we
parametrize the alternating tunneling with the dimensionless
dimerization parameter δ ∈ [−1, 1] and with J = (J1 + J2)/2
setting the energy scale. The strength of the staggered poten-
tial is given by �. The operator ĉ†

j creates a fermion on site j

and n̂ j = ĉ†
j ĉ j . We use a smooth pumping scheme of the form

(�/J, δ) = (R� sin θ, Rδ cos θ ). (2)

Note that at θ = 0(π ) the SSH model is realized in its topo-
logical (trivial) phase.

We consider uniform, bounded diagonal disorder. An
instance of random diagonal disorder results from a modifi-
cation of the on-site potential:

Vj → Vj + ε j . (3)

Here ε j is an energy drawn from the uniform distribution ε j ∈
w
2 [−1, 1], where w is the disorder strength.

III. METHODS AND OBSERVABLES

A. Polarization

To characterize the topological properties of a charge
pump, one can consider the evolution of the many-body po-
larization P(t ) over the course of the adiabatic driving of a
time-dependent Hamiltonian [52]. The integral over the time
derivative of P yields the pumped charge:

�Q =
∫ �t

0
dt ∂t P(t ). (4)

For a system with translational invariance, the polarization is
usually formulated in terms of the cell-periodic part of the
momentum eigenstates in the unit cell, here denoted by |u(k)〉,
leading to

P = i

2π

∫
dk 〈u(k)|∂ku(k)〉 . (5)

In the case of a disordered system, the quasimomentum k is no
longer a good quantum number and the topological invariants
must be constructed in the position basis.

For a finite system with periodic boundary conditions, we
use the exponentiated position operator, which is, following

Resta [59], given by X̂ e = exp (i 2π
L X̂ ). X̂ = ∑L

j=1 jĉ†
j ĉ j is the

total position operator. Then we obtain

P(t ) = Qa

2π
Im ln〈�(t )|X̂ e|�(t )〉 (mod Qa), (6)

where |�(t )〉 is a many-body wave function. Importantly, P is
only defined modulo Qa, which has units of a dipole moment,
while a is the lattice spacing set to unity and Q symbolizes
the charge. This expression for the many-body polarization
reduces to the usual form for noninteracting fermions for a
filled band [52,60–62].

For a many-body state, which is a Slater determinant com-
posed of single-particle states ψi, the polarization can be
written as

P(t ) = Qa

2π
Im ln det �†e

−i2π
L X̂ �. (7)

Here �i j = ψi( j) is different from the many-body wave func-
tion in Eq. (6), and |ψi〉 are the occupied single-particle states.
The total transported charge �Q is related to the polarization
via Eq. (4).

For a charge pump we see that the quantization of trans-
ported charge corresponds to the winding of the polarization.
This winding is necessarily quantized, which seems like a
contradiction, i.e., it seems to preclude nonquantized pump-
ing. This can be reconciled by realizing that, for gapless states,
the polarization becomes nonanalytic [20].

B. Local Chern marker

The local Chern marker [55] (LCM) is a local observ-
able that can capture some aspects of topology from “local”
(real-space) properties of a system. In the present work it is
mainly used as a tool for computing the Chern number of
inhomogeneous systems with periodic boundary conditions.
Moreover, we will analyze the information contained in the
spatial fluctuations of the local Chern marker C( j). An alter-
native to the local Chern marker for the description of spatially
inhomogeneous systems has recently been used in [36] using
twisted boundary conditions.

We start from the expression for the Chern number of a
spatially two-dimensional translational invariant system with
a quasimomentum (kx, ky),

C = − 1

π
Im

∫
dkx

∫
dky

∑
p∈B

∑
q/∈B

×〈p, kx, ky|∂kx |q, kx, ky〉 〈q, kx, ky|∂ky |p, kx, ky〉 , (8)

where B is a filled band, or set of occupied states. To ar-
rive at a real-space representation, we need to identify the
projection operators onto the occupied and unoccupied single-
particle subspaces. Inserting a resolution of the identity by
summing over an additional set of occupied single-particle
states |n, kx, ky〉 yields (omitting kx and ky quantum numbers
in the states |n〉 to avoid cluttering the formula)

C = − 1

π
Im

∫
dkx

∫
dky

∑
n∈B

∑
p∈B

∑
p/∈B

×〈p|n〉 〈n|∂kx |q〉 〈q|∂ky |p〉 . (9)
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By replacing the kx integral with a sum over states, one can
rewrite this as

C = − 2

L
Im

∑
kx

∫
dky

∑
n

∑
p∈B

∑
p/∈B

×〈p|n〉 〈n|∂kx |q〉 〈q|∂ky |p〉 (10)

= − 2

L

∫
dky ImTr

[
P̂∂kx Q̂∂ky P̂

]
, (11)

where we use the cyclic property of the trace, and the trace is
here expressed via

Tr · =
∑

n

∑
kx

〈n, kx, ky| · |n, kx, ky〉 (12)

and

∂ky P̂ =
∑
p∈B

(
∂ky |p, kx, ky〉

) 〈p, kx, ky|

+ |p, kx, ky〉
(
∂ky 〈p, kx, ky|

)
. (13)

Here P̂ and Q̂ = 1 − P̂ are projection operators onto the oc-
cupied and unoccupied states, respectively. The local Chern
marker C(r) is found by inserting a complete set of basis states
|r〉 in the position basis:

CLCM = − 2

L
Im

∑
r

C(r) = 2

L
Im

∑
r

〈r| P̂∂kx Q̂∂ky P̂ |r〉 .

(14)
The result is the bulk Chern number CLCM, where the subindex
LCM indicates that it is computed from the local Chern
marker. Equation (14) is the usual expression for the local
Chern marker (by omitting the sum over r) for a spatially
inhomogeneous system in two spatial dimensions.

Using the correspondence for an adiabatic periodic system
with pumping frequency 
 and a synthetic dimension, under
which 
t = θ ↔ ky, we can find an analogous expression
for a one-dimensional charge pump, starting from Eq. (11).
However, as there is no analogous real-space operator for the
time dimension, the derivative and integral with respect to
time has to be computed explicitly while the trace over the
site index j is omitted in Eq. (11):

C( j) = − 2

L
Im

∫ 2π

0
dθ 〈 j|P̂∂kQ̂∂θ P̂| j〉 . (15)

For the k derivative we obtain, using the product rule,

P̂(∂kQ̂) = ∂k (P̂Q̂) − (∂kP̂)Q̂ = −(∂kP̂)Q̂, (16)

since P̂Q̂ = 0. For a finite system, the minimum quasimomen-
tum difference is dk = 2π/L. Hence, we may replace the k
derivative in Eq. (16) by the finite-difference form

(∂kP̂)Q̂ = P̂(k + dk) − P̂(k)

dk
Q̂(k)

= P̂(k + dk)

dk
Q̂(k)

= L

2π
X̂ e†P̂(k)X̂ eQ̂(k), (17)

where in the first line, P̂Q̂ = 0 was used. In the second line,
the exponential position operator X̂ e = exp (i 2π

L X̂ ) acts as the

generator of momentum translations of dk = 2π/L, which
is applied from both sides to the operator P̂(k). Inserting
Eqs. (16) and (17) into Eq. (15), we thus arrive at the LCM
for a charge pump with periodic boundary conditions:

C( j) = Im
1

π

∫ 2π

0
dθ 〈 j|X̂ e†P̂(θ )X̂ eQ̂(θ )[∂θ P̂(θ )]| j〉 . (18)

Translation-invariant systems (with periodic boundary
conditions) will have a constant LCM. The introduction of
disorder breaks the translational symmetry, leading to a fluc-
tuating, position-dependent LCM. However, so long as the
system has a band gap, the sum CLCM = ∑

j C( j) of the LCM
is expected to be quantized.

In the case of a gapless system, the kernel of Eq. (18) is dis-
continuous. This leads to nonquantized values for CLCM when
the system is gapless, indicating a breakdown of quantized
pumping.

To compute the local Chern marker, we use a discretized
form with periodic boundary conditions. Using that Q̂∂θ P̂ =
Q̂(∂θ P̂)P̂ = limdθ→0 Q̂(θ )P̂(θ + dθ )P̂(θ )/dθ , we arrive at

C( j) = 1

π

Nθ−1∑
n=0

Im 〈 j| X̂ e†P̂(θn)X̂ eQ̂(θn)P̂(θn+1)P̂(θn) | j〉 .

(19)
Here θn = 2πn/Nθ , and Nθ is the number of points in the
discretization of θ with a step size dθ = θn+1 − θn.

Our numerical analysis shows that in the topological phase,
this converges to a fixed value for C( j) as dθ is decreased. The
projector P̂(θ ) is not necessarily continuous. However, the
integral over this function is well defined and converges with
decreasing dθ . The sum CLCM := ∑

j C( j) yields the Chern
number for a translationally invariant system as our discussion
shows.

In the simulations we use dθ/2π = 10−3 which gives a
Chern number which is quantized with an accuracy of 1 −
CLCM = ±10−4 at w = 0 and for individual realizations for
w/J � 2, which is shown in Fig. 2. In the trivial phase at
w/J > 3, a sizable dependence on dθ of the LCM can persist
even up to dθ/2π = 10−5 for individual realizations (data not
shown). This can lead to a smaller accuracy of 10−1. There-
fore, the quantitative results for the LCM in the trivial phase
are less reliable for single disorder realizations. However, due
to the disorder average, the mean of the integrated LCM CLCM

is two orders of magnitude more reliable when compared to
single realizations.

We will apply this approach to inhomogeneous systems in
this work and the results and comparison with other measures
will lead to consistent results for integer quantization of CLCM

in the topological phase.

C. Entanglement spectrum

The entanglement spectrum is given by the eigenvalues of
the entanglement Hamiltonian ĤE and can be defined with the
reduced density matrix ρ̂A of a spatial bipartition of the system
into two halves (A and B) [63]:

1

Z
ρ̂A = e−ĤE . (20)
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FIG. 2. Convergence of the integrated local Chern marker. Main
panel: LCM calculated for a single disorder realization as a function
of discretization dθ/2π in the sum in Eq. (19) for L = 400 and
for w/J = 0, 2.3, 3 (colors). The dashed line indicates a perfect
quantization of the Chern number of 1. Insets: Left: Zoom into the
main panel for small discretizations. Right: Further zoom, showing
the region of convergence beyond dθ/2π = 1 × 10−3.

ĤE is a dimensionless free-fermion operator that is strictly
positive due to the normalization requirement of the reduced
density matrix ρ̂A. The entanglement eigenvalues (EEVs) are
the eigenvalues of ĤE . The EEVs −ln�2

μ are related to the
Schmidt values �μ that are found in a Schmidt decomposition
of the two halves of the system. We can compute these values
of the free-fermion Hamiltonian directly from the reduced
density matrix, which can be obtained from the single-particle
correlation matrix Ci j = 〈ĉ†

i ĉ j〉 computed in the many-body
ground state, as described by Peschel [64]. Writing ĤE in its
single-particle eigenbasis, ĤE = ∑L

α=1 εα d̂†
α d̂α , the partition

function is Z = ∏L
α=1

1
1+e−εα

. The eigenvalues �2
μ in the full

many-body space of the reduced density matrix ρ̂A result from
fixing a set of occupations n = {nα}. Every choice for these
occupations corresponds to a many-body state |μ〉 indexed by
μ. They are given by

− ln
(
�2

μ

) =
L∑

α=1

[− ln(vα )nα − ln(1 − vα )(1 − nα )], (21)

where vα are the eigenvalues of the single-particle correlation
matrix 〈ĉ†

i ĉ j〉 when i, j are restricted to one half of the system.
As the states are all localized for finite disorder, the entan-
glement across one cut in the system is independent of the
boundary conditions for a sufficiently large system. The same
is true for zero disorder due to translational invariance.

The eigenvalues vα are symmetrically spread around 0.5
and the low-lying eigenstates of the entanglement Hamilto-
nian are strongly localized at the chosen cut, see [64]. We
assign a particle-number imbalance �Nμ to a state defined by
n as follows: Focusing on the states of the correlation matrix
(when restricted to a subsystem) localized on the left side
of the subsystem, eigenvalues vα < 0.5 (>0.5) correspond to
states on the left (right) side of the cut and are assigned a label

FIG. 3. Entanglement spectrum of the Rice-Mele model. We plot
the entanglement eigenvalues − ln �2

μ, where �μ are the correspond-
ing Schmidt values, versus the pump parameter θ . Results for the
pump cycle with Rδ = 0.5, R� = 2.3, and no disorder, calculated
from the free-fermion solution for L = 400 (see also [11]). The
spectra are in general unbounded, but here we only show the lowest
few eigenvalues, which, in general, contain the important topological
information [63]. The labels �Nμ (indicated by markers on every
eighth data point) correspond to the particle imbalance for each en-
tanglement eigenvalue. Notice that entanglement eigenvalues in the
spectrum wind either up or down or have no winding if �Nμ = �N0,
where �N0 is the lowest eigenvalue per cycle. After one cycle, the
spectrum has the same values, but with all labels increased by 1
(which occurs at θ = 0), indicating the pumping of a single charge.

Nα = −1 (+1). In order to calculate particle imbalances of the
full many-body spectrum of ρ̂A, states on the left (right) side
of the cut are counted as unoccupied (occupied) in Eq. (21),
which is then evaluated for all possible occupations n. The
total particle imbalance of the many-body state |μ〉 is

�Nμ =
L∑

α=1

Nαnα. (22)

The imbalance �N0 = 0 is assigned to the unique lowest EEV
(μ = 0) for θ ∈ (−2π, 0).

Figure 3 shows the entanglement spectrum of the clean
system (w/J = 0) over the course of one pump cycle (Rδ =
0.5, R� = 2.3) [11]. Under an adiabatic modulation of the
pumping parameters, the entanglement spectrum shows a con-
tinuous flow as long as the system is gapped. As was discussed
in [11], the spectral flow and its nontrivial winding structure is
a hallmark of the topological nature of the charge pump. After
one pump cycle, the spectrum returns to itself but the particle
imbalances �Nμ increase by 1, indicating the pumping of
one charge across the system. For instance, the state |μ = 0〉
with the largest eigenvalue increases its particle imbalance
by one (see Fig. 3 at θ = 0). The multifold degeneracy of
the entanglement spectrum at θ = 0 is a result of the chiral
symmetry protecting the topological phase of the SSH model.

D. Time-integrated current

A time dependence is introduced in Eq. (2) by parametriz-
ing the pump parameter θ = θ (t ) = 2πt/T with time. We
drive periodically with a period T by propagating all single-
particle states of the lower half of the spectrum via the
Crank-Nicholson method (see Sec. III E).
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For the Rice-Mele model, the total current operator is
given by

Ĵ = i
L∑

j=1

(Jj ĉ
†
j ĉ j+1 − H.c.), (23)

identifying the (L + 1)th with the first site, realizing periodic
boundary conditions. In praxis, we compute 〈Ĵ〉/L, which
should yield �Q = 1 when integrated over one pump cycle.
This is a physical quantity that allows us to connect to ex-
periments. The expectation value of the ground-state current
is identically zero. The quantized pumping arises from the
virtual admixtures into the higher bands, which are propor-
tional to O(1/T ), where T is the pump period. In this way
the integrated current over one pump cycle converges to a
constant in the T � J limit.

The effect of nonadiabatic pumping has been studied in
several works, see, e.g., [65,66]. For sufficiently slow pumps,
it has been shown that the corrections to the exact quantization
scale according to O(1/T 2) [65].

E. Numerical methods

For the static calculations we directly diagonalize the
single-particle Hamiltonian at each θ . For the discretization
of the LCM we take dθ /2π = 10−4. For the real-time simula-
tions we propagate all single-particle eigenstates of Ĥ (t = 0)
that are populated at half-filling. The propagator is approxi-
mated for each time t via the Crank-Nicholson method (see,
e.g., [67] and references therein)

Û (t, dt ) = (1 + iĤ (t )dt/2)−1(1 − iĤ (t )dt/2) + O(dt3),

(24)

with a time step of dtJ = 0.05 . The full propagator then reads
Û (T ) = ∏

ts
Û (ts, dt ) with ts = dt s, s ∈ 0, 1, . . . , T/dt .

IV. RESULTS

In the main text all calculations are carried out using
the parameters (Rδ = 0.5, R� = 2.3). In the Appendix a
subset of the calculations have been carried out using the
parameters from [50]. A comparison between both parame-
ter sets yields no discernible change in the critical disorder
strength.

A. Energy spectra

We will compare our measures for the topological proper-
ties to the spectral properties of the static Hamiltonians of the
charge pump. The common notion is that the topological in-
variant cannot change while the spectral bulk gap persists as w

increases. The single-particle spectrum for (Rδ = 0.5, R� =
2.3) is shown in Fig. 4 for various points along the pump cycle
for a single disorder realization. For this realization we see a
gap closing at w/J ≈ 3.14 and θ = 0. The color indicates the
Chern number CLCM of each band calculated via the integrated
local Chern marker at half-filling (see Secs. III B and IV E).
As long as the bands are clearly separated, CLCM is quantized.

The gap closing can occur at any point in the pump cy-
cle. Relevant information about a topological breakdown is

FIG. 4. Spectrum of the disordered Rice-Mele model for periodic
boundary conditions as a function of increasing disorder strength. We
plot the spectrum for a single disorder realization for L = 400 and
for three values of the pump angle θ . The bands are colored based
on CLCM at half-filling. Edge states do not appear, due to the use of
periodic boundary conditions.

therefore encoded in the minimum gap over the entire pump
cycle:

�εmin := minθ �ε(θ )/J. (25)

Figure 5 shows the distribution of the minimum gap
over n = 500 disorder realizations for w/J = 2, 2.75, 2.95,

3.3, 4.45. For w/J = 2, 2.75, the distributions are symmet-
ric and their mean is a meaningful quantity. For w/J = 2.95,
most realizations have a minimum gap of zero, which leads
to a transition to exponential distributions from this point
onward. These distributions have a maximally likely value,
the mode, of the minimum gap of zero. The transition to
an exponential distribution is exemplified by the insets in
Fig. 5(a). Notice that in the insets, different bin sizes are
used. In Fig. 5(b) we show the minimum gap as a function of
disorder strength w/J . Black dots indicate single realizations.
The red circles and blue ribbon denote the mean and standard
deviation over all realizations, respectively. The orange dia-
monds show the mode of the minimum gap distributions. For
every w we use a different disorder seed to generate the on-site
potentials to preempt a dependence on single realizations.
While the mean gap closes gradually at around w/J ≈ 3.25,
the mode of the gap shows a very sharp transition to zero at
w/J = 2.95. We argue that the mode and not the mean gap is
a meaningful quantity to predict the topological transition of
the local Chern maker and the pumped charge, which will be
substantiated in Sec. IV G.

Since the single-particle gap of the clean system at θ =
π/2 is �, there is, in principle, a disorder realization for which
the gap closes at that point for w � �, where the disorder
realization is exactly the (oppositely) staggered potential with
strength −�. A single, individual realization, however, has
measure zero and hence is expected to become irrelevant in
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FIG. 5. Energy gap for diagonal disorder. (a) Main panel: Distri-
bution of the minimum energy gap along the pump cycle minθ �ε/J ,
for w/J = 2, 2.75, 2.95 over n = 500 disorder samples. The most
likely value, the mode, for the minimum gap becomes zero at
around w/J ≈ 2.95. Insets: Minimum gap distributions for w/J =
3.3, 4.45, and smaller bin sizes. (b) We show the magnitude of the
bulk gap as a function of w/J . We plot the minimum value found
along the whole pump cycle. The red circles and shaded region corre-
spond to the mean and the standard deviation, respectively, computed
for L = 400. The orange diamonds indicate the mode, which van-
ishes at w/J ≈ 2.95. We use a linear θ grid of dθ/2π = 0.0001
that determines the accuracy of finding the minimum gap in a given
realization. The dashed line corresponds to a vanishing gap.

the thermodynamic limit and for the disorder average over
finite systems.

The minimum band gap in the absence of disorder is �ε =
2J at θ = 0 for the chosen cycle and parameters used in this
paper, whereas the critical disorder strength needed to close
the mode is w/J = 2.95. This illustrates that the disorder
strength can in fact exceed the gap width of the single-particle
spectrum without spoiling the quantized pumping behavior.

B. Localization of single-particle states

To demonstrate that our numerically simulated system
sizes are sufficient to capture the localized nature of the single-
particle states, we compute the inverse participation ratio. Full
localization at any w > 0 is the expected behavior in one
dimension for random diagonal disorder [68].

The inverse participation ratio I is a means of quantifying
the degree of localization for a state:

I (|ψ〉) =
∑

i |〈ψ |i〉|4
〈ψ |ψ〉 . (26)

FIG. 6. Minimum inverse participation ratio Imin for diagonal
disorder. We take the minimum IPR over θ and over 40 disorder real-
izations as a function of w, for various system sizes. At w/J ≈ 1.5,
Imin becomes independent of system size for systems L � 400, indi-
cating that all single-particle states are localized with a localization
length much smaller than system size.

Here I is calculated in the real-space basis, where |ψ〉 is a
single-particle eigenstate and 〈ψ |i〉 is the amplitude on a site
i. For a completely localized state that has weight on only
one site I = 1, whereas for a totally delocalized one I = 1/L,
where L is the system size.

Figure 6 shows the minimum value Imin := minθ,s I of the
entire spectrum over one pump cycle and over all given dis-
order realizations indexed by s, corresponding to the most
delocalized state. The observed behavior is compatible with
the expectation of all states being localized for any finite dis-
order strength. At low disorder there are states which appear
delocalized across the entire system because of the localiza-
tion length exceeding the system size, indicated by the L
dependence of Imin. At higher disorder strengths, the maxi-
mally delocalized state is quite short ranged, with a length
scale that is much shorter than the system length.

For all finite w, Imin is much larger than 1/L, which is the
typical value for a fully delocalized state. For w/J > 1.5, Imin

is no longer dependent on system size for L = 400, indicating
a localization length much shorter than system size. Crucially,
even in this region, quantized pumping is still possible on
finite systems and for the disorder average, which will be
shown below. This agrees with the analysis of [50], where
the breakdown of quantized pumping has been linked to a
delocalization-localization transition of Floquet eigenstates,
which occurs deep in the regime of localized single-particle
Hamiltonian eigenstates.

C. Entanglement spectrum

Disorder in the on-site potentials breaks the chiral symme-
try at θ = 0, π which lead to the topological and the trivial
phase of the SSH model, respectively. We see in Figs. 7(a)
and 7(b) that, for small disorder, the entanglement spectrum
is perturbed as w becomes finite, but the topological winding
structure of the states is preserved. The degeneracies in the
entanglement spectrum persist at weak disorder yet, since
chiral symmetry is broken, they are shifted to arbitrary posi-
tions along the pump cycle, depending on the specific disorder
realization. At large disorder strength, there are discontinuities
in the entanglement spectrum as exemplified by the data in
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FIG. 7. Entanglement spectrum for diagonal disorder for several
disorder strengths versus pump parameter θ . (a) w = J , (b) w = 3J ,
(c) w = 3.75J , computed for L = 400 sites. We show data for one
fixed disorder configuration and vary w. �Nμ (markers drawn on
every eighth data point) are the particle imbalances for each entan-
glement eigenvalue − ln �2

μ. �μ is the corresponding Schmidt value.

Fig. 7(c). These signal the breakdown of quantized charge
pumping. The position and number of these discontinuities
is highly dependent on the particular disorder realization cho-
sen. Therefore, from the entanglement spectrum, it is more
cumbersome to extract the exact transition at the breakdown
of the quantized pumping than for other measures discussed
here.

D. Polarization

Figures 8 and 9 show data for the polarization P, calculated
via Eq. (7) for n = 40 disorder realizations as a function of the
pump parameter θ ∈ [0, 2π ) for various disorder strengths.
Due to P being defined modulo 2π , it is convenient to use
a polar plot with P being the angular variable and θ being the
radial one. In fact, this is a natural representation, as the P
values lie on a circle.

In earlier works, the polarization has been utilized with
open boundary conditions and directly linked with bulk-
boundary correspondence [20]. Here we employ periodic
boundaries. First, we discuss the conventional way of plotting
P as a function of θ , which is seen in Fig. 8. Complications
arise due to the disorder when performing naive disorder
averages: For w/J = 2.8, the polarization for each sample
shows a 2π discontinuity that stems from the definition of
the polarization. These 2π discontinuities lie near θ = π/2,
the exact position of which is slightly shifted due to disorder.
This leads to a mean polarization that is close to zero [see
Fig. 8(a) around θ = π/2]. Physically relevant discontinuities
due to gap closings appear around θ = 0, or wherever the
first gap closing occurs along the pump cycle. Ideally, in the
disorder average, the 2π discontinuities should not lead to a
discontinuity in the mean (red dots), which, however, is the
case here. For w/J = 3.2, 3.4, this issue is amplified, as ad-
ditional 2π discontinuities appear for various θ . Due to these
2π discontinuities, the naive disorder averaged polarization
appears more continuous than it should [see Fig. 8(c) between
θ = 3π/2 and θ = 2π ].

−π

0

π
(a) w/J = 2.8( ) w/J = 2.8

P

single run
mean

−π

0

π
(b) w/J = 3.2

P
0 π/2 π 3π/2 2π

−π

0

π
(c) w/J = 3.4

θ

P

FIG. 8. Polarization P versus pump parameter for diagonal dis-
order. For each value of the disorder strength w, we show the
polarization for 40 disorder realizations as a function of the pump
parameter θ for L = 400. 2π discontinuities appear near θ = π/2 for
w/J = 2.8 which lead to discontinuities in the mean. For w/J = 3.2
and w/J = 3.4, the 2π discontinuities appear at various points along
the pump cycle, which leads to an apparent but misleading continu-
ous mean polarization.

Plotting P as an angular variable instead, as in Fig. 9,
circumvents this problem, as points near π and −π are close
to each other. The colored dots show the circular mean

P(θ ) = atan2

(
1

n

n∑
j=1

sin P(θ ) j,
1

n

n∑
j=1

cos P(θ ) j

)
, (27)

which is the natural averaging procedure for points on a circle,
for each pumping time θ , where atan2 is the two-argument
arctangent. Single realizations are shown as blue lines. For
low disorder strengths, all realizations lie on top of each
other and the circular mean exhibits a smooth dependence
on θ with winding 1. From w/J = 2.8 onward, some realiza-
tions display discontinuities as indicated by the jumps in the
blue lines. At w/J = 2.8, only a few realizations have such
jumps, whereas for w/J = 3.4, almost all polarizations are
discontinuous, with individual realizations showing multiple
discontinuities of arbitrary size. The circular mean becomes
visually discontinuous around w/J ≈ 3, indicating that the
quantization breaks down in a large number of realizations.
Comparing the regular mean to the circular mean in Figs. 8(c)
and 8(e) show that the former exhibits no such discontinuities
except the trivial one at θ = π/2. We associate these discon-
tinuities in the circular mean with the breakdown of quantized
charge pumping. In this case, the winding number of the
polarization is ill-defined: It is impossible to know whether the
jump in the polarization is clockwise or counterclockwise for
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FIG. 9. Polarization P versus pump parameter for diagonal dis-
order. For each value of the disorder strength w, we show the
polarization as an angular variable for 40 disorder realizations
against the pump parameter θ for L = 400.

single realizations. Despite this fact, the circular mean retains
a sense of direction in its winding and winds around exactly
once, meaning that on average, charge is transported across
the system in a well-defined direction. For a topologically
trivial pump cycle, the circular mean shows no winding, as ex-
pected (data not shown). This suggests that the circular mean
of the polarization still preserves information on the quantized
pumping inherited from the neighboring topological phase
even beyond the critical disorder strength.

E. Chern number from integrated local Chern marker

Local Chern marker and its fluctuations. The local Chern
marker C( j) is shown for w/J = 2, 3, 3.6 in Figs. 10(a)–10(c)
for a single disorder realization. For zero disorder (data not
shown here), the local Chern marker is C( j) = 1/L (within
our numerical accuracy) as expected. As w increases, fluctu-
ations around this value emerge and increase as w grows. For
w/J = 3.6, integer quantization clearly no longer holds.

FIG. 10. Local Chern marker. (a)–(c) C( j)L versus position j for
a single realization of diagonal disorder and for disorder strengths
(a) w = 2J,CLCM = 1.00, (b) w = 3J,CLCM = 1.00, and (c) w =
3.6J,CLCM = 0.97, computed for L = 400. (d)–(f) Normalized dis-
tribution of local Chern-marker fluctuations δC( j) = 1 − C( j) L for
(d) w = 2J , (e) w = 3J , and (f) w = 3.6J from 500 disorder realiza-
tions for L = 400. Note that the distribution in (f) is slightly skewed
towards positive values, see Fig. 11.

We next demonstrate that the spatial fluctuations of the
local Chern marker defined via

δC( j) = 1 − C( j) L (28)

contain relevant information and can be used to pinpoint the
transition. A local Chern marker LC( j) > 1 [δLC( j) < 0] im-
plies that an excess amount of charge crosses site j per pump
cycle, while for LC( j) < 1 [δLC( j) > 0] a lesser amount
moves through. In order for the system to possess an integer-
quantized Chern number, these fluctuations have to cancel out
after summing over the whole sample. Our analysis shows
that this happens for individual realizations in the topological
regime.

The respective distributions of δC( j) obtained from
n = 500 disorder configurations are plotted in Figs. 10(d)
and 10(f). In the topological regime [see Fig. 10(d)], Pr[δC( j)]
is symmetric and sharply peaked around zero, while the
variance gradually increases as the transition point is ap-
proached. For w = 3.6J , the distribution becomes skewed
towards δC( j) > 0. In order to determine the breakdown of
the quantized pumping, we compute the skewness γ of the
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FIG. 11. Transition from distributions of local Chern marker
fluctuations. Skewness γ of the distribution of local Chern
number fluctuations Pr[δC( j)] versus disorder strength for L =
100, 200, 400. Computed from 500 disorder realizations for w/J �
3 and from 100 realizations for w/J < 3.

distributions from

γ =
1

nL

∑Ln
i=1(xi − x̄)3

[ 1
Ln

∑nL
i=1(xi − x̄)2]3/2

, (29)

with xi being C( j) computed for a given disorder realization.
The dependence of γ on the disorder strength is shown in
Fig. 11 for L = 100, 200, 400. Remarkably, the skewness ex-
hibits a strong signature at the transition: on small systems it
first decreases but then sharply increases. The best estimate
from our available data for the transition point is w/J = 3.0.
There is no detectable L dependence for the transition point
for the system sizes considered here within the used grid of
�w = 0.1J around the transition region. The nonzero skew-
ness can be understood as follows. As the gap closes, states
from the original bands will mix with those of the lower bands,
mixing in a tendency of an opposite charge transport. Since
the states are localized due to disorder, this occurs locally, and
results in a deficit of C( j) and hence locally larger values of
δC( j), without changing the mode of the δC( j) distributions.
We conclude that the analysis of the full distribution of local
Chern marker fluctuations and of its moments is very useful
to obtain a quantitative picture of the breakdown, as will be
substantiated by the following comparison with the pumped
charge from the time-integrated current.

Integrated local Chern marker and breakdown of quantized
pumping. Figure 12 shows the breakdown of the quantized
integrated local Chern marker as a function of w for different
system sizes L. Black dots indicate single realizations. The red
line and the blue shaded region are the disorder averages and
standard deviation, respectively.

The sum

CLCM =
∑

j

C( j) (30)

and thus the total Chern number remains quantized up to
w ≈ 2.3J within our numerical accuracy, while for larger
values 2.3J < w � 3J , CLCM starts to slowly decrease, due
to rare realizations without exact quantization. An interesting
question concerns the system-size scaling of the mean Chern
number in the transition region (see the discussion and fur-
ther references in [54]). Since our work is concerned with
the properties of ensembles of finite-size systems as realized

FIG. 12. Sum CLCM of the local Chern marker CLCM for diagonal
disorder as a function of w. (a) L = 100, (b) L = 200, (c) L = 400.
Main panel: 40 samples at each disorder strength. Insets: Zoom into
the transition region with 500 samples. The red line indicates the
mean value for each disorder strength and the standard deviation is
represented by the shaded region.

in quantum-gas experiments, we do not further pursue this
direction and leave this for future research. We further note
that finite-size corrections for the pumped charge were studied
in [69].

At strong disorder w/J � 3, the system becomes gapless
and hence the Chern number is ill-defined. We therefore ex-
pect a breakdown of the quantized charge pumping supported
by the data. Nevertheless, CLCM still spreads around a central
mean value over all realizations. This mean value, however,
starts to deviate from CLCM = 1 and indicates the breakdown
of the quantization of the charge pump. The fluctuations
around this mean value decrease as L increases. Note that
the standard deviation around the disorder-averaged Chern
number C̄LCM increases just at the point where CLCM ceases
to be quantized.

For single realizations, the notion that a topological quan-
tity cannot change without a gap closing is confirmed, which
is shown in Fig. 13. We plot the integrated local Chern marker
CLCM versus the minimum gap minθ�ε for each realiza-
tion and different disorder strengths. Points on the left with
minθ�ε/J � 10−5 indicate realizations that close the energy
gap, with a minimum gap size that scales with the θ -grid size
used for calculating the energy. The CLCM for these realiza-
tions exhibits noninteger values with a spread that increases
for larger w/J . The points on the right side of the figure cor-
respond to realizations that do not close the gap and have an
integer-quantized CLCM. Their minimum gap is invariant un-
der the θ -grid size used for the energy search. For large w/J ,
the ratio of gap-closing realizations increases sharply. We thus
conclude that the breakdown of topological charge pumping
on finite systems occurs due to sufficiently many individual
realizations acquiring close-to-zero gaps well before the mean
(disorder-averaged) minimum gap closes. This scenario ap-
plies to the finite-size quantum-gas experiments where
typically L ∼ 100 and averages over many one-dimensional
systems are measured.
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FIG. 13. Correlation between CLCM and energy gap. We compare
CLCM to the minimum global energy gap for 40 disorder realizations
for each value of w. We see that realizations with nonquantized CLCM

lie in the vicinity of vanishing energy gaps that are of the order of
10−6 in the chosen θ grid for the energy calculation. These points
shift to the left when refining the θ grid, whereas points on the
right remain unchanged (not shown). The spread of CLCM increases
for increasing w. The two outliers on the right side are atypical
realizations with poor convergence for the LCM. All data computed
for L = 400.

F. Time-dependent case and integrated current

In this section we study the dependence of the time-
integrated current Eq. (23) on the finite period of the pump
cycle.

In the adiabatic limit, any finite system will ultimately
have an exactly quantized integrated current, as the system
is gapped. However, the gaps in some systems may become
exponentially small in the system size. On the other hand,
a finite period T can lead to nonquantized behavior due to
Landau-Zener tunneling [65], even in the presence of a band
gap.

We first discuss the evolution of the time-dependent cur-
rent as a function of time, for various periods T (data not
shown here). For T/J = 10, the pumped charge per period
is never quantized, due to nonadiabatic excitations to the
second band. The quantization of the pumped charge sets in
at T/J = 100 for large values of w in the vicinity of w = 3J .
For such a slow driving, pumping below the critical disorder
strength w/J ≈ 3 leads to quantized particle pumping. Be-
yond that disorder strength, the pumped charge ceases to be
quantized.

In Fig. 14 we show the distribution of the pumped charge,
calculated from the time-integrated current over 500 disorder
realizations and for various pumping periods T . For T =
10J , the pumped charge is not quantized, presumably due to
Landau-Zener tunneling into the second band. For T = 100J
and T = 1000J , the average pumped charge is similar to what
has been found for the Chern number computed via the LCM.
Quantization breaks down at the critical disorder strength
w/J ≈ 3.

G. Comparison between instantaneous
and time-dependent measures

Figure 15 shows a comparison between the disorder av-
erage of the minimum energy gap, the deviation of CLCM

from C = 1, the skewness of local Chern marker distribu-

FIG. 14. Distribution of pumped charge computed from the time-
integrated current as a function of disorder strength. Computed for a
number of period lengths T . Main plots: n = 40 samples for each
disorder point and time-step dtJ = 0.1. Insets: Transition region
computed for n = 500 realizations and dtJ = 0.05 (L = 400).

tions, and the time-integrated local current as a function of
w/J . We have also studied the parameters from [50] using
the integrated local Chern marker and consistently observe a
breakdown at w/J ≈ 3, in agreement with [50].

Interestingly, the pumped charge �Q obtained from the
time-dependent simulations and CLCM are very similar to
each other even in the trivial regime. This should be taken
with some caution, due to the aforementioned numerical
difficulty of obtaining converged results from the local
Chern marker in the trivial regime for individual realizations
(see Sec. III B).

FIG. 15. Comparison of different measures for the pumped
charge. We compare CLCM, the average pumped charge computed
from the time-integrated current as a function of disorder strength,
the mean minimum gap found along the pump cycle, and the skew-
ness of LCM distributions. The skewness has been scaled down for
better visibility. The shaded region indicates the point where the
mode of the minimum gap along the pump cycle closes at w/J ≈
2.95 ± 0.05. Similar results were obtained in [50] from Floquet
states for different parameters. At larger values of w � 8J , one finds
C = 0 [50]. Computed for a pump period of T = 1000J . n = 500
(n = 40) samples were included in the average for each value of w/J
for 3 < w/J < 4.2 (w/J � 3, w/J � 4.2), L = 400.
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We stress that the breakdown of the Chern number quan-
tization occurs at w/J ≈ 3, whereas the mean minimum gap
closes at w/J ≈ 3.3, while the observed breakdown of integer
quantization of CLCM and the pumped charge �Q agrees well
with the closing of the typical value of the gap, the mode
(vertical shaded region). This value also agrees well with the
onset of a significant skewness γ in the distribution of local
Chern markers. These observations further support our asser-
tion that the most likely gap, rather than the disorder-averaged
gap, should be considered when quantifying the transition
point.

In conclusion, all three quantities computed in the instan-
taneous basis and the integrated current suggest the stability
of quantized charge pumping at weak disorder. A break-
down is observed for w/J � 3 and can best be read-off
from the skewness of the distributions of local Chern-marker
fluctuations, consistent with the closing of the most likely
energy gap. The pumped charge is directly accessible in
experiments [3,4,36] and should therefore agree with the the-
oretical predictions for adiabatically slow pumping on finite
systems.

V. SUMMARY AND DISCUSSION

In this work we studied the Rice-Mele model of spin-
less fermions in the presence of random diagonal disorder.
We used exact diagonalization to compute a set of static
measures to characterize the properties of a charge pump,
including the polarization, the entanglement spectrum, and
the integrated local Chern marker. These quantities were
computed in the instantaneous eigenbasis. We demonstrated
that all these measures indicate a breakdown of the quan-
tized charge pumping at sufficiently strong disorder. The
breakdown of quantized pumping manifests itself as a
breakdown of winding in the spectral flow of the entan-
glement spectrum. Plotting the polarization as an angular
variable makes the breakdown particularly transparent in
this quantity. The integrated local Chern marker appears
to be the best suited for determining the transition point
quantitatively.

In particular, the fluctuations of the local Chern marker
around the bulk Chern number provide relevant information
about the breakdown. It would be very desirable to develop
a qualitative interpretation of these fluctuations. For instance,
it remains open whether nonlocal adiabatic processes play a
role in topological charge pumping. These effects were de-
scribed by Khemani et al. [70] as a consequence of adiabatic
variations of a single on-site potential in an Anderson insu-
lator. The situation in a charge pump is not entirely different
although there, the variation of on-site potentials happens in a
correlated fashion.

The critical disorder strength obtained from the integrated
local Chern marker agrees well with the point at which the
bulk gap closes, while for finite systems we emphasized the
importance of sample-to-sample fluctuations. In particular,
we demonstrated that the typical value of the minimum bulk
gap along the gap cycle is much better suited to describe
the distribution obtained from finite systems, rather than the
disorder-averaged gap. This may not be surprising, given the
known existence of Lifshitz tails at the edges of spectra of

disordered systems (see, e.g., [71]). The topological transition
occurs in an Anderson insulator, showing that topological
charge pumping is robust against localization, consistent with
the results of [36].

We complemented the analysis with time-dependent sim-
ulations of the time-periodic pump process and observe
deviations from integer-quantized pumping due to a break-
down of adiabaticity for fast pumping. For sufficiently slow
pumping we find agreement with the critical disorder strength
obtained from the bulk Chern number computed in the instan-
taneous basis.

In this work we presented a comprehensive comparison
of several measures from the instantaneous basis and direct
time-dependent simulations. Matching the physical picture for
local transport processes to the Floquet-localization picture of
Ref. [50] would be an interesting next direction. In this regard,
the limit of frequency going to zero in the Floquet picture
might be subtle on finite systems, as one should recover the
behavior of the instantaneous-basis behavior (see [50]).

Several studies have already theoretically addressed the
question of charge pumping in an interacting system [6–17],
which should be realizable in state-of-the-art quantum-gas
experiments [3–5,36]. Conceptually and from a methodolog-
ical point of view, the question arises which approaches are

FIG. 16. Comparison of different measures for the pumped
charge for an alternative parameter set. For (R� = 3, Rδ = 0.5),
which is equivalent to parameters used in [50], we compare (a) CLCM

as a function of disorder strength, and (b) the skewness of LCM
distributions and the mode of the minimum gap along the pump
cycle. The shaded region indicates the point where the mode of the
minimum gap along the pump cycle closes at w/J ≈ 2.95 ± 0.05.
Compared to the results of the main text, the mean of the LCM
decreases slower past the transition point at w/J ≈ 2.95 ± 0.05 but
the transition point is unchanged. Computed for n = 500 samples in
the average for each value of w/J , L = 400.
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best suited to compute the Chern number for a charge pump
in a many-body system. The direct calculation of the cur-
rent in time-dependent simulations will always work, yet
requires making the pump period large. The Floquet approach
of Ref. [50] cannot easily be extended to the many-body
case, where most Floquet approaches are based on the high-
frequency limit [72], opposite to the regime of low frequencies
relevant for charge pumps. An extension of the local Chern
marker to interacting systems would be desirable (see [73] for
recent work in this direction), while polarization and entan-
glement spectrum can be computed in the many-body case as
well (see, e.g., [11]).

Another, related future direction would be to combine the
effects of disorder and interactions and to investigate the
possibility of topological charge pumping in both a disor-
dered ergodic and in the many-body localized phase [74,75]
(see also the discussion in [36,50]). Finally, the stability of
topological pumping in quasiperiodic potentials other than
Aubry-André type might be interesting as well.
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APPENDIX: ADDITIONAL RESULTS

Figure 16 shows the LCM, the skewness of the local Chern
marker distributions γ , and the mode of the distribution of the
minimum energy gap along the pump cycle for the parame-
ters (R� = 3, Rδ = 0.5), which corresponds to the parameters
used in [50]. All three quantities predict a breakdown of
quantized charge pumping at w/J = 2.95 ± 0.05, similar to
the parameters in the main text. A possible reason for this is
that Rδ = 0.5 < R�/J for both parameter sets. The minimum
gap during a pump cycle is therefore only controlled by Rδ .
Compared to the results presented in the main text, the mean
of the LCM shows a shallower decrease beyond the critical
disorder strength.

[1] D. J. Thouless, Phys. Rev. B 27, 6083 (1983).
[2] Q. Niu and D. Thouless, J. Phys. A: Math. Gen. 17, 2453

(1984).
[3] S. Nakajima, T. Tomita, S. Taie, T. Ichinose, H. Ozawa, L.

Wang, M. Troyer, and Y. Takahashi, Nat. Phys. 12, 296 (2016).
[4] M. Lohse, C. Schweizer, O. Zilberberg, M. Aidelsburger, and I.

Bloch, Nat. Phys. 12, 350 (2016).
[5] C. Schweizer, M. Lohse, R. Citro, and I. Bloch, Phys. Rev. Lett.

117, 170405 (2016).
[6] E. Berg, M. Levin, and E. Altman, Phys. Rev. Lett. 106, 110405

(2011).
[7] D. Rossini, M. Gibertini, V. Giovannetti, and R. Fazio,

Phys. Rev. B 87, 085131 (2013).
[8] Y. Ke, X. Qin, Y. S. Kivshar, and C. Lee, Phys. Rev. A 95,

063630 (2017).
[9] Y. Kuno, K. Shimizu, and I. Ichinose, New J. Phys. 19, 123025

(2017).
[10] M. Nakagawa, T. Yoshida, R. Peters, and N. Kawakami,

Phys. Rev. B 98, 115147 (2018).
[11] A. Hayward, C. Schweizer, M. Lohse, M. Aidelsburger, and F.

Heidrich-Meisner, Phys. Rev. B 98, 245148 (2018).
[12] T. Qin, A. Schnell, K. Sengstock, C. Weitenberg, A. Eckardt,

and W. Hofstetter, Phys. Rev. A 98, 033601 (2018).
[13] F. Mei, G. Chen, N. Goldman, L. Xiao, and S. Jia, New J. Phys.

21, 095002 (2019).
[14] L. Stenzel, A. L. C. Hayward, C. Hubig, U. Schollwöck, and F.

Heidrich-Meisner, Phys. Rev. A 99, 053614 (2019).
[15] L. Lin, Y. Ke, and C. Lee, Phys. Rev. A 101, 023620 (2020).
[16] S. Greschner, S. Mondal, and T. Mishra, Phys. Rev. A 101,

053630 (2020).
[17] Y.-T. Lin, D. M. Kennes, M. Pletyukhov, C. S. Weber, H.

Schoeller, and V. Meden, Phys. Rev. B 102, 085122 (2020).

[18] J. A. Marks, M. Schüler, J. C. Budich, and T. P. Devereaux,
Phys. Rev. B 103, 035112 (2021).

[19] J. Qin and H. Guo, Phys. Lett. A 380, 2317 (2016).
[20] K.-I. Imura, Y. Yoshimura, T. Fukui, and Y. Hatsugai, J. Phys.:

Conf. Ser. 969, 012133 (2018).
[21] R. Wang and Z. Song, Phys. Rev. B 100, 184304 (2019).
[22] M. Ippoliti and R. N. Bhatt, Phys. Rev. Lett. 124, 086602

(2020).
[23] S. Hu, Y. Ke, and C. Lee, Phys. Rev. A 101, 052323 (2020).
[24] P. Marra and M. Nitta, Phys. Rev. Research 2, 042035 (2020).
[25] L. Arceci, L. Kohn, A. Russomanno, and G. E. Santoro, J. Stat.

Mech. (2020) 043101.
[26] L. Wawer, R. Li, and M. Fleischhauer, arXiv:2009.04149.
[27] M. Pletyukhov, D. M. Kennes, J. Klinovaja, D. Loss, and H.

Schoeller, Phys. Rev. B 101, 161106(R) (2020).
[28] M. Pletyukhov, D. M. Kennes, J. Klinovaja, D. Loss, and H.

Schoeller, Phys. Rev. B 101, 165304 (2020).
[29] C. S. Weber, K. Piasotski, M. Pletyukhov, J. Klinovaja, D. Loss,

H. Schoeller, and D. M. Kennes, Phys. Rev. Lett. 126, 016803
(2021).

[30] X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[31] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[32] C.-K. Chiu, J. C. Y. Teo, A. P. Schnyder, and S. Ryu, Rev. Mod.

Phys. 88, 035005 (2016).
[33] N. R. Cooper, J. Dalibard, and I. B. Spielman, Rev. Mod. Phys.

91, 015005 (2019).
[34] J. Li, R.-L. Chu, J. K. Jain, and S.-Q. Shen, Phys. Rev. Lett.

102, 136806 (2009).
[35] E. J. Meier, F. A. An, A. Dauphin, M. Maffei, P. Massignan,

T. L. Hughes, and B. Gadway, Science 362, 929 (2018).
[36] S. Nakajima, N. Takei, K. Sakuma, Y. Kuno, P. Marra, and Y.

Takahashi, arXiv:2007.06817.

043310-13



A. L. C. HAYWARD et al. PHYSICAL REVIEW A 103, 043310 (2021)

[37] P. Titum, E. Berg, M. S. Rudner, G. Refael, and N. H. Lindner,
Phys. Rev. X 6, 021013 (2016).

[38] Y. E. Kraus, Y. Lahini, Z. Ringel, M. Verbin, and O. Zilberberg,
Phys. Rev. Lett. 109, 106402 (2012).

[39] A. Cerjan, M. Wang, S. Huang, K. P. Chen, and M. C. Rechts-
man, Light Sci. Appl. 9, 178 (2020).

[40] S. Aubry and G. André, Ann. Israel Phys. Soc. 3, 18 (1980).
[41] M. Schreiber, S. S. Hodgman, P. Bordia, H. P. Lüschen, M. H.

Fischer, R. Vosk, E. Altman, U. Schneider, and I. Bloch,
Science 349, 842 (2015).

[42] M. Rispoli, A. Lukin, R. Schittko, S. Kim, M. E. Tai, J. Léonard,
and M. Greiner, Nature (London) 573, 385 (2019).

[43] P. Bordia, H. Lüschen, S. Scherg, S. Gopalakrishnan, M. Knap,
U. Schneider, and I. Bloch, Phys. Rev. X 7, 041047 (2017).

[44] G. Roati, C. D’Errico, L. Fallani, M. Fattori, C. Fort, M.
Zaccanti, G. Modugno, M. Modugno, and M. Inguscio,
Nature (London) 453, 895 (2008).

[45] A. Dareau, E. Levy, M. B. Aguilera, R. Bouganne, E.
Akkermans, F. Gerbier, and J. Beugnon, Phys. Rev. Lett. 119,
215304 (2017).

[46] K. Viebahn, M. Sbroscia, E. Carter, J.-C. Yu, and U. Schneider,
Phys. Rev. Lett. 122, 110404 (2019).

[47] S. V. Rajagopal, T. Shimasaki, P. Dotti, M. Račiūnas, R.
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6 Topological charge pumps coupled to a
phononic bath

In the last chapter, I presented results for the breakdown of topological charge pumping
due to disorder. Here, we will continue with the topic of quantization breakdown but will
instead focus on the effects of pumping in an open system with a bath. Open quantum
systems can be realized in different conceptual varieties. Here, we will treat the electronic
system as a subsystem that is coupled to harmonic oscillators at each lattice site. We
consider a bath of quantum mechanical phonons, which realizes the Holstein-Model [177]
with an additional periodic Rice-Mele modulation in the electronic sector. Note that we
do not aim at describing ultracold quantum gases in this project, since phonons cannot
be realized in these systems.

Even though ultracold atoms can be regarded as nearly closed, finite temperature and
effects of open quantum systems, where particle numbers need not be conserved, are
inevitable in experiments. Therefore, the interplay between topology and open systems
has been a focus of recent research [136, 138, 140, 134, 139, 135, 61, 61, 10, 137]. Here,
the Lindblad formalism is often used to treat open systems quantum-mechanically. It
has been shown that dynamics under adiabatic modulations are susceptible to dephasing
in open systems, even in the presence of a finite energy gap [272].

For systems at finite temperature, generalizations to Berry phases for mixed states
have been developed, for example in [145, 273, 138, 141], which show a topological
character below a critical temperature. One can also gain topological information via
the entanglement spectrum [273] and local unitary (LU) classifications [134]. The bath
has also been shown the capability to induce topology in the open system [140]. We will
come back to the question of finite temperature charge pumps in chapter 8. There has
also been recent progress in the classification of open systems via symmetry classes [10].

Recent works have studied the robustness of topological edge states when coupling
to a thermal bath of bosons is present, via a master equation approach [274] and via
Liouvillian dynamics [275, 276]. In this context it was found that topological order
decreases as the temperature of the bath is increased.

Our system, the Rice-Mele Holstein model is a closed system at zero temperature.
Nevertheless, the electronic subsystem can be considered open, in the sense that energy
can be transferred into the phononic subsystem. Phonons can have a profound impact
on the physics of an electronic sector. Polarons [277], composite particles made up of
electrons and phonons, can form, which lead to relaxation dynamics of excited charge
carriers [278, 279], melting of charge-density waves [280, 281] and thermalization [282].

Here, we will mainly use the phonon bath as the easiest possible bath that can be
coupled to electrons and that can in principle be treated quantum mechanically exactly
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6 Topological charge pumps coupled to a phononic bath

in DMRG calculations [74, 75, 76, 77, 78, 79, 80, 81, 82, 283]. Phonons are known for
destabilizing topological edge states, for example in Majorana systems, due to coupling of
edge states to the bulk [135]. On the other hand dissipation can also stabilize topological
pumps [61].

Another well-established numerical approach for electron-phonon systems is the semi-
classical treatment of the phononic sector via the multitrajectory Ehrenfest method
[178, 179, 180]. In particular, it was found that for small phonon frequencies, this method
is both efficient and reliable in simulating electron-phonon coupled systems [243]. Since
we are interested in this phonon frequency regime, we employ this method, in which
phonon trajectories are simulated classically and a trajectory average is performed which
gives the first oder contribution in a h̄ > 0 approximation of the phonons [243].

The initially randomly chosen phonon coordinates connect this project to the disordered
system of the last chapter. Whereas there we dealt with a static disorder, here the physics
can be effectively described via time-dependent random potentials for each trajectory.
As a main contribution to the present manuscript, I suggested the analysis of an effective
pump cycle due to the random potentials. The random potentials enter the electronic
Hamiltonian in the form of the random phonon coordinates xi as

Ĥel = ĤRM(t)−
√
2γ

L∑
i=1

xi(t)n̂i, (6.1)

where ĤRM is the Rice-Mele hamiltonian and γ is the electron-phonon coupling strength.
The key insight is the fact that the dimerization of the Rice-Mele model δ does not change
due to the presence of the semiclassical phonons, and that only the local potentials are
changed via the term xi(t)n̂i. One can therefore define an effective pumping path in the
plane of δ and

∆̄(t) = ∆(t)− 2
√
2γ

LNtraj

Ntraj∑
i=1

 L∑
j∈even

xi,j(t)−
L∑

j∈odd
xi,j(t)

 , (6.2)

which averages the potential offset between A and B sites of a unit cell due to the phonon
trajectories into an effective staggering parameter. The effective pumping path mirrors
all properties of the usual pumping path for the Rice-Mele model, as shown in fig. 3.2
in section 3.2.1: A gap closing occurs at the origin of the δ − ∆̄ plane and the winding
of the pumping path around the origin predicts the quantized pumping and change in
pumping direction of charge. We employ this visualization to distinguish the quantized
charge pumping in the presence of phonons for various pump frequencies.

For pump frequencies that equal the phonon frequency, we discover a resonance, where
the phonon number and the energy in the phonon sector grow in each cycle, until the
quantized transport breaks down. This happens for arbitrarily small electron-phonon
coupling. In the effective pumping path picture, we see that the path winds around
circularly (as δ and ∆̄ are out of phase with a phase π/2) at first but gains ellipticity
with each pump cycle until δ and ∆̄ are in phase and the path is a line that crosses
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the gap closing. At the gap closing, the electronic system is excited to the higher band
which makes pumping non-quantized. Afterwards, the effective pump cycle reverses and
a non-quantized pump is observed that pumps in the opposite direction, although the
modulation stays in the same orientation. Beyond the resonance frequency, there exists
a finite electron-phonon coupling until which quantized transport is stable.

Intriguingly, the stability diagram that plots the critical pump frequency over the
phonon coupling has a strong resemblance to a regular classical resonance curve: For
frequencies higher than resonance, the transmissibility is lower than for frequencies
below resonance. This mirrors the observed critical coupling strengths, as a low (high)
transmission from the classical driving frequency (the external pumping) and the harmonic
oscillators (phonons) are expected to lead to a weaker (stronger) critical electron phonon
coupling. We were not able, however, to prove a direct link between these two measures,
so it remains an intriguing thought for now. As a next step, it would be interesting to
couple semiclassical phonons to an interacting charge pump, due to the thermalization
effects that happen due to polaron formation.

Please note that the manuscript presented here has an erratum that has been appended
here as well. Due to a sign mistake in the classical propagator, the results change
quantitatively. However, all qualitative results from the main manuscript stay unchanged.
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Phonon-induced breakdown of Thouless pumping in the Rice-Mele-Holstein model
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Adiabatic and periodic variation of the lattice parameters can make it possible to transport charge through a
system even without net external electric or magnetic fields, known as Thouless charge pumping. The amount of
charge pumped in a cycle is quantized and entirely determined by the system’s topology, which is robust against
perturbations such as disorder and interactions. However, coupling to the environment may play a vital role
in topological transport in many-body systems. We study the topological Thouless pumping, where the charge
carriers interact with local optical phonons. The semiclassical multitrajectory Ehrenfest method is employed
to treat the phonon trajectories classically and charge carriers quantum mechanically. We find a breakdown of
the quantized charge transport in the presence of phonons. It happens for any finite electron-phonon coupling
strength at the resonance condition when the pumping frequency matches the phonon frequency, and it takes
finite phonon coupling strength away from the resonance. Moreover, there exist parameter regimes with non-
quantized negative and positive charge transport. The modified effective pumping path due to electron-phonon
coupling accurately explains the underlying physics. In the large coupling regime where the pumping disappears,
the phonons are found to eliminate the staggering of the on-site potentials, which is necessary for the pumping
protocol. Finally, we present a stability diagram of quantized pumping as a function of the time period of
pumping and phonon coupling strength.

DOI: 10.1103/PhysRevB.106.235118

I. INTRODUCTION

A Thouless charge pump, on a fundamental level, is a one-
dimensional dynamic equivalent to the quantum Hall effect.
The robust transport of quantized charge in an adiabatic pump
cycle, defined by periodic variation of lattice parameters, was
first introduced almost four decades ago by Thouless [1].
Recently, this fundamental physical phenomenon has been
experimentally demonstrated in a variety of quantum systems,
such as ultracold atoms in optical lattices and photonic lat-
tices [2–8]. The robustness of quantization is attributed to
the underlying topological protection, which is not altered
under small perturbations such as disorder and interaction. In
recent years, studying the effect of disorder, different kinds
of interaction and nonlinearity have been a topic of immense
interest [9–26]. On the experimental front, topological Thou-
less pumping has been studied in the presence of disorder
[27] and strongly correlated regimes [28]. In the attempt to
extend the concept of topology to finite temperature and open
quantum systems [29–39], Thouless charge pumping has also
been studied in these contexts [35,37,38].

The robustness of the topological properties of a system
against an open environment is important to study since quan-
tum systems, in general, always interact with the environment.
There are several studies that deal with open topological
systems that investigate the density matrix by solving the
master equation [40–42]. We study a closed system where the
topological system is a subsystem, and the rest of the system
acts as an environment. The dynamics, in this case, is unitary.
In our case, we consider an ensemble of uncoupled classical

harmonic oscillators as the environment. In the solid-state
context, this realizes Einstein phonons. Our primary goal is to
study the breakdown of topology in the presence of the cou-
pling to the environment. Note that the interplay between the
topology and the phonon has been studied before for different
systems such as quantum Hall and systems with Majorana
fermions [43–46].

One of the very crucial aspects of many-body physics is the
interaction with the lattice degree of freedom. Phonons arise
naturally as the lattice vibrations at any finite temperature
in a real material. The electron-phonon (e-ph) coupling can
cause instabilities in the metallic state, leading to a plethora of
important phenomena, e.g., polaron formation [47], supercon-
ductivity, and charge density waves [48–53]. The phononic
degrees of freedom show a drastic effect on the dynamical
properties as a result of the exchange of energies between
the electronic and phononic sectors [54–61]. A great deal of
research has been done to analyze the effect of phonons on
the dynamics of the charge density wave and Mott phases
[54,55,57,59,60], Bloch oscillations [58,61], the equilibration
of excited charge carriers [56], and thermalization [62]. The
formation of and evolution of polarons have also been exten-
sively studied [63–68]. One theoretical model that represents
such strongly correlated e-ph systems where the electrons are
coupled to the local phonons is the Holstein model [69].

In this work, we analyze the stability of the topology where
the system is coupled to a phononic environment. The trans-
port of charge in Thouless charge pumping is studied using the
Rice-Mele model [70] subjected to optical phonons, which we
dub the Rice-Mele-Holstein model. We use the semiclassical
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method known as multitrajectory Ehrenfest (MTE) [71–74]
and time evolve the initial state with the phonons in the ground
state. The trajectory-based mixed quantum-classical dynamics
was traditionally introduced to study electron-nuclear sys-
tems, which works best in the adiabatic limit of phonons with
oscillator frequencies smaller than the electronic bandwidth
[71–74].

In our analysis with the MTE method, we see a break-
down of topological charge pumping (TCP) in the presence
of phonons. At resonance, when the phonon frequency and
pumping frequency are equal, the TCP breaks for any finite
value of e-ph coupling. In the minimal e-ph coupling limit,
the TCP eventually disappears at the higher pump cycles. It
takes a finite e-ph interaction before the TCP breaks down
away from the resonance. In other words, the TCP is stable at
sufficiently finite e-ph coupling in this case. The breakdown
of TCP is complimented with a gap closing in the spectrum of
the instantaneous effective Hamiltonian during the evolution.

Apart from quantized pumping, parameter regimes where
nonquantized positive and negative pumping happen exist.
The analysis of an effective pumping path very efficiently
explains different aspects, such as the direction of pumping
and breakdown of pumping. Here, the effective pumping path
is the modified Rice-Mele path due to the coupling between
the phonon position, which changes dynamically, and on-site
electron density. The direction of winding around the origin
and the origin crossing by the effective pumping path deter-
mine the direction and breakdown of pumping, respectively.
We present a stability diagram for the quantized pumping as a
function of e-ph coupling strength and pumping period. For a
fixed e-ph coupling (small), the diagram displays a signature
of reentrant TCP as a function of time period of pumping;
that is, the quantization of the pumped charge reappears after
losing quantization near the resonance.

In summary, the main findings of this paper are as follows:
(i) We see a robust quantized pumping with finite electron-
phonon coupling for a wide range of parameters which
eventually disappears at large electron-phonon coupling. (ii)
A resonance effect exists where the quantized pumping breaks
down for any finite electron-phonon coupling. (iii) The system
exhibits a phenomenon of negative pumping, where the charge
flows opposite to the driving, in some parameter regime, but
this occurs outside the quantized regime.

The rest of this paper is organized as follows. In Sec. II, we
review the model and the methods used in this work. There
we introduce the Rice-Mele model that defines the Thouless
pumping protocol and extend it with a Holstein-like coupling
to local phonons. Next, we briefly explain the trajectory-based
semiclassical MTE method, which is employed to perform the
time evolution, and describe the observables used to analyze
the physics. The concept of an effective pumping path is
introduced at the end of that section. The discussion of results
starts in Sec. III. In that section, we explain the breakdown
of TCP and nonquantized pumping in terms of the pumped
charge, effective pumping paths, and instantaneous eigenvalue
spectra at resonance. In Sec. IV, we do an analysis similar to
that in Sec. III when the system is out of resonance. Then,
we describe the stability diagram obtained as a function of the
time period of pumping and e-ph coupling strength in Sec. V.
Finally, we draw conclusions in Sec. VI.

FIG. 1. A pictorial representation of system parameters is shown.
(a) Potential landscape at a specific point in time during a pump cycle
that determines the hopping dimerization δ and staggered potential
�. The phonon bath at every site is represented by the harmonic
oscillator potential, coupled to the site with strength γ . (b) The
pumping protocol. If the system parameter winds around the origin
adiabatically, quantized pumping is expected for γ = 0.

II. MODEL AND METHOD

A. The Rice-Mele model

The Thouless pumping protocol can be defined by the
Rice-Mele model [70], a time-dependent Hamiltonian with a
time t varying superlattice potential, given by

ĤRM(t ) =
L∑

i=1

−J (1 + (−1)iδ(t ))(ĉ†
i ĉi+1 + H.c.)

+
L∑

i=1

(−1)i �(t )

2
n̂i, (1)

that changes the hopping amplitude and on-site potential with
time. Here, ĉi (ĉ†

i ) and n̂i are the fermionic (say, electrons)
annihilation (creation) and on-site number operators, respec-
tively, at site i in a system consisting of L sites. δ(t ) and �(t )
are the hopping dimerization and on-site staggered potential,
respectively, that vary with t ,

δ(t ) = Aδ sin

(
2πt

T
+ φ

)
,

(2)

�(t ) = A� cos

(
2πt

T
+ φ

)
,

where T is the pumping period and τ = t/T can be considered
the pumping parameter. φ is an offset of the pumping protocol
which is considered to be φ = π/2 in this work, realizing
�(t ) = 0 and δ(t ) > 0 at t = 0, known as the Su-Schrieffer-
Heeger [75] limit. An example of the potential landscape is
shown in Fig. 1(a) for some t which demonstrates the hopping
dimerization and staggered potential. The unit cell of the lat-
tice consists of two sublattices A and B, implying the existence
of two bands. For finite Aδ and A�, the band gap is always
finite for all t at half filling, and t defines a pumping trajectory
that winds around the gap-closing point at � = δ = 0, as
shown in Fig. 1(b). For an adiabatic change of τ (large enough
T ), the topological nature ensures the pumping of a quantized
amount of charge Q in a pump cycle. We can quantify the
total number of charges pumped during the time evolution by
integrating the current at a particular bond between two sites
(the first odd bond is considered in our results) as

Q(t ) =
∫ t

0
Ii,i+1(t )dt, (3)
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where

Ii,i+1(t ) = −2ImJi,i+1(t )〈�(t )|ĉ†
i+1ĉi|�(t )〉 (4)

is the current at time t at the bond between sites i and i + 1,
which has a time-dependent hopping amplitude Ji,i+1 = J[1 +
(−1)iδ(t )].

B. The Rice-Mele-Holstein model

The coupling between charge carriers (electrons) and op-
tical phonons extends the Rice-Mele model [Eq. (15)] to the
Rice-Mele-Holstein model. The Holstein-like coupling is de-
fined by the dispersionless phonons, also known as Einstein
phonons, coupled to the local electronic state, given by

Ĥ (t ) = ĤRM(t ) + Ĥph + Ĥe-ph. (5)

Here, Ĥph and Ĥe-ph are the phonon and e-ph coupling parts of
the Hamiltonian, which are given by

Ĥph = h̄ω

L∑
i=1

b̂†
i b̂i (6)

and

Ĥe-ph = −γ

L∑
i=1

(b̂†
i + b̂i )n̂i. (7)

b̂i (b̂†
i ) are the bosonic annihilation (creation) operators of the

phonons at site i. ω and γ are the phonon frequency and e-ph
coupling strength, respectively. The e-ph coupling is shown in
Fig. 1(a), which illustrates how the phonon bath is coupled to
a site.

The Thouless pump in this scenario can be studied with the
real-time evolution of an initial state |�(0)〉 under the influ-
ence of a time-dependent Hamiltonian Ĥ (t ). In our calculation
we consider |�(0)〉 to be

|�(0)〉 = |�e(0)〉|�ph(0)〉, (8)

where |�e(0)〉 is the ground state of ĤRM(0) at half filling and
|�ph(0)〉 = ∏L

i=1 |ψ i
ph(0)〉 represents the ground state of Ĥph

where at each site i, phonons are in the ground state |ψ i
ph(0)〉

of each individual oscillator.

C. Multitrajectory Ehrenfest method

In principle, the problem can be simulated using numerical
methods such as exact diagonalization, Lanczos time evolu-
tion, and the time-dependent density matrix renormalization
group (tDMRG) methods to capture the exact dynamics for
relatively smaller systems [59,76–79], although not straight-
forwardly in the adiabatic regime. In this work, we employ a
semiclassical approximate approach called the multitrajectory
Ehrenfest method, which treats phonons classically and av-
erages over independent trajectories. Since we are primarily
interested in the regime of small phonon frequencies where
we expect the most immediate effect on the pump, we choose
MTE, which is efficient and reliable in this regime [74]. This
method simplifies our problem to such an extent that it can
be solved using the single-particle eigenstates of the Hamilto-
nian. The classical trajectory-based MTE method is described
extensively in Ref. [74], and in the following, we describe

it briefly. To apply the MTE method the phononic operators
are represented in real space via b̂†

i = √mω
2h̄ (x̂i + p̂i

mω
), and

by using the natural length scale for the harmonic oscillators

l0 =
√

h̄
mω

= 1 and h̄ = 1, we get

Ĥph = ω

2

L∑
i=1

(
x̂2

i + p̂2
i

)
, (9)

ignoring the constant term −ωL/2, and

Ĥe-ph = −
√

2γ

L∑
i=1

x̂in̂i. (10)

Under the MTE approximation, |�(0)〉 can now be evolved
by initializing the different sets of phonon coordinates
{xi(0), pi(0)}, which define different independent trajectories.
Here, {xi(0), pi(0)} are randomly drawn from the distribution
given by the Wigner function W0 centered around 〈x〉 = 0 and
〈p〉 = 0. W0 is the phase space representation of the harmonic
oscillator ground state |ψph(0)〉,

W0 = 1

π
e−(x−〈x〉)2−(p−〈p〉)2

. (11)

The electronic wave function |�e(0)〉 evolves under the
Hamiltonian

Ĥel = ĤRM(t ) −
√

2γ

L∑
i=1

xi(t )n̂i, (12)

which depends on only the dynamical position xi(t ) of
the phonons, i ∂

∂t |�e〉 = Ĥel|�e〉. The phonon coordinates si-
multaneously propagate in phase space via the Newtonian
mechanics under the influence of the classical Hamiltonian,

Hcl = ω

2

L∑
i=1

(
x2

i + p2
i

) −
√

2γ

L∑
i=1

xi〈�e(t )|n̂i|�e(t )〉, (13)

as ẋi = ∂Hcl
∂ pi

, ṗi = − ∂Hcl
∂xi

.

The expectation value of any observable Ô can be calcu-
lated by averaging over all the trajectories as

〈Ô(t )〉 = 1

Ntraj

Ntraj∑
i=1

〈�i(t )|Ô|�i(t )〉, (14)

where Ntraj is the number of trajectories and |�i(t )〉 is the
time-evolved initial electronic wave function |�e(0)〉 at time
t for the ith trajectory. In the following section, we present
the results where we always consider J = 1, making all the
parameters unitless, and express everything in units of J and
A� = 4Aδ = 3, defining a closed path around the gap-closing
point at the origin in Fig. 1(b). Considering the limitations of
the multitrajectory Ehrenfest method as mentioned above, we
take ω = 0.1J , which is small compared to J . In our numerical
simulation, we always start the pumping protocol from a short
negative time ( −T

16J ) without any phonon coupling and drive
it slowly (compared to the actual pumping speed) to t = 0,
where we quench γ . The slow drive before t = 0 leads to a
smoother pumping during the execution of the pump cycles
[13].
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FIG. 2. Observables obtained in the time evolution in 50 pump cycles at resonance for Ntraj = 100 and ω = 0.1J with T = 2π/ω. Q(t ) for
all the trajectories (lines with transparent colors) and the trajectory average Q(t ) (black line) are shown in (a)–(c) for γ = 0.05J, 0.15J , and
0.8J , respectively. Similar to what we did in (a)–(c), we plot the phonon density nph in (d)–(f), respectively.

D. Effective pumping path

As mentioned above, the electronic dynamics is deter-
mined by Ĥel given in Eq. (12), which has two parts. The
first part contains the control parameters [δ(t ) and �(t )],
which defines a pumping path, as shown in Fig. 1(b). We
expect the pumping to be positively or negatively quantized
depending on the direction of the winding around the origin.
The second part of Ĥel gives rise to another source of the
on-site potential on top of the staggered �(t ) by coupling
xi(t ) with the on-site n̂i. This additional source of the on-site
potential may alter the effective staggered potential between
the sublattices, leading to a deviation in the pumping path
from the original one defined by ĤRM. We can quantify the
effective pumping path in the (δ̄, �̄) plane, where δ̄(t ) = 2δ(t )
is the hopping dimerization, which is unchanged, and �̄(t )
is the trajectory and unit-cell-averaged potential difference
between two sublattices, given by

�̄(t ) = �(t ) − 2
√

2γ

LNtraj

Ntraj∑
i=1

(
L∑

j∈even

xi, j (t ) −
L∑

j∈odd

xi, j (t )

)
.

(15)

The following sections explain different phenomena, such
as the breakdown of pumping and negative charge pumping
using the effective pumping path. See Ref. [80].

III. RESONANCE CONDITION

While the Rice-Mele (RM) model shows robust TCP, the
nonzero coupling (γ > 0) with the phonons gives rise to very

rich physics. We begin the analysis with the condition when
the phonon frequency matches the pumping frequency (ω =
2π/T ). ω is considered to be 0.1J , which fixes the pumping
period as T = 2π/ω. In this scenario, the dynamics are adi-
abatic enough in the RM limit (γ = 0) with robust quantized
pumping. The question is whether this TCP survives at finite
γ . To answer this, we calculate different quantities during
50 pump cycles with different e-ph coupling strengths γ . In
Figs. 2(a)–2(c) we plot Q(t ) for γ = 0.05J, 0.15J , and 0.8J ,
respectively, for 100 trajectories (transparent lines) where the
average Q(t ) over the trajectories is represented by the opaque
black line. We can see that even for a very small value of
γ = 0.05J , the TCP breaks down in the later pump cycles.
For γ = 0.15J , we see a complex behavior in pumping; it
changes the direction of pumping after a few cycles. For a
large value of γ = 0.8J , the pumping ceases to occur. We
notice that when the quantization of pumping breaks down,
Q(t ) becomes trajectory dependent and fluctuates around the
average value. This behavior is similar to pumping in a disor-
der potential [21], which is not surprising since each trajectory
is initialized with random initial values of {xi(0), pi(0)}.

Interestingly, the phonon excitation is very distinct in dif-
ferent parameter regimes of γ . Figures 2(d)–2(f) show the
behaviors of the phonon density given by

nph = 1

L

∑
i=1

(
x2

i

2
+ p2

i

2

)
(16)

for the same parameters considered in Figs. 2(a)–2(c), respec-
tively. Even though Q(t ) is quantized in the first few pump
cycles for smaller γ [Figs. 2(a) and 2(b)], nph continuously in-
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FIG. 3. Trajectory-averaged quantities are displayed here at res-
onance for γ = 0.15J , ω = 0.1J , and T = 2π/ω with Ntraj = 100.
The trajectory-averaged effective pumping path is shown for three
different time windows in (a)–(c), corresponding to Fig. 2(b), which
is also shown in (d) for reference. The black triangles mark the
origins where the gap should vanish. The direction of winding around
the origin signifies the direction of pumping. Eg(t ) is shown in (e),
and ndn(t ) (solid line) and nup(t ) (dashed line) are plotted in (f).

creases, and eventually, the quantization of Q(t ) breaks down.
When the pumping is completely suppressed [Fig. 2(c)], nph

oscillates around a finite number with the frequency ω.

A. Negative charge pumping

The intricate evolution of Q(t ) seen in Fig. 2(b) is observed
in a finite range of γ . To explain the multiple changes in pump
direction, we analyze the effective pumping path. As dis-
cussed in Sec. II D, the instantaneous value of xi(t ) can modify
the effective pumping path. The pumping path defined by
(δ̄(t ), �̄(t )) is plotted for different time segments of the plot
shown in Fig. 2(b), where the pumped charge is first positive
(quantized) and then negative (nonquantized) and becomes
positive (nonquantized) again with time, in Figs. 3(a)–3(c),
respectively. The color bar represents the number of pump cy-
cles t/T . We can see from Figs. 3(a)–3(c) that the path winds
the origin (solid black triangle) first counterclockwise, then
clockwise, and then in a counterclockwise direction again,
respectively, which explains the direction of pumping. To
check further why the quantization breaks down, we look into
the trajectory-averaged gap in the spectrum of instantaneous
Ĥel(t ) given by

Eg(t ) = E el
L/2+1(t ) − E el

L/2(t ), (17)

where {E el
α (t )} is the time-dependent energy spectrum of

Ĥel(t ) along with the occupancy of its lower (ndn) and upper
(nup) bands with time. We can already see from Fig. 3(a) that,
at the end of the first few cycles, the effective pumping path
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FIG. 4. Explanation of the breakdown of pumping at resonance
for γ = 0.8J , ω = 0.1J , and T = 2π/ω. Different quantities are
plotted after averaging over 100 trajectories. The effective pumping
path is shown for three different time windows in (a)–(c), corre-
sponding to Fig. 2(c), which is also shown in (d) for reference. The
black triangles mark the origins where the gap should vanish. The
frequent crossing of the origin by the effective pumping path signifies
the breakdown of TCP. Eg(t ) is shown in (e), and ndn(t ) (solid line)
and nup(t ) (dashed line) are plotted in (f).

crosses the origin, where the gap in the spectrum of Ĥel(t )
should close. Eg(t ) plotted in Fig. 3(d) exactly captures this
gap closing. Until this point, ndn (solid line) and nup (dashed
line) show that particles in |�(t )〉 completely occupy the
lower band, giving rise to the quantized pumping in this time
segment. However, at Eg = 0, partial excitation to the upper
band happens nonadiabatically, which can be inferred from
the finite nup. After this first gap-closing point, Eg(t ) becomes
finite again, and since the effective pumping path winds in
the opposite direction in this segment [Fig. 3(b)], it results in
the negative charge pumping. The partial occupancy of the
lower band breaks the quantization. A similar gap closing
is detected again during the evolution, which populates the
upper band further. The counterclockwise winding of the ef-
fective pumping path [Fig. 3(c)] suggests a positive pumping
(nonquantized) since Eg(t ) is finite at later times.

B. Breakdown of pumping

To compare the previous situation with the case shown
in Fig. 2(c) where the pumping is entirely absent, we carry
out a similar analysis in Fig. 4. Here, the phonon coupling
drastically perturbs the staggering nature of the potential, and
the effective pumping path becomes flat along the δ̄ axis,
which crosses the origin in every pump cycle [Figs. 4(a)–4(c)].
As a result, Q(t ) does not change with time. The vanishing
Eg(t ), shown in Fig. 4(e), signifies nonadiabatic dynamics
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FIG. 5. Observables obtained in the time evolution in 50 pump cycles away from resonance for Ntraj = 100 and ω = 0.1J with T = 50/J .
Q(t ) for all the trajectories (lines with transparent colors) and the trajectory average Q(t ) (black line) are shown in (a)–(c) for γ = 0.2J, 0.4J ,
and 0.8J , respectively. Similar to what we did in (a)–(c), we plot the phonon density nph in (d)–(f), respectively.

under Ĥel(t ), leading to a breakdown of pumping. In this re-
gion, Eg(t ) is not exactly zero, which is a finite-size effect, and
is expected to be zero in the thermodynamic limit. ndn ∼ nup

shown in Fig. 4(f) also suggests no change in Q(t ) as |�(t )〉
is equally mixed in both bands.

IV. OUT OF RESONANCE CONDITION

Moving away from resonance, we encounter different
physical properties. In this regime, the pumping is found to
be quantized at a sufficiently finite value of γ . Ultimately,
with increasing γ , the TCP breaks down. We analyze the
same quantities studied in the previous section to capture the
physics. In Figs. 5(a)–5(c), we plot Q(t ) for γ = 0.2J, 0.4J ,
and 0.8J , respectively, for 100 trajectories (transparent lines)
where the average Q(t ) over the trajectories is represented
by the opaque black line. Even though the initial {qi, pi} are
different for different trajectories, for finite γ = 0.2J , we see
quantized Q(t ) all the way to the 50th pump cycle, and Q(t )
for all the trajectories merge together, which implies a robust
TCP at finite phonon coupling γ .

We observe different effects in the dynamics by increasing
γ to 0.4J . In this case, the charge pumping breaks down after
a few pump cycles, and Q(t ) is not quantized anymore in the
few initial pumping cycles that still exhibit finite pumping.
For different trajectories, Q(t ) shows a substantial fluctuation
from the average value as a result of topologically unpro-
tected dynamics, which stems from the breakdown of TCP and
largely depends on the initial conditions. Further increasing
γ = 0.8J , the pumping breaks down from the beginning, and
Q(t ) for all the trajectories shows a large fluctuation similar to
the γ = 0.4J case.

A. Quantized pumping with phonons

Unlike the resonance case where the TCP breaks down
for small γ [Fig. 5(a)] at later pump cycles, in this case,
TCP may remain stable at small γ . We confirm the stability
by analyzing the behavior of nph(t ). Figures 5(d)–5(f) show
nph(t ) for the same parameters considered in Figs. 5(a)–5(c),
respectively. We see that nph(t ) periodically reaches zero after
every few pump cycles [Fig. 5(e)] for the γ = 0.2J case. Also,
the extreme value of nph(t ) is comparatively smaller [compare
with Fig. 2(d)]. This behavior is completely different from the
resonance case where nph keeps increasing in the initial pump
cycles where pumping is quantized [compare with Figs. 2(d)
and 2(e)]. This regular oscillatory behavior of nph guarantees
the same dynamics for further pump cycles beyond the 50th
cycle, and TCP survives. In Fig. 5(f), for the first few cycles
where pumping is nonzero, the trend of nph(t ) looks similar
to the γ = 0.2J case. However, the features look comparable
to the resonance case when the pumping is absent [compare
Figs. 5(f) and 2(f)].

The effective pumping path for γ = 0.2J also suggests a
robust winding, which is shown in Figs. 6(a)–6(c). We can
see that the pumping path evolves similarly for different time
windows and does not have any trend to collapse towards
the origin, indicating robust TCP. Q(t ), Eg(t ), ndn, and nup

are plotted in Figs. 6(d)–6(f), respectively, for this case. The
finite Eg(t ) and ndn = 1 (nup = 0) at all times illustrate the
adiabatic dynamics under Ĥel(t ), securing the quantization
of pumping.

To summarize, we observe a significant difference at small
γ when comparing pumping at resonance and away from
resonance. The behavior of nph(t ) and the effective pumping
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FIG. 6. Different quantities are displayed here after averaging
over trajectories with Ntraj = 100 to analyze the quantized pumping
at finite γ = 0.2J away from resonance where ω = 0.1J and T =
50/J . The effective pumping path is shown for three different time
windows in (a)–(c), corresponding to Fig. 5(a), which is also shown
in (d) for reference. The black triangles mark the origins where Eg

should vanish. Eg(t ) is shown in (e), and ndn(t ) (solid line) and nup(t )
(dashed line) are plotted in (f).

path suggests stable pumping over the simulated time window
for the out of resonance case. We stress that this does not rule
out a change in behavior at very long times beyond the reach
of simulations.

B. Breakdown of pumping

As mentioned above, for larger γ the TCP breaks down.
To analyze the breakdown of pumping with increasing γ , we
again pay attention to Eg(t ). We show the trajectory-averaged
Q(t ) and Eg(t ) in Figs. 7(a) and 7(b), respectively, for the
first four pump cycles with T = 50/J . Here, we consider
Ntraj = 200 to calculate the average. Comparing the two plots,
we can see that Eg(t ) starts to vanish at certain times near
the critical region (γ ≈ 0.4J) and finally vanishes during the
entire pump cycle for larger γ . The vanishing of Eg with time
makes the dynamics under Ĥel nonadiabatic, and as a result,
the TCP breaks down. Note that the negative charge pumping
is also present in the off-resonant case [see the deep blue
region of Fig. 7(a)].

V. STABILITY DIAGRAM

Until now, we have considered only two time periods of
pumping (T = 2π

0.1J and 50/J) in our analysis to detect the
breakdown of TCP. Now we uncover this phenomenon by
varying T . To this end, we perform the calculation for dif-
ferent γ and T for the first 50 pump cycles with Ntraj = 100
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FIG. 7. (a) The trajectory-averaged Q(t ) and (b) Egap(t ) are
shown away from resonance with T = 50/J , ω = 0.1J , and Ntraj =
200. The breakdown of quantized pumping near γ ∼ 0.4J is
portrayed.

and calculate the trajectory-averaged Q in a pump cycle by
averaging the pumped charge in all the cycles. We portray the
result in Fig. 8(a) as a function of γ and T , where the color
bar represents the average Q in a cycle. The properties of the
stability diagram are discussed below.
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FIG. 8. Stability diagram in the T vs γ plane depending on the
trajectory-averaged (a) Q in a cycle and (b) n̄ph. Here, we consider
Ntraj = 100 and average Q and n̄ph over 50 pump cycles. The dashed
lines represent the time period of phonons ( 2π

ω
).
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In the limit of very small T ∼ 1/J , the TCP is always
absent due to a very fast pumping speed which leads to
a nonadiabatic evolution. For higher values of T , the TCP
breaks down after a critical γ except at resonance (marked
by the dashed line), where it breaks down immediately
for γ > 0. An important feature of the stability diagram
is the reentrance of quantized pumping as a function of
T in a certain parameter regime. For example, with γ =
0.2J , the quantization of pumping occurs in the order of
a nonquantized-quantized-nonquantized-quantized manner as
T increases. The reentrance of TCP with increasing T is
clearly a consequence of the resonance at T = 2π/ω. Sim-
ulations with other values of small ω exhibit qualitatively
similar physical phenomena at the resonance and away from
the resonance (not shown).

We also calculate the time-averaged phonon density, given
by

n̄ph = 1

t

∫ t

0
nphdt (18)

and shown in Fig. 8(b) as a function of γ and T . Like in
the previous calculation, n̄ph is averaged over Ntraj = 100 tra-
jectories and 50 pump cycles. The result complements the
stability diagram of Q [Fig. 8(a)] very well. We notice that
the phonon excitation in the TCP region is small compared to
the TCP-broken region. Around the resonance (T = 2π/ω),
marked by the dashed line, n̄ph grows faster for smaller γ ,
which is responsible for the early breakdown in this region.

VI. CONCLUSIONS

In conclusion, we have studied the Thouless charge pump-
ing in the presence of optical phonons. The Rice-Mele
pumping protocol extended with Holstein-like coupling to the
local dispersionless phonons was used. We considered the
initial conditions where the subsystems are decoupled and the
phonons are in their ground state. We utilized a semiclassical
approach known as the multitrajectory Ehrenfest method to
analyze the system’s dynamics where the electrons are treated
quantum mechanically and phonon trajectories are evolved
classically.

The analysis revealed a breakdown of quantized pump-
ing induced by the phonons for any finite value of the e-ph
coupling when the phonon frequency and pumping frequency
match. Moreover, in this case, for smaller e-ph coupling,
nonquantized positive and negative pumping is observed. The
direction of pumping is accurately explained using the effec-
tive pumping path, which is the modified Rice-Mele path due
to the coupling of phonon position with the electronic density.
The effective pumping path was found to be winding around
the origin in counterclockwise and clockwise directions for

the time windows with positive and negative pumping, respec-
tively. The nonadiabatic nature of the dynamics affects the
quantization of pumping in this regime. The nonadiabaticity
is visible from the gap in the energy spectrum of the instan-
taneous Hamiltonian. When the pumping vanishes at higher
values of e-ph coupling, the effective pumping path is seen
to cross the origin in every cycle during the evolution, which
explains the breakdown.

When the pumping period is out of resonance, the phonon-
induced breakdown of the quantized pumping still exists. Yet
a parameter regime of robust quantized pumping exists before
it breaks down at the larger e-ph coupling. The periodically
oscillating phonon number evolution and nonshrinking stable
effective pumping path signal the robustness of quantization
in this case. The adiabatic nature of the pumping does not
hold after the breakdown of pumping for larger e-ph coupling,
which is visible from the energy spectrum of the instantaneous
Hamiltonian.

We obtained a stability diagram as a function of e-ph
coupling and the time period of pumping. A wide region of
quantized pumping was observed in the parameter space of
finite e-ph coupling. As a result of resonance, a reentrant
behavior of the quantized pumping was observed where, at a
fixed e-ph coupling, the quantization reappears after a break-
down near the resonance as a function of the time period of
pumping.

These results lead to an avenue of further analysis worth
studying. One could do a similar analysis for quantum
phonons. The system could be simulated using the tDMRG
method with the local basis optimization technique [59,76].
Starting the pump from different initial states may lead to
interesting outcomes. One should further consider scenarios
of stable quantized pumping even in the presence of phonons.
A half-filled Holstein model, for instance, could host a charge
density wave state [48–50], depending on parameters, with
a many-body gap. One could also extend the model for the
phonons with dispersion. The addition of dispersion allows
the phonons to transport energy to other sites, whereas local
oscillators can do that only via electrons. The sign of the dis-
persion may also matter as the minimum changes its position
in k space from k = 0 to k = π with the sign.

The numerical data plotted in the figures are partially avail-
able [80].
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Erratum: Phonon-induced breakdown of Thouless pumping in the Rice-Mele-Holstein
model [Phys. Rev. B 106, 235118 (2022)]

Suman Mondal, Eric Bertok and Fabian Heidrich-Meisner
Institut für Theoretische Physik, Georg-August-Universität Göttingen, D-37077 Göttingen, Germany

(Dated: June 8, 2023)

Here we rectify a mistake in the implementation of
the semi-classical approach of our article. The correction
leads to a quantitative change in the results. However,
qualitatively the physics extracted from the numerical
data remains valid. The interpretation, discussion and
conclusions of the article are not affected by the error. In
the following, we clarify the mistake in detail. Then we
update the results with rectified numerical data and men-
tion the changes that should be done to the manuscript.

In order to evolve the phonon coordinates {xi(t), pi(t)}
simultaneously with the evolution of the quantum me-
chanical electronic part, we can use the exact solution of
the equations of motion

ẋi =
∂Hcl

∂pi
, ṗi = −∂Hcl

∂xi
(1)

as,

xi(t+ δt) =xi(t)cos(ωδt) + pi(t)sin(ωδt)

+

√
2γni

ω
(1− cos(ωδt)) (2)

and

pi(t+ δt) =− xi(t)sin(ωδt) + pi(t)cos(ωδt)

+

√
2γni

ω
sin(ωδt). (3)

In our article, we implemented the above equations in-
correctly; we used the wrong signs for the second and
first terms of the equations for xi(t+ δt) and pi(t+ δt),
respectively, on the right-hand side.

Figure 1 of this Erratum should replace Fig. 2 of the
paper. The upper panel of Fig. 1 shows the pumped
charge during 50 pump cycles at resonance for the same
parameters considered in our article. In Fig. 1(a), the
quantized pumping breaks down earlier in comparison
to our article. In Fig. 1(b), the direction of pumping
changes thrice in the same time limit in contrast to the
published result, where it happens twice. This is, how-
ever, parameter dependent. Other choices of parameters
lead to two changes in the direction of pumping. There
is no critical change in Fig. 1(c). Analyzing the cur-
rent result, we arrive at the same conclusions as before
about the negative charge pumping and the breakdown of
pumping at resonance. The lower panel of Fig. 1, which
shows the number of phonons nph(t), modifies accord-
ingly.

Figures 2 and 3 should replace Figs. 3 and 4 of the
paper, respectively. Figure 2 (Fig. 3) explains the un-
derlying physics of the negative charge pumping (break-
down of pumping) in terms of the effective pumping path

[Fig. 2 (a-c) (Fig. 3 (a-c))], the energy gap at the center
of the instantaneous spectrum [Fig. 2(e) (Fig. 3(e)], and
the occupancy of the lower and upper half of the instan-
taneous spectrum [Fig. 2(f) (Fig. 3(f)]. Even though the
figure changes quantitatively, the qualitative physics re-
mains the same, and we can explain the physics the same
way as in the article.
In the corrected results, for Fig. 3 of the Erratum, the

pumping path crosses the origin late compared to Fig. 4
of our paper, where it crosses the origin within the first
two cycles. This leads to differences in Eg, nup and ndown

also. In conclusion, similar to the discussion in our paper,
the non-adiabatic dynamics cause the breakdown of the
topological charge pumping.
Fig. 4 of the Erratum, which should replace Fig. 5 of

the paper, shows the same quantities where the pumping
period is away from resonance. Here also, the approxi-
mate features remain the same as in the published results.
The existence of a quantized pump at finite electron-
phonon coupling [finite γ, Fig. 4(a)] and breakdown at
higher γ [Fig. 4(c)] can be seen in the upper panel. The
behavior of nph [Fig. 4(d-f)] is also similar to the previ-
ous result. Here we have considered the time period of
pumping as T = 90/J instead of T = 50/J , which yields
qualitatively the same behavior as in the original data.
Also, we consider γ = 0.2J, 0.5J , and 1.0J , respectively
for Figs. 4(a-c), which differs from the parameters of Fig.
5 our paper. However, at this new value of T = 90/J ,
the updated values of γ = 0.2J, 0.5J , and 1.0J target the
same parameter regimes of quantized pumping, the inter-
mediate region, and breakdown of pumping, respectively,
as in the paper.
The quantized pumping at finite γ away from the reso-

nance is explained with the help of an effective pumping
path in Fig. 5, along with other quantities. Figure 5 re-
places Fig. 6 of the paper. The findings are the same
as before; the stable trajectory of the effective pumping
path around the origin protects the quantization. The
actual path is different from the previous result, which is
not important for topological protection.
Figure 6, which should replace Fig. 7 of the paper,

signifies the same physics as before. The gap closing of
the instantaneous spectrum complements the breakdown
of quantized pumping. The only difference is that we do
not see clear negative charge pumping in this parameter
regime (T = 90/J), which is parameter-dependent.
The stability diagram, shown in Fig. 7, also looks sim-

ilar and shows all the features as before (replacing Fig. 8
of the paper); the parameter regime of quantized pump-
ing, resonance, and reentrant quantization of pumping.
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FIG. 1: Observables obtained in the time evolution in 50 pump cycles at resonance for Ntraj = 100 and ω = 0.1J
with T = 2π/ω. The Q(t) for all the trajectories (lines with transparent colours) and trajectory average Q(t) (black
line) is shown in (a-c) for γ = 0.05J, 0.15J , and 0.8J , respectively. Similar to (a-c), we plot the phonon density nph

in (d-f), respectively.

There are two minor differences. The total pumped
charge goes to zero more gradually after the breakdown
of quantization which can be observed from the gradual
change in the shade of red in Fig. 7(a) (away from reso-
nance). Moreover, the breakdown regime of quantization
moves slightly.

According to the discussion above, the article needs to
be changed in the following places:

The last line of Sec. IIIA should be modified from ”The
counterclockwise winding ... is finite at later times.” to
”The anti-clockwise winding ... Eg(t) is finite in this time
window.”

The second line in Sec. IIIB needs to be modified from
”Here, the phonon coupling drastically perturbs the stag-
gering nature of the potential, and the effective pumping
path becomes flat along the δ̄ axis, which crosses the
origin in every pump cycle [Figs.4(a) - 4(c)].” to ”Here,
the phonon coupling drastically perturbs the staggered
nature of the potential, and the effective pumping path
eventually becomes flat along the δ̄ axis which crosses the
origin in every pump cycle [Fig. 4(c)].”

The fourth line in Sec. IIIB needs to be modified
from ”The vanishing Eg(t), shown in Fig. 4(e), signi-

fies a nonadiabatic dynamics under Ĥel(t) leading to a
breakdown of pumping.” to ”The vanishing Eg(t) in later

pump cycles, shown in Fig. 4(e), signifies a nonadia-

batic dynamics under Ĥel(t) leading to the breakdown of
pumping.”
At the end of Sec. IIIB, the line ”The ndn ∼ nup

shown in ... equally mixed in both the bands” should be
replaced by ”The ndn and nup shown in Fig. 4(f) also
suggests the excitation of the upper band as a result of
non-adiabatic dynamics.”
Since we are showing the out-of-resonance case for a

different parameter set in the new results, the parameter
values must be changed in some places. In the fifth line
of the first paragraph of Sec. IV, the parameters should
be updated to ”γ = 0.2J, 0.5J , and 1.0J”. In the first
line of the next paragraph, the ”γ to 0.4J” should be
replaced by ”γ to 0.5J”. Also, the last line of the same
paragraph should be replaced with ”Further increasing
γ = 1.0J ... γ = 0.5J case”. In the third line of Sec.
IVB, the parameter should be updated with T = 90/J .
Also, in the fifth line, there is a change of parameter
from (γ ≈ 0.4J) to (γ ≈ 0.5J). The last line of Sec. IVB
should be removed since, at this parameter set, we do
not see negative charge pumping, which is a parameter
dependent phenomenon.
In the first line of Sec. V, the parameter should be

updated to (T = 2π
0.1J and 90/J).
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FIG. 2: Trajectory averaged quantities are displayed here
at resonance for γ = 0.15J , ω = 0.1J and T = 2π/ω with
Ntraj = 100. The trajectory averaged effective pumping
path is shown for three different time windows in (a), (b),
and (c) corresponding to Fig. 1(b), which is also shown
in (d) for reference. The black triangles mark the origins
where the gap should vanish. The direction of winding
around the origin signifies the direction of pumping. The
Eg(t) is shown in (e) and ndn(t) (solid line) and nup(t)
(dashed line) are plotted in (f).
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FIG. 3: Explanation of the breakdown of pumping at res-
onance for γ = 0.8J , ω = 0.1J and T = 2π/ω. Different
quantities are plotted after averaging over 100 trajecto-
ries. The effective pumping path is shown for three dif-
ferent time windows in (a), (b), and (c) corresponding to
Fig. 1(c), which is also shown in (d) for reference. The
black triangles mark the origins where the gap should
vanish. The frequent crossing of origin by the effective
pumping path in later pump cycles signifies the break-
down of TCP. The Eg(t) is shown in (e) and ndn(t) (solid
line) and nup(t) (dashed line) are plotted in (f).
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FIG. 4: Observables obtained in the time evolution in 50 pump cycles away from resonance for Ntraj = 100 and ω = 0.1J
with T = 90/J . The Q(t) for all the trajectories (lines with transparent colours) and trajectory average Q(t) (black line)
is shown in (a-c) for γ = 0.2J, 0.5J , and 1.0J , respectively. Similar to (a-c), we plot the phonon density nph in (d-f),
respectively.
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FIG. 5: Different quantities are displayed here after av-
eraging over trajectories with Ntraj = 100 to analyze the
quantized pumping at finite γ = 0.2J away from reso-
nance where ω = 0.1J and T = 90/J . The effective
pumping path is shown for three different time windows
in (a), (b), and (c), corresponding to Fig. 4(a), which is
also shown in (d) for reference. The black triangles mark
the origins where the Eg should vanish. The Eg(t) is
shown in (e) and ndn(t) (solid line) and nup(t) (dashed
line) are plotted in (f).
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0

50

100

150

T
(1
/J

)

(a)

Q

0.0

0.5

1.0

0.0 0.2 0.4 0.6 0.8 1.0

γ(J)

0

50

100

150

T
(1
/J

)

(b)

n̄ph

180

135

90

45

0

FIG. 7: The figure represent a stability diagram in T
vs γ plane depending on the trajectory averaged (a) Q
in a cycle and (b) n̄ph. Here we consider Ntraj = 100
and average the Q and n̄ph over fifty pump cycles. The
dashed lines represent the time period of phonons ( 2πω ).



7 Effects of adding many-body interactions
to topological charge pumps

In this chapter I will introduce results on Thouless pumps in interacting systems. For
closed, non-interacting systems, there exists a complete classification of all topological
phases of matter, as a function of dimension and symmetry, which is coined the ”periodic
table of topology” [13, 14]. This classification has been extended to e.g. systems with
additional symmetries [11], Floquet systems [18] and open systems [10].

One of the holy grails of topological systems research is a classification of topological
states of matter for interacting systems. It has been shown that interaction effects change
the number of possible distinct topological phases. For instance, strong many-body
correlation effects can adiabatically connect two distinct non-interacting phases without
closing a gap [12]. Interactions can also induce topology in an otherwise trivial system
[284]. Progress has been made for a subset of models, such as fermionic models in 3
dimensions [19], one-dimensional Floquet systems [16] or interacting spin pumps [46],
however, a full classification is out of reach. This is due to the plethora of exotic phases
that exist in interacting systems; Mott insulators [285, 286, 287, 184, 156, 17, 288], spin
liquids [289, 290], charge density waves [291, 292] and more [293].

In general, for moderate to low interaction strengths, it is expected that the non-
interacting topology remains intact upon turning on interactions. One can understand this
in a similar way to Fermi-liquid theory: Turning on interactions that do not necessarily
lead to a topological phase transition adiabatically connects the non-interacting system
to the phase of the interacting model which has mostly the same properties as its
non-interacting counterpart [294].

For strong and more general many-body interactions, one has to deal with phase
transitions that break this adiabatic connection to the free system, which can lead to
surprising consequences, such as the breakdown of topological pumping [150, 38] but also
induce new topological phases that have no counterpart in the non-interacting theory
[159, 160, 39, 295]. One of the first examples of an interacting topological phase was the
fractional quantum Hall effect [186, 187], which is an active area of research to this day
[296, 297]. Here, the usually integer quantized Hall response is fractionalized. This can
be explained via quasi-particles with fractional charge and statistics, so called anyons.
Fractional quantum Hall states [298, 29, 188] and fractional charge pumps [157, 52, 299]
have been proposed to be realizable in optical lattices.

Depending on the type of interaction, one also has to address charge and spin pumping
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7 Effects of adding many-body interactions to topological charge pumps

in a unified framework: A Hubbard interaction of the form

Ĥint = U
∑
j

n̂j,↑n̂j,↓ (7.1)

in a two-component fermionic system with spins ↑, ↓ can couple the spin and charge
sector. Spin-excitations can move with a different velocity to charge excitations and the
effective quasi-particles can acquire fractional charge.

Due to this complexity, Thouless pumps are an ideal setting for researching interaction
effects in topological systems, since their one-dimensional nature allows for both a simpler
experimental realization in ultra-cold atomic systems and for an efficient numerical
treatment using matrix-product state methods. Interacting topological pumping has
been studied theoretically in bosonic [47, 157, 53, 149] and fermionic [158, 150, 151,
152, 159, 160, 153] systems. So far, most experiments on charge pumps have been done
in the non-interacting setting. Recently, interactions in Thouless pumps have been
experimentally studied in the mean-field setting [155, 300] and in a fermionic system [38].

In [152], an interacting topological pump in a Fermi-Hubbard-Harper model has been
studied via instantaneous measures like the Berry phase and the many-body gaps. A
phase diagram of critical points with singular Berry phase was presented that included
regions with vanishing gap but well-defined Berry phase jumps by 2π. A so far open
question has therefore been how these gapless regions manifest in real-time simulations
of the pumped charge. This question is addressed in our following manuscript in this
chapter.

The motivation of the present paper has initially come from the ionic Hubbard model
[189], which has been the focus of many theoretical investigations [190, 191, 192, 193, 194,
195, 196]. The ionic Hubbard model is a one-dimensional fermionic model with repulsive
Hubbard interaction of the form in eq. (7.1) with an additional staggered potential.
When considering a spinful Rice-Mele model with an additional Hubbard interaction
term, it is automatically realized for points along the pump cycle with vanishing hopping
dimerization. It is known that the ionic Hubbard model hosts three different phases
that are controlled by the staggered potential strength (or alternatively the interaction
strength): A band-insulator with double-occupancies for strong staggering, a Mott-
insulator with single-occupancies for low staggering, and an intermediate phase between
band-insulator and Mott-insulator known as the ”spontaneously dimerized insulator”
or ”bond-order wave”, where the system spontaneously forms dimerized states. These
phases differ by their many-body gaps in the charge and spin-sector. Crucially, these
three phases can also be characterized by Berry phases and the analogous spin-Berry
phases, which are both quantized to either 0 or π in the different phases [190].

We know that (spin-) Berry phases correspond to the position of the Wannier states
and that their winding predicts the quantized pumped charge (spin) in an adiabatically
modulated system. Therefore, we proposed to connect the different phases of the ionic
Hubbard model adiabatically via a dimerized hopping, such that the quantized values of
0 or π are continuously transformed into each other. One then expects that surrounding
critical points at the phase boundaries with an adiabatic cycle leads to the realization of
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an adiabatic charge pump. Note that the concept of adiabatically connecting different
symmetry-protected phases of an interacting system via an additional parameter has also
been proposed in [159]. Initially, the idea was to connect the SDI phase with the BI due
to the fact that the SDI phase has a finite spin- and excitation gap [192]. However, it has
been challenging to pump this close to the critical points due to the fact that finite-size
effects are dominant in their vicinity [51]. Instead, we focus on pumping through the
Mott insulator.

We employ both time-dependent Lanczos calculations [242] for a periodic system and
infinite time-evolving block decimation for calculating the pumped charge. We observe
that upon adding a Hubbard interaction, the critical point of the spinful Rice-Mele model
at the origin splits into two critical points where the Berry phase jumps. These critical
points are the BI - SDI phase transition points and can be identified by a jump in the
Berry phase. Connecting the BI and MI phases now amounts to pumping around a single
critical point, which is achieved via a pump cycle that is shifted in the staggering-direction
when compared to a usual Rice-Mele pump. Along the pump cycle, a dimerized Mott
phase is traversed. In the limit of no potential offsets, this is a correlated SSH model,
which has recently been shown to possess non-trivial spin-edge states and an adiabatic
connection to the free SSH model [183]. Between the critical points in the Mott phase,
the spin-gap vanishes. This gapless line seems to preclude quantized pumping through
the Mott phase. Nevertheless, we observe nearly quantized charge pumping along the
shifted pump cycle across the gapless line for the first pump cycle. I will come back to the
breakdown of adiabaticity in section 7.3, where we study the time-dependence of charge-
and spin-correlation and the breakdown of adiabaticity due to the gapless line in detail.
In order to make the pumping through the gapless Mott phase topologically protected for
many pump cycles, we also introduce two additional terms to the Hamiltonian that open
the gap in the Mott phase. For these extended models, the pumping becomes robust and
quantized over many pump cycles.

Our work sheds light on a recent experiment that has studied exactly our setup of a
fermionic Rice-Mele pump with an additional Hubbard interaction [38]. There, the authors
claim to observe a breakdown of quantized charge pumping for large interaction strengths.
Instead, our work shows that what is measured is the change from a topologically non-
trivial pump cycle, where critical points are encircled to a trivial pump cycle where the
critical points have moved out of the pump cycle due to the Hubbard interaction. We
argue that non-adiabatic effects play only a secondary role in the first pump cycle and
that it is essentially impossible to detect them when not pumping for many pump periods.
This is relevant since the experiment [38] does not go beyond the first cycle. The critical
interaction-strength where this happens aligns with the experimentally observed onset of
lowered pumped charge. Having shown that it is possible to split the critical points via a
Hubbard interaction, we also introduce the possibility of interaction-induced pumping,
which is the focus of section 7.3. After the publication of our paper in question, a similar
split of critical points has been found in a non-interacting system of coupled Rice-Mele
chains [65].
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7 Effects of adding many-body interactions to topological charge pumps

7.1 Publication: Splitting of topological charge pumping in an
interacting two-component fermionic Rice-Mele Hubbard
model

Article reprinted with permissions from Eric Bertok, Fabian Heidrich-Meisner and Ar-
mando A. Aligia.
Phys. Rev. B 106, 045141 (2022)
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gap and wrote the appendix. F.H.M. suggested to focus on the splitting of singularities
and their effect on pumping. E.B. suggested the concept of interaction-induced pump-
ing. All authors contributed to the interpretation of results, discussion of the data and
revisions of the manuscript.
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Splitting of topological charge pumping in an interacting two-component
fermionic Rice-Mele Hubbard model
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A Thouless pump transports an integer amount of charge when pumping adiabatically around a singularity.
We study the splitting of such a critical point into two separate critical points by adding a Hubbard interaction.
Furthermore, we consider extensions to a spinful Rice-Mele model, namely, a staggered magnetic field or
an Ising-type spin coupling, further reducing the spin symmetry. The resulting models additionally allow
for the transport of a single charge in a two-component system of spinful fermions, whereas in the absence
of interactions, zero or two charges are pumped. In the SU(2)-symmetric case, the ionic Hubbard model is
visited once along pump cycles that enclose a single singularity. Adding a staggered magnetic field additionally
transports an integer amount of spin while the Ising term realizes a pure charge pump. We employ real-time
simulations in finite and infinite systems to calculate the adiabatic charge and spin transport, complemented by
the analysis of gaps and the many-body polarization to confirm the adiabatic nature of the pump. The resulting
charge pumps are expected to be measurable in finite-pumping speed experiments in ultracold atomic gases for
which the SU(2) invariant version is the most promising path. We discuss the implications of our results for a
related quantum-gas experiment by Walter et al. [arXiv:2204.06561].

DOI: 10.1103/PhysRevB.106.045141

I. INTRODUCTION

The advent of ultracold quantum-gas experiments [1–3]
has opened the possibility of directly probing quantum many-
body systems on lattice models to a high precision. Strongly
interacting systems can give rise to many exotic phases that
often arise due to the competition between different energy
scales [4]. An open question in condensed matter theory is the
precise interplay between many-body physics and topology.
Thouless charge pumps [5–7] provide a practical framework
to study interacting topological systems in a reduced spatial
dimension due to their highly controllable experimental real-
izations. Experimentally, Thouless pumps have been realized
in ultracold atoms for both bosons [8] and fermions [9–11], as
well as in photonic systems [12].

In a Thouless pump, an integer amount of charge is pumped
per pump cycle when adiabatically changing parameters such
that a degeneracy (or critical point) is enclosed without clos-
ing a gap. The prototypical model for a noninteracting charge
pump, the Rice-Mele model [13], has a single degeneracy at
the origin as seen in Fig. 1(a). � is the strength of a staggered
potential and δ is the strength of the hopping dimerization.
For a noninteracting two-component fermionic system, going
once around the path C2 pumps two particles, whereas going
around C1 pumps no particles.

Theoretically, both bosonic [5,14–18] and fermionic
[19–23] topological charge pumps have been studied. Due to

*Corresponding author: fabian.heidrich-meisner@uni-
goettingen.de

their readily available experimental realization, the interplay
of Hubbard interactions and Thouless pumps in a two-
component fermionic system is a key area of research. Recent
works include theoretical studies of instantaneous topological
measures for quantum many-body phases [24], the theoretical
[20] and experimental [11] study of the breakdown of topo-
logical pumping due to interactions and interaction-induced
topological pumping [21,25]. Another direction concerns the
study of charge pumps in the presence of disorder [26–32].

Here we address the question whether it is possible to split
the degeneracy of the noninteracting Rice-Mele model into
two separate ones by adding a repulsive on-site interaction, as
sketched in Fig. 1(b). In this case, going along path C1 pumps
a single charge for a finite interaction strength. With this
scheme, it becomes possible to change the amount of charge
pumped from zero to one by solely changing the Hubbard
interaction strength. Keeping an origin-centered pumping path
instead, encircling no singularities at sufficiently large U
[C̃2 in Fig. 1(b)], leads to a topologically protected pumped
charge of zero.

We show that this splitting is possible in three distinct
situations that differ by their symmetries: (a) an SU(2) sym-
metric fermionic model with Hubbard interactions, which can
be viewed as an ionic Hubbard model (IHM) with additional
alternating hopping amplitudes, (b) a model with an easy-axis
spin symmetry, and (c) a model with broken Z2 symmetry. The
three cases vary in the degree of adiabaticity that manifests
itself in the nature of the gaps along the zero-dimerization
line connecting the two critical points: The SU(2) symmetric
model has a vanishing many-body gap on this line, as the
Mott phase of the IHM is realized between the critical points
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FIG. 1. Sketch of pump cycles in the Rice-Mele-Hubbard model.
� is the amplitude of the staggered potential. δ is the hopping
modulation. Two types of path are considered: C1 is centered around
a point on the �-axis with a nonzero offset, while C2 and C̃2 are
centered around the origin. (a) For U = 0, two charges are pumped
along C2 and C̃2 while no charges are pumped along C1. (b) For finite
interactions, one charge is pumped along C1 instead. Along C2, two
charges are pumped still, while along C̃2, zero charges are pumped,
as no singularity is encircled.

(δ = 0 and −�s � � � �s, where ±�s are the values of �

at the spin transitions discussed in Sec. IV C) [33,34]. In the
easy-axis case, a twofold degenerate ground state is obtained
along this line (and in a finite region around δ = � = 0 in the
thermodynamic limit) that is well separated from the rest of
the spectrum. Finally, the Z2-broken case has a nondegenerate
ground state separated by a robust gap from the rest of the
spectrum everywhere apart from the critical points. We realize
these three cases via (a) a Rice-Mele Hubbard model, which
we take as a base model, (b) an additional Ising-type term,
and (c) via an additional staggered magnetic field added to the
Rice-Mele Hubbard model, respectively. This is realized by
three Hamiltonians, ĤIH, ĤIHZ, and ĤIHB, respectively.

Conceptually, the Z2 broken Hamiltonian ĤIHB has the
most robust topology at the price of introducing a nonzero
quantized spin current. The dimerized ionic Hubbard model
ĤIH does not feature a strict topological protection since along
pump cycle C1, points exist with a vanishing spin gap. The
charge gap remains open in all three cases.

As our main result, we show that we can achieve integer-
quantized charge pumping around a single degenerate point.
We demonstrate, via finite-time calculations, that ĤIHB and
ĤIHZ allow for robust quantized charge pumping of a single
charge per pump cycle around a single critical point. For
ĤIH, we pump through a many-body gapless phase. Still,
for appropriately chosen pump cycles, the pumped charge is
practically quantized on the accessible timescales, which is
confirmed via time-dependent infinite-system matrix-product-
state methods [35,36]. We study the topology of the three
models via instantaneous measures such as the energy gaps
and the charge (spin) Berry phase calculated via the many-
body charge- (spin-) polarization [37–39]. While all models
show a well-defined and smooth charge Berry phase, the spin
Berry phase of ĤIHZ and ĤIH depicts a jump at a finite hopping
modulation.

Our results have consequences for experiments on inter-
acting charge pumps [11]. Especially, the SU(2)-symmetric
case is particularly simple to realize in ultracold-atomic gas
experiments by adding a time-dependent hopping modulation
to an IHM [40]. Even though the pumping happens through a
gapless phase in this case, we expect that integer charge pump-
ing can be observed as we do in real-time simulations, due to
finite system sizes and the resulting finite-size gaps, at least for
a sequence of initial pump cycles. Our results shed additional
light on the interpretation of the recent experiment by Walter
et al. [11], where the authors interpret the behavior along
a cycle similar to C̃2 as a breakdown of quantized particle
pumping as a function of U . We here reinterpret their results in
terms of Fig. 1(b) as a consequence of the singularities moving
out of the cycle C̃2 as U increases.

The paper is structured as follows. In Sec. II, we start by in-
troducing the three models and define the relevant many-body
gaps. Section III showcases the instantaneous and time-
dependent measures and our numerical methods. In Sec. IV,
we present our results by starting with time-dependent simula-
tions for the pumped charge, subsequently discussing energy
gaps and concluding with the Berry phases. We conclude in
Sec. V with a summary and discuss implications for a recent
experimental [11] and a related theoretical [20] study on the
breakdown of topological pumping in interacting systems.

II. MODEL

We consider a class of models of correlated fermions
with a staggered potential �, hopping dimerization δ, a stag-
gered magnetic field of strength b, and an Ising-type term of
strength Jz,

Ĥ = ĤIH(δ,�) + ĤB + ĤZ, (1)

where

ĤIH(δ,�) = − J
L∑

j=1

∑
α=↑,↓

(1 + δ (−1) j )(ĉ†
j,α ĉ j+1,α + H.c.)

+ �

L∑
j=1

∑
α=↑,↓

(−1) j ĉ†
j,α ĉ j,α

+ U
L∑

j=1

ĉ†
j,↑ĉ j,↑c†

j,↓ĉ j,↓ (2)

is the dimerized IHM,

ĤB = b
L∑

j=1

(−1) j Ŝz
j (3)

is a staggered magnetic field, and

ĤZ = Jz

L∑
j=1

Ŝz
j Ŝ

z
j+1 (4)

is an Ising spin coupling. Here, ĉ†
j,α creates a fermion of

spin α ∈ ↑,↓ on site j. The spin operators are given as
Ŝz

j = 1/2(ĉ†
j,↑ĉ j,↑ − ĉ†

j,↓ĉ j,↓). L is the number of sites. For
b = Jz = δ = 0, the IHM is recovered.
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The phase diagram of the IHM has been studied in detail
[33,34,41]. The half-filled IHM hosts three phases, depending
on the parameters � and U : A Mott insulating (MI) phase
and a band insulating (BI) phase that are separated by a
spontaneously dimerized (SDI) phase.

The IHM has been originally proposed [42] to describe
the neutral-ionic transition in mixed-stack donor-acceptor or-
ganic crystals [43] and is also relevant for one-dimensional
ferroelectric perovskites [44]. Its phase diagram has been
determined accurately (minimizing finite-size effects) using
the method of topological transitions [39]. For this model,
these transitions also coincide with those obtained with the
method of crossing of excited energy levels (MCEL) based
on conformal field theory [45–47]. There exists considerable
theoretical evidence for the existence of a bond-order wave
(BOW) phase between the MI and BI phases. This phase
occurs naturally when starting in the MI phase for δ = 0
and adding a small δ, because this term breaks the inversion
symmetry (see Appendix). However, for δ = 0, this symmetry
is broken spontaneously in the thermodynamic limit leading
to a spontaneously dimerized insulator (SDI) separating the
MI and BI phases. The SDI phase has been found first by
bosonization [48]. The IHM has recently been experimentally
realized with ultracold atoms in a hexagonal lattice [49,50].
The SDI has not directly been observed in experiments, al-
though its direct measurement with superlattice modulation
spectroscopy has recently been proposed [40].

In the following, we consider three families of
Hamiltonians to split the charge critical points choosing
the following sets of parameters:

(1) ĤIH(δ,�) : (b, Jz ) = (0, 0)
(2) ĤIHB(δ,�) : (b, Jz ) = (0.5J, 0)
(3) ĤIHZ(δ,�) : (b, Jz ) = (0, 2J ).

The exact choice of parameters does not play a role as long as
the topologies of pump cycles C1 and C2 are preserved.

The pumping paths C1, C2 are parameterized via the pump-
ing parameter θ ∈ [0, 2π ):

C1(θ ) = (�(θ ), δ(θ )) = (�c + R� sin θ, Rδ cos θ ),

C2(θ ) = (�(θ ), δ(θ )) = (R� sin θ, Rδ cos θ ). (5)

The evolution along path C1 for all three models goes
through a phase with a nonzero BOW order parameter. In
particular, ĤIH passes through the MI phase of the IHM at
δ = 0, surrounded by the BOW phase as soon as δ �= 0. The
same has happened in recent theoretical [20] and experimen-
tal [11] works for path C̃2, for which a breakdown of the
quantized charge transport was reported. Using a canonical
transformation valid for small J and |δ| and known results for
a Heisenberg chain with alternating exchange, we see that at
the MI-BOW transition, the spin gap opens as |δ|2/3 while the
change in polarization and the BOW order parameter behave
as δ1/3 for small |δ|. The details are in the Appendix.

The three phases in the IHM can be distinguished via
the behavior of various many-body gaps. To distinguish the
physics of the three models defined above, we introduce the
following energy gaps. We define the internal gap

�Eint = E1(N, Sz = 0) − E0(N, Sz = 0) (6)

as the first excitation energy keeping the total number of
particles N and the total spin projection Sz = 0 constant. We
also define the charge gap

�EC = [E0(N + 2, Sz = 0) + E0(N − 2, Sz = 0)

−2E0(N, Sz = 0)]/2, (7)

the spin gap

�ES = E0(N, Sz = 1) − E0(N, Sz = 0), (8)

and the second internal gap

�E2 = E2(N, Sz = 0) − E0(N, Sz = 0). (9)

III. METHODS AND OBSERVABLES

A. Instantaneous measures

For the instantaneous measures, we use the Lanczos
method for a finite system with periodic boundary conditions
up to L = 12. The charge and spin gaps are calculated by
searching for the lowest energy in the respective symmetry
sectors. For the internal gap calculation, several low-lying
eigenstates are computed.

The charge (spin) pumping is related to the charge (spin)
Berry phases [34]:

γC,S = − lim
N→∞

Im

{
ln

[
N−2∏
r=0

〈g(�r,±�r ) | g(�r+1,±�r+1)〉

×〈g(�N−1,±�N−1) | g(2π,±2π )〉
]}

,

(10)

with |g(2π,±2π )〉 = exp[i2π/L	 j j(n̂ j↑ ± n̂ j↓)]|g(0, 0)〉,
where N is the number of discretization steps for the twisted
boundary conditions, �r = 2πr/N and |g(�,�′)〉 is the
ground state of the Hamiltonian in which the hopping
J for spin up (down) has been changed by a factor
exp(i�/L) [exp(i�′/L)]. Notice that the charge (spin)
Berry phase γC,S depends on the pump parameter θ because
the ground states |g(�,�′)〉 do. The pumped charge (spin)
after one pump cycle in the quasiadiabatic limit is given by

�QC,S = 1

2π

∫ 2π

0
dθ ∂θγC,S (θ ). (11)

The parameters � and δ depend on a geometrical variable θ

[see Eq. (5)], which in turn depends on time t . In the quasia-
diabatic limit under a cyclic evolution in which θ returns to its
original value, the charge transport is purely geometrical and
does not depend on the explicit time dependence of θ .

In practice, with a number of points N ∼ 10, one has a very
accurate result for γC,S . In addition, although with a slower
convergence with system size L, the exponential position op-
erator can be used to arrive at the many-body polarization
[37,38], which is the one-point approximation of Eq. (10).
The position operator defined in Ref. [37] cannot be used
for interacting systems with fractional filling but can easily
be extended [38]. The extension to γS has been introduced in
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Ref. [39]. We use the following form of the charge and spin
polarization:

PC (θ ) = 1

2π
Im ln 〈�(θ )|X̂ e

C |�(θ )〉, (12)

PS (θ ) = 1

2π
Im ln 〈�(θ )|X̂ e

S |�(θ )〉, (13)

with X̂ e
C,S = exp[i(2π/L)	 j j(n̂ j↑ ± n̂ j↓)] [39]. 2πPC,S is

equivalent to γC,S .
The thermodynamic phases of the IHM are distinguished

by their values of the charge and spin Berry phases γC

and γS [34]. More precisely, the Berry phases (γC, γS ) are
quantized due to inversion symmetry and have the val-
ues (π, π )MI, (π, 0)SDI and (0, 0)BI. These quantized Berry
phases arise in our models for δ = 0. Additionally, due to a
spin-rotation symmetry of π around any axis perpendicular
to the z axis in spin space for all values of δ and �, ĤIHZ

and ĤIH can only have spin Berry phases of 0 or π , whereas
ĤIHB breaks this symmetry, allowing for arbitrary spin Berry
phases.

For all finite-system calculations, we use open-shell bound-
ary conditions (periodic boundary conditions for a number of
sites L multiple of four, antiperiodic for even L not a multiple
of four) to allow for the resolution of gap closings.

B. Real-time calculations

For the finite-time calculation, we parametrize the pump
cycles with the time t as

θ = 2π

T
t, (14)

where T is the pump period. The accumulated pumped charge
(spin) at time t is calculated via

Q[S](t ) =
t∫

0

dt ′〈Ĵ[S](t
′)〉, (15)

where the total particle and spin currents, averaged over two
links are

Ĵ = i

2

∑
j=1,2;α=↑,↓

(
Jj ĉ

†
j,α ĉ j+1,α − H.c.

)
, (16)

ĴS = i

2

∑
j=1,2;α=↑,↓

(
σ z

α,αJj ĉ
†
j,α ĉ j+1,α − H.c.

)
, (17)

where Jj = J (1 + δ(−1) j ). To minimize transient nonadia-
batic effects, the pumping is first started slowly via a quadratic
ramp-up of the driving [51]. We use a pumping period of
T J = 50, which is enough to ensure quasiadiabaticity for the
IHB and IHZ models. For the IH model, strong finite-size ef-
fects [52] make Lanczos calculations unfeasible. We therefore
also use infinite-system density matrix renormalization group
(DMRG) methods [53,54] to calculate the pumped charge in
time-dependent simulations. The ground state is calculated via
the variational uniform matrix-product state method [36]. The
time-evolution is carried out via infinite time-evolving block
decimation (iTEBD) [55]. For the IH model, we use a period
of T J = 1000 and a maximum bond dimension of χ = 200.
All DMRG calculations are done using the ITensor library for
Julia [56].
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FIG. 2. Real-time calculation of the pumped charge along C1.
(a) Both models ĤIHB and ĤIHZ show integer-quantized charge
pumping. ĤIH shows approximately quantized pumping. (b) ĤIHB

additionally shows quantized spin transport, whereas ĤIHZ is a pure
charge pump. For IHB and IHZ, we use Lanczos with L = 12 and
T J = 50. For IH, we use iTEBD with χ = 200 and T J = 1000.
Parameters are U/J = 4 and IH: R�/J = 1, Rδ = 0.2, �c/J = 2.2.
IHB: R�/J = 2, Rδ = 0.9, �c/J = 2.24. IHZ: R�/J = 2, Rδ = 0.9,
�c/J = 2.

IV. RESULTS

A. Real-time calculations

First, we consider a finite pumping period and demon-
strate the quantized particle pumping in a time-dependent
calculation of the integrated current for finite systems. For
ĤIHB and ĤIHZ, the results for the pumped charge after one
period along pump cycle C1 from Fig. 1 are shown in Fig. 2(a)
for a system size of L = 12 and T J = 50. Both models show
an integer-quantized pumping of a single charge. We have
checked convergence with respect to system size L for both
models. In Fig. 2(b), the pumped spin of the same models and
pumping path is shown. ĤIHZ pumps no spin and is therefore a
pure charge pump. ĤIHB shows an integer-quantized pumping
of a single spin along C1.

In contrast, for ĤIH along C1, finite-system calculations are
not sufficient to overcome the large finite-size effects that arise
from pumping through a gapless phase [52]. We therefore
employ infinite-system size calculations for this model. For
a period of T J = 1000 and a maximum bond dimension of
χ = 200, the results are presented in Fig. 2 for C1. We observe
approximate integer charge pumping and no spin pumping.
However, local spin oscillations arise when reaching the gap-
less point between the two critical points for t/T = 0.75. This
leads to an oscillatory behavior of the pumped charge. Inter-
estingly, the envelope of these oscillations reaches a quantized
value of one. The calculations converge with increasing bond
dimension until the gapless point. Beyond this, the local spin
and charge oscillations show a strong dependence on both
the bond dimension χ and the pumping period T . This sug-
gests that in the thermodynamic limit, the quantized pumping
may break down. This limit is only recovered for χ → ∞
in infinite-system size DMRG. Along C2, all models exhibit
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FIG. 3. Lanczos calculation of the pumped charge along C2 in a
finite system. (a) All models show integer-quantized charge pumping
of two particles per cycle. (b) ĤIHB displays a finite spin current but
a net-zero pumped spin. Calculated for L = 12, U/J = 4, T J = 50,
R�/J = 4 and Rδ = 0.9.

quantized pumping of two particles and zero spin for T J =
50, which is shown for L = 10 in Fig. 3.

We have checked the quantization for the first 20 pump
cycles and find a very robust quantization for C2 for all models
as expected. In the infinite system, calculations for multiple
pump cycles around C1 indicate a significant deviation from
quantization from the second pump cycle onward for ĤIH and
ĤIHZ. For a finite system, the pumped charge for both ĤIHB and
ĤIHZ is integer quantized for the first 20 pump cycles within
experimental accuracies [results not shown here].

B. Energy gaps

To understand the real-time simulations, we consider in-
stantaneous measures for all models. We calculate the lowest
50 eigenenergies for all three models in the symmetry sectors
Sz = 0 and Sz = 1 for L = 12 along the path C1. The results
are shown in Fig. 4 for θ ∈ [π, 2π ], which corresponds to half
a pump cycle C1 of Fig. 1. At θ = 3π/2, the path is in between
the two critical points along the δ = 0 line.

The ground state of ĤIHB is nondegenerate for all values of
θ and separated from the rest of the spectrum by a robust gap.
The ground state of ĤIHZ is twofold degenerate for L → ∞ in
the MI phase, which extends to a region around �= δ = 0.
Proceeding as in the Appendix, the ground-state energy
becomes

EMI = −Jz/4 − 4Ũ J2(1 + δ2)/(Ũ 2 − 4�2) (18)

for both Néel-like states, where Ũ = U + 3Jz/4. However, the
two crossing levels that make up this ground-state manifold
are separated from the rest of the spectrum. The real-time
simulations indicate that this is sufficient to ensure quantized
particle transport for at least the first few pump cycles. In
contrast, ĤIH, which becomes the regular IHM at δ = 0, be-
comes fully gapless in the thermodynamic limit, since the spin
gap vanishes in the MI at δ = 0 [48]. We therefore expect
that in the thermodynamic limit, the pumping will ultimately

π 3π/2 2π
-15.0

-12.5

-10.0

-7.5

-5.0

ĤIHB

(a)

θ

E
(θ

)/
J

( )(a)
Sz = 0

3π/2 2π

ĤIHZ

θ

Sz = 1

3π/2 2π

ĤIH

θ

(b) (c)

FIG. 4. Energy levels along C1. The lowest 50 energy levels
along the path C1 are plotted for the Sz = 0 and Sz = 1 subspaces.
ĤIHB has a nondegenerate ground state that is separated from the
rest of the spectrum. ĤIHZ has a twofold-degenerate ground state
at θ = 3π/2 that is separated from the rest of the spectrum. ĤIH

becomes fully gapless for L → ∞. Calculated for L = 12, U/J = 4,
R�/J = 2, Rδ = 0.9, and �c/J = 2.24.

break down in the IH case, consistent with Ref. [20]. In this
sense, we believe that for a finite system, which is relevant for
ultracold atomic gas experiments, the finite-size gap can be
used to protect the pumping of an integer amount of particles
for a few pump cycles.

In Fig. 5, the energy gaps defined in Sec. II are shown along
the δ = 0 line, where we expect a gapless phase between
the two critical points of the IHM. The gaps are calculated

0
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2

3

4 ĤIHB(δ = 0)

Δ
E

/J
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1

2

3

4 ĤIHZ(δ = 0)

Δ
E

/J
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Δ/J
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E
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ΔEint ΔEC ΔES ΔE2

(b)

(a)

FIG. 5. Energy gaps along the δ = 0 line. (a) In the center be-
tween the two critical points, ĤIHB is fully gapped with the smallest
gap being the spin gap. (b) For ĤIHZ, the second internal gap ap-
proaches the finite spin gap. The internal gap vanishes due to the
twofold-degenerate ground state. (c) For ĤIH, the spin gap is equiv-
alent to the internal gap, which becomes zero in the thermodynamic
limit. The charge gap is finite for all models. Calculated for L = 12
and U/J = 4.
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for various system sizes and shown for L = 12. For all three
models, the charge gap is finite for all system sizes, which is a
necessary condition for quantized charge transport. For ĤIHB,
all gaps are finite except at the critical points. The spin gap
becomes the smallest gap between the critical points and is
on the order of the staggered magnetic field term, which is
independent of the system size. Therefore, the topologically
protected charge pumping in this model is robust for all sys-
tem sizes.

The internal gap of ĤIHZ vanishes between the two critical
points, as was already observed in Fig. 4. This is due to a
twofold-degenerate ground-state manifold between a Néel-
like state (↑ ↓ ↑ ↓) and an anti-Néel like one (↓ ↑ ↓ ↑) in
the thermodynamic limit, which is unaffected by the Ising
term. The second internal gap stays finite, which shows that
the ground-state manifold is separated by a gap from the rest
of the spectrum.

For ĤIH, the internal gap is of the order of a finite-size
gap and converges very slowly with system size. The internal
gap vanishes at the MI to SDI transition but remains finite
in the SDI phase, which has been shown in Ref. [33]. The
SDI to MI transition is characterized by a crossing of excited
energy levels. The excited even singlet crosses with the ex-
cited odd triplet, which has less energy in the MI phase [34].
Specifically, the internal gap becomes the spin gap in the MI
phase. This is due to a crossing of energy levels with opposite
inversion symmetry. An odd singlet is the ground state in the
SDI and MI phases, while in the BI, the ground state is an even
singlet [34]. According to conformal field theory, the spin gap
scales as 2πvs/L, where vs is the spin velocity [45]. Therefore,
the IHM becomes gapless in the thermodynamic limit.

C. Berry phase and many-body polarization

We now address the topology of the three models. In par-
ticular, we are interested in the charge and spin Berry phases,
which give information on the pumped charges and spins in
a quasiadiabatically driven system. We use the many-body
polarization in Eq. (13) to calculate the Berry phases for a
finite system of L = 10. The results for the charge (spin) Berry
phases are shown in Figs. 6(a), 6(c) and 6(e) [6(b), 6(d), and
6(f)]. For all models, the charge Berry phases are well-defined
and smooth everywhere except for the two critical points.
Notice that the branch cuts that emerge from the critical points
are �γC,S = ±2π and therefore well-defined. The position of
the branch cuts can be changed via a gauge transformation.
Physically relevant information is only encoded in the total
Berry phase picked up along a closed path.

ĤIHB has a well-defined and smooth spin Berry phase.
Notice that around the upper singularity, the sign of the spin-
Berry phase is opposite to the charge-Berry phase. This means
that encircling one critical point pumps both spin and charge.
More specifically, pumping around the upper (lower) critical
point pumps only a single spin-down (-up) particle.

The spin Berry phase for ĤIHZ and ĤIH only has the values
γS ∈ {0, π}. The value of π is realized between the critical
points for both models as is expected for the IHM. For γS = π ,
the ground state is in the MI phase. The quantization arises
due to the spin-rotation symmetry in these two models which
maps γS �→ −γS . For ĤIH, the spin Berry phase is expected to

FIG. 6. Charge and spin Berry phases in the δ − � plane. (a),
(c), (e) Charge Berry phase γC . (b), (d), (f) Spin Berry phase γS .
(a), (b) ĤIHB, (c), (d) ĤIHZ, (e), (f) ĤIH. Calculated for L = 10 and
U/J = 4.

be nonzero only for δ �= 0 in the thermodynamic limit, since
a finite δ breaks the inversion symmetry and leads to a finite
BOW order parameter (see Appendix). The small lentil shape
seen in Fig. 6(f) is therefore likely a finite-size effect. For
ĤIHZ, the transition between dimerized phase and Mott phase
happens at finite δ. A similar transition has recently been
observed in dimerized XXZ Hamiltonians [57]. The value of δ

where the transition happens decreases with increasing system
size for small systems (not shown here). Perturbation theory
along the lines of the Appendix [see Eq. (18)] indicates that
this region remains finite, though. In real-time simulations,
the jump in γS has no effect on the quantization of pumped
charge for the IHZ model. We therefore argue that quantized
particle pumping without spin pumping is possible around a
single critical point in this model. Figure 7 shows the charge
(spin) Berry phases γC [γS] for both paths C1 and C2 for all
three models as the angular variable in a polar plot [26]. This
is done because the winding of the Berry phase is equal to
the pumped charge. The charge Berry phase shows an integer
winding for both C1 and C2 for all models, which mirrors
the results from Fig. 6. The spin Berry phase only shows a
well-defined winding of one in the case of C1 and zero for
C2 for ĤIHB. This is consistent with an interacting Rice-Mele
pump that pumps one charge per species and no spins. For
C2, the IHZ and as IH models show a smooth spin-Berry
phase with no winding as well, as long as the lentil shape of
γS = π is surrounded completely. The C1 paths inevitably go
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FIG. 7. Charge and spin Berry phases along pump cycles C1

and C2. (a), (c) Charge Berry phase γC . (b), (d) Spin Berry phase
γS . Calculated for L = 10 and U/J = 4. C1: R�/J = 2, Rδ = 0.9,
�c/J = 2.24. C2: R�/J = 4, Rδ = 0.9.

through the spin transition and therefore show a discontinuity
in the spin-Berry phase. This means that the spin-Berry phase
no longer has a well-defined winding and no adiabatic spin
transport should be possible in an infinite system. However, in
practice, we see that in real-time simulations, ĤIHZ effectively
behaves as if γS has a well-defined zero winding, at least
for the first pump cycle. This is true for both finite-size and
infinite-system calculations (the latter not shown here). We
therefore expect this model to be well-behaved in ultracold
atom experiments with finite particle numbers.

V. SUMMARY AND DISCUSSION

We showed that it is possible to split up the degeneracy of
a two-component Rice-Mele model via a Hubbard interaction
term. We presented three concrete models to achieve this
that are based on an interacting two-component Rice-Mele
model with a shifted pump cycle: A spin-SU(2) symmetric
model, which realizes the IHM during the pump cycle (IH),
a model with an additional staggered magnetic field (IHB),
and a model with an additional Ising term (IHZ). We con-
firmed the quantization of the pumped charge via finite and
infinite-system real-time calculations and instantaneous mea-
sures for periodic boundary conditions.

The quantization is most robust in the IHB case, which is
robustly gapped everywhere. As a consequence, both charge
and spin Berry phases are well-defined everywhere except at
the critical points. However, the staggered field leads to an
additional nonzero quantized spin pumping.

For IHZ, quantization holds for the first couple of pump cy-
cles for experimentally relevant timescales in a finite system,
despite the twofold-degenerate ground state. While the charge

Berry phase is well-defined as in the IHB case, the spin Berry
phase jumps at a finite value of the hopping modulation.

The IHM, which is visited during all of our considered
pump cycles in the IH case, features a Mott phase with a
vanishing spin gap to a continuum of excitations that we pump
through along C1, which should lead to an eventual breakdown
of quantized particle transport. However, a clear remnant of
the underlying topology is preserved and the pumped charge
is approximately quantized in the first cycle. This is consistent
with the well-defined charge Berry phase in this case. The
spin-Berry phase shows a jump similar to the IHZ case, which
is only expected at zero hopping modulation in the thermo-
dynamic limit. Unlike the IHB, the spin current is manifestly
zero for the IH and IHZ.

In Ref. [20], Nakagawa et al. theoretically study the same
model and interpret their results in terms of a breakdown
of quantized particle pumping due to the repulsive Hubbard
interaction. For open boundary conditions, the many-body
polarization [37,58–60] shows a quantized jump due to the
emergence of edge states in an OBC system [61]. For finite
interaction strength, these edge-state contributions are shown
to split up along the pump cycle, which eventually leads
to a breakdown of quantized pumping. In our context of
splitting degenerate points, the breakdown in the interacting
two-component Rice-Mele model is seen when the splitting of
the single degeneracy at � = 0 into two critical points at ±�c

due to the Hubbard interaction surpasses the � radius of the
origin-centered pumping path in the δ − � plane. Therefore,
the pumping path C̃2 chosen by Nakagawa et al. indeed en-
counters a gapless phase between the two spin-critical points
±�S twice but, most importantly, does not encircle an isolated
singularity and hence no charge is pumped. We argue that this
primarily constitutes a transition from pumping a quantized
number of two to zero particles during initial pump cycles,
while the breakdown due to the spin-gapless line will manifest
itself after sufficiently many pump cycles.

We believe that the same mechanism of this interaction-
induced splitting of the degeneracies while keeping the
pumping cycle fixed is at the heart of the results reported in
the recent experimental work by Walter et al. [11] as well.
Of course, the SU(2) symmetric model possesses a gapless
line, which in principle should prevent quantized pumping
altogether. Our numerical results, however, show that this
source of a breakdown is very unlikely to manifest itself
on initial pump cycles or finite systems even for a uniform
system. In a system with an open charge gap but a vanishing
spin gap somewhere along the pump cycle, one first expects
spin excitations. A heating up of the charge sector may not
immediately occur. How exactly the breakdown of quantized
pumping due to gapless spin excitations behaves as a function
of system size and which timescales are relevant is an open
question and demands further research. With regard to the
interpretation of the experiment by Walter et al., one should
also stress that their system confines particles in a harmonic
trap and, as a consequence, arbitrarily slow pumping will not
lead to quantized pumping anyway because the metallic edges
will hybridize and hence be coupled by a finite tunneling
rate [62].

We would further like to emphasize that the realization of
a Mott insulator per se does not preclude the possibility of
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quantized pumping, which is supported by our results for the
IHB and IHZ models and the results for pumping in a bosonic
MI [14]. Furthermore, it should be noted that based on our
results for the IH model, which is most easily realized exper-
imentally, quantized transport around a single critical point
may require considerably slower pumping than is currently
possible in ultracold atom experiments.

We have chosen several paths in the �, δ plane at fixed U
but similar effects may be obtained for paths in the U, δ plane
at fixed �, which we leave for future work. Interesting results
are expected when pumping through the SDI phase directly.
For example, Nakagawa et al. report on the possibility of frac-
tional pumping in this case [20]. In the present paper, we do
not see any effect on the pumping when going through the SDI
phase. However, we have not further pursued this question
due to the problem of pumping close to the degeneracies and
consequently large inherent finite-size effects.

The numerical data plotted in the figures are partially
available [63].
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APPENDIX: SPIN GAP, POLARIZATION AND BOND
ORDER PARAMETER OF THE IHM FOR SMALL

HOPPING

We write the Hamiltonian in the form

ĤIH = Ĥ0 + ĤJ ,

Ĥ0 =
∑

i

[�(−1)in̂i + Un̂i↑n̂i↓],

ĤJ = −J
∑

iσ

[1 + (−1)iδ](ĉ†
i+1σ ĉiσ + H.c.), (A1)

where n̂iσ = ĉ†
iσ ĉiσ and n̂i = n̂i↑ + n̂i↓. The calculations be-

low correspond to the static situation.
We describe the calculation of the polarization PC and the

order parameter of the BOW phase to lowest nontrivial order
in ĤJ for a ring of L sites, starting from either the BI or MI
phases. The SDI phase is out of the reach of the validity of the
present perturbative treatment.

We perform a canonical transformation similar to the
one that transforms the Hubbard model at half filling to a
Heisenberg model. To second order in ĤJ , the transformed
Hamiltonian is [64]

ˆ̃H = P̂e−ŜĤeŜP̂

= P

{
Ĥ + [Ĥ , Ŝ] + 1

2
[[Ĥ, Ŝ], Ŝ] + · · ·

}
P̂


 P̂{Ĥ0 + [ĤJ , Ŝ]}P̂, (A2)

where P̂ is the projector over the ground state |g0〉 of Ĥ0 and
in the last equality we have used

ĤJ + [Ĥ0, Ŝ] = 0 (A3)

to eliminate terms linear in ĤJ in ˆ̃H . Using this equation, the
matrix elements of Ŝ between eigenstates of Ĥ0 are easily
determined:

〈n|Ŝ|m〉 = 〈n|ĤJ |m〉
En − Em

. (A4)

Note that Ŝ is anti-Hermitian (〈m|Ŝ|n〉∗ = −〈n|Ŝ|m〉).
Starting from the BI phase, ˆ̃H is trivial and reduces to

the projector on the nondegenerate ground state |g0〉. Instead,
starting from the MI phase, |g0〉 is degenerate and ˆ̃H takes the
form of a Heisenberg chain with alternating exchange param-
eters J1(2) = 4J (t ± δ)2U/(U 2 − 4�2). This effective model
can be written in the form [20,64]

ĤHeis =
∑

i

[JHeis + (−1)ix]Ŝi+1 · Ŝi, (A5)

with JHeis = (J1 + J2)/2 and x = 4J2δ U/(U 2 − 4�2). Using
previous results on this model using bosonization [65], one
knows that a gap proportional to δ2/3 opens for small δ �= 0.

The expectation values of the occupancies can be calcu-
lated in the new basis as

〈n̂i〉 = 〈g|n̂i|g〉 = 〈g|eŜe−Ŝ n̂ie
Ŝe−Ŝ|g〉 = 〈g0| ˆ̃ni|g0〉, (A6)

where |g〉 = eŜ|g0〉 and to second order in ĤJ :

ˆ̃ni = P̂e−Ŝ n̂ie
ŜP 
 P̂

{
n̂i + [n̂i, Ŝ] + 1

2
[[n̂i, Ŝ], Ŝ]

}
P̂. (A7)

Since 〈g0|Ŝ|g0〉 = 0 and n̂i|g0〉 = 〈n̂0
i 〉|g0〉, where 〈n̂0

i 〉 =
〈g0|n̂i|g0〉, the second term between brackets does not con-
tribute and then

〈n̂i〉 = 〈
n̂0

i

〉 + 〈g0|
〈
n̂0

i

〉
Ŝ2 − Ŝn̂iŜ|g0〉. (A8)

Taking matrix elements of the second term, it is clear that
only excited states for which ni �= 〈n̂0

i 〉 contribute to it.

1. Polarization in the band insulating phase

In the BI phase, 〈n̂0
i 〉 = 0 or 2 and all intermediate states

have ni = 1. Then, Eq. (A8) leads to

〈n̂i〉 = 〈
n̂0

i

〉 + (
1 − 〈

n̂0
i

〉)
	′

k

|〈k|ĤJ |g0〉|2
(Ek − E0)2 , (A9)

where the sum is restricted to the two excited states |k〉 of
Ĥ0 obtained after applying ĤJ to |g0〉 for which ni = 1. One
realizes that for positive � there are L/2 hops to the right
for each spin with matrix element −J (1 − δ) and L/2 hops
to the left for each spin with matrix element −J (1 + δ). For
negative �, the situation is the opposite. Therefore, the change
in polarization with respect to the BI phase for ĤJ = 0 is

�PBI
C = −4Jδ sgn(�)

(2� − U )2 . (A10)

To compare with numerical calculations of the charge
Berry phase, we have chosen U = 0, �= 10, J = 1, δ = 0.1.
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Equation (A10) gives �PPBC
C = −10−3. The numerical cal-

culation for L = 6, 8 and 10 gives �PPBC = (−9.83 ±
0.01)×10−4. Both results differ by less than 2%.

2. Polarization near the Mott insulating phase

The calculation of the polarization in this case is more dif-
ficult due to the spin structure of |g0〉. In particular, there can’t
be any nearest-neighbor hopping if the spins of the electrons
of the sites involved are parallel. Therefore, the result depends
on spin correlation functions. From Eq. (A8), one realizes that
the contribution of the state in which an electron is displaced
from site 1 to 2 is proportional to the probability that the
spins of sites 1 and 2 form a singlet, since this hopping is
not possible for triplets. The projector on the singlet state is
(1/4 − Ŝ1 · Ŝ2) and the matrix element for the singlet has a
factor

√
2. Explicitly,

−J (1 − δ)
∑

σ

ĉ†
2σ ĉ1σ

[
1√
2

(
ĉ†

1↑ĉ†
2↓ − ĉ†

1↓ĉ†
2↑

)|0〉
]

= −
√

2J (1 − δ)ĉ†
2↑ĉ†

2↓|0〉. (A11)

Thus, proceeding as before, the change in polarization with
respect to the MI phase with J = 0 (with all 〈ni〉 = 1) is

�PC = 8U�J2

(U 2 − 4�2)2
{(1 + δ)2(1/4 − 〈Ŝ3 · Ŝ2〉)

−(1 − δ)2(1/4 − 〈Ŝ1 · Ŝ2〉)}. (A12)

For δ → 0, the correlation functions for all links are the same
and 1/4 − 〈Ŝi · Ŝi+1〉 = ln 2 in the thermodynamic limit [66].
Therefore, in this limit δ → 0, L → ∞, the above expression
can be simplified to

�PC 
 8U�J2

(U 2 − 4�2)2
(4δ ln 2 + OB),

OB = 〈(Ŝ1 − Ŝ3) · Ŝ2〉. (A13)

OB is the dimer order parameter of ĤHeis. Using the
Hellman-Feynman theorem ∂E/∂x = (L/2)OB, where E =
〈ĤHeis〉. From bosonization [65] and numerical [67] results,
one knows that E ∼ x4/3 and then OB ∼ δ1/3. Therefore, the
change in the dimer-order parameter with δ dominates �PC

for very small δ.
For a comparison with numerical calculations, we take

J = 1, U/J = 10, � = δ = 0.1. This leads to J2/J1 = 0.67
for which OB 
 0.517 according to Fig. 1 of Ref. [68].
Approximating 1/4 − 〈Ŝ1(3) · Ŝ2〉 = ln 2 ± OB/2, Eq. (A13)
gives �PC = 5.24×10−4. From the numerical calculation of
the Berry phases, we obtain �PC = z×10−4, with z = 4.73,

5.17 and 5.38 for L = 6, 8, and 10, respectively, in reasonable
agreement with the above estimation.

3. Bond-order parameter

The parameter of the BOW can be defined as

OBOW =
∑

i

1

L
(−1)i

〈
b̂i

〉
,

b̂i = ĉ†
i+1σ ĉiσ + H.c., (A14)

where 〈b̂i〉 is the expectation value of the hopping between
sites i and i + 1. For δ = 0, odd and even bonds are equivalent
and therefore OBOW = 0 for any finite system with an even
number of bonds. In the thermodynamic limit within the SDI
phase, there is precisely a spontaneous symmetry breaking
and the system chooses one of two possible degenerate states
with opposite OBOW [48]. The SDI phase is out of the reach
of validity of the present perturbative treatment. For δ �= 0,
OBOW �= 0 and therefore, the bond-order parameter can be
analyzed by perturbation theory in HJ starting from the BI and
MI phases. Using Eq. (A7) for Ô = b̂i, it is easy to see that for
both phases the first nontrivial contribution is the linear one in
Ŝ (the operator that acts first between b̂i and Ŝ leads so some
excited state and the other returns to the ground state). Thus,

ˆ̃bi 
 P̂[b̂i, Ŝ]P̂. (A15)

Doing the calculation for the nondegenerate ground state of
the BI phase using Eq. (A4), one obtains

〈 ˆ̃bi〉BI = 4J
1 + (−1)iδ

2� − U
. (A16)

Inserting this expression into in Eq. (A14), we obtain

OBI
BOW = 4δJ

2� − U
. (A17)

In the other phases, the calculation is more complicated
because of the structure of the ground state in which spin flips
are possible. Proceeding in a similar way as in Ref. [64] and
above, we obtain

〈 ˆ̃bi〉 = (1 − 4〈Ŝi · Ŝi+1〉)UJ
1 + (−1)iδ

U 2 − 4�2
. (A18)

Inserting this into in Eq. (A14), one obtains

OBOW = 2JUOB

U 2 − 4�2
+ UJδ

U 2 − 4�2
(1 − 2

〈
(Ŝ3 + Ŝ1) · Ŝ2

〉
),

(A19)

where OB was discussed above. For δ → 0, OB ∼ δ1/3 and
therefore, the first term is the leading one. This means that
in this limit the bond-order parameter is proportional to the
dimer order parameter of the Heisenberg chain with alternat-
ing exchange parameters.
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7.2 Interaction-induced pumping

7.2 Interaction-induced pumping
In the last section, I presented results for an interacting Rice-Mele model that allowed for
the splitting of the critical points around which charge can be pumped adiabatically. In
the next section, I will present a paper that is currently in development in collaboration
with experimentalists at ETH Zürich, in which we show that such a model can be used
to engineer interaction-induced pumping in an ultracold atomic system. For this, we fix
the staggering-shifted pump cycle in the ∆-δ plane and increase the Hubbard interaction,
which can be done via the Feshbach resonance. At each interaction strength, the pumped
charge per cycle can be experimentally measured via in-situ imaging. We pump for
multiple cycles and expect near quantized transport during the first cycle, as the previous
manuscript shows that without additional gap-opening terms, one expects non-adiabatic
effects due to the spin-gapless line at δ = 0 in the Mott phase. We employ a time-evolving
block-decimation time-evolution algorithm (see chapter 4) for a closed system with open
boundary conditions to calculate the pumped charge and adapt our numerics to the
experiment by considering the exact experimentally realized pump cycle, the harmonic
trap and an initial state that is not the ground state. The initial state is instead chosen
as decoupled dimer-states. This is done due to subtleties in the loading schemes done by
the experiment, where one first starts in a band-insulator with double occupancies with
strong attractive interaction and subsequently inverts the interactions to be repulsive. As
a result, the initial state can be described accurately by disjointed dimer states and an
(experimentally unknown) amount of holes for each of the one-dimensional tubes realized
in the optical lattice. We also simulate the effect of such holes.

We observe experimentally and verify numerically that there exists a plateau with
a finite pumped charge over an extended range of interaction strengths. Outside of
this plateau the pump is trivial. We show that the non-adiabatic breakdown that is
introduced in the last paper is subtle and hinges on a sequence of excitations in the spin-
and charge sector which happen sequentially for each sector, which provides a microscopic
picture for the mechanism of the breakdown of quantized charge transport. Specifically,
we calculate the nearest neighbor charge- and spin-correlators, for both forward- and
backward propagation along the pump cycle. Here, forward and backward propagation
merely changes the time at which the gapless line is crossed, which happens late (early)
for forward (backward) propagation. The correlators reveal that upon crossing the
spin-gapless line in the Mott phase, the spin sector is immediately excited while the
charge sector initially remains adiabatic. Once the spin sector is excited, the charge
sector is then subsequently excited only upon changing from the Mott regime with strong
interaction to the band-insulator regime where the staggering-amplitude dominates. For
our chosen initial state, the gapless line is exactly crossed at 3/4 of the pump cycle for
a forward propagation and the correlators show that during the remaining 1/4 of the
pump cycle, the system stays in the Mott regime, where the charge sector cannot be
excited, even if the spin sector is. This essentially protects the pumped charge as long as
one stays in the Mott regime and explains why we observe quantized charge transport in
the first pump cycle despite crossing a gapless line.
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7.3 Preprint: Interaction-induced charge pumping in a
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Interaction-induced charge pumping in a topological many-body system

Konrad Viebahn,1, ∗ Anne-Sophie Walter,1, ∗ Eric Bertok,2, ∗ Zijie Zhu,1 Marius
Gächter,1 Armando A. Aligia,3 Fabian Heidrich-Meisner,2 and Tilman Esslinger1

1Institute for Quantum Electronics & Quantum Center, ETH Zurich, 8093 Zurich, Switzerland
2Institute for Theoretical Physics, Georg-August-Universität Göttingen, 37077 Göttingen, Germany

3Instituto de Nanociencia y Nanotecnoloǵıa CNEA-CONICET,
Centro Atómico Bariloche and Instituto Balseiro, 8400 Bariloche, Argentina

A topological ‘Thouless’ pump represents the quantised motion of particles in response to a slow,
cyclic modulation of external control parameters. The Thouless pump, like the quantum Hall ef-
fect, is of fundamental interest in physics because it links physically measurable quantities, such as
particle currents, to geometric properties of the experimental system, which can be robust against
perturbations and thus technologically useful. So far, experiments probing the interplay between
topology and inter-particle interactions have remained relatively scarce. Here we observe a Thouless-
type charge pump in which the particle current and its directionality inherently rely on the presence
of strong interactions. Experimentally, we utilise fermionic atoms in a dynamical superlattice which
traces a pump trajectory that remains trivial in the non-interacting limit. Remarkably, the trans-
ferred charge in the interacting system is half of its usual value in the non-interacting case, in
agreement with matrix-product-state simulations. Our experiments suggest that Thouless charge
pumps are promising platforms to gain insights into interaction-driven topological transitions and
topological quantum matter.

I. INTRODUCTION

An adiabatic change of an energy landscape repre-
sents one of the simplest strategies to induce controlled
particle motion. For example, a sliding potential min-
imum can carry a trapped particle from one point to
another, both in classical and quantum mechanics. How-
ever, the wave nature of quantum-mechanical states al-
lows for additional physical effects arising from a ge-
ometric phase change when the Hamiltonian is time-
dependent [1]. A geometric or ‘Berry’ phase is not usu-
ally evident from the underlying potential but requires
knowledge of eigenstates and their geometric structure.
Thouless showed that in a periodic system the geometric
phase contributions after one adiabatic cycle sum to in-
tegers which correspond to the singularities enclosed by
the pump trajectory [2]. Physically, these integers de-
scribe the quantisation of transported charge. This phe-
nomenon, known as Thouless charge pumping, is topo-
logically protected against perturbations that are small
compared to the energy gap between ground and excited
states [1, 3, 4]. Therefore, topological charge pumps may
also become technologically relevant as sources of quan-
tised current [5]. An alternative (but equivalent) descrip-
tion of Thouless pumping regards the time-periodic vari-
ation as a Floquet drive [6] which gives rise to a synthetic
dimension of photon states. In this two-dimensional pic-
ture, the topological pump represents a quantised bulk
Hall drift.

So far, interactions did not play a major role in pump-
ing experiments [7–17]. Recently, the effects of interac-
tions on pumping have been explored in two experimental

∗ These authors contributed equally. Correspondence should be
addressed to K.V. (viebahnk@phys.ethz.ch).

platforms, that is, in the mean-field regime [18, 19] and in
a Fermi-Hubbard system [20]. In both cases, interactions
which exceeded the protecting energy gap caused a sup-
pression of the quantised pumping motion. In general,
theoretical papers have suggested a variety of interaction-
related effects in pumping [21–39]. However, the question
of whether interactions can cause or even stabilise topo-
logical behaviour has largely remained unanswered on the
experimental level [40–51].

Here, we report on the experimental observation of
interaction-induced charge pumping using interacting
fermionic atoms in a dynamically modulated optical lat-
tice. The optical lattice realises a Hubbard model with
modulated hopping matrix elements and onsite poten-
tials. For Hubbard interactions larger than a nonzero
critical value, the atoms exhibit a pumping motion, while
they remain stationary in the non-interacting limit. Our
measurements are consistent with a quantised displace-
ment of the atomic cloud in the first pump cycle, in quan-
titative agreement with time-dependent matrix-product-
state (MPS) simulations [52, 53]. Interestingly, the trans-
ferred charge per pump cycle is half of its usual value in
a non-interacting system, as predicted in Ref. [43], and
the pumping mechanism does not have a classical coun-
terpart. At very large interactions and beyond a second
critical interaction strength, the pumped charge vanishes
again. Crucially, the region with pumping of one charge
per cycle cannot be adiabatically connected to the non-
interacting limit.

Our work establishes an example of topological phase
transitions controlled by the interaction strength. Pre-
viously, topological transitions were observed by tun-
ing external parameters in non-interacting models, such
as inversion-symmetry in the Haldane model [54–56].
The pump involves the physics of the ionic Hubbard
model [57–62], which gives rise to the observed tran-
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sitions. Due to the inherent SU(2) symmetry in the
spin sector, this model possesses a Mott-insulating region
with gapless spin excitations. Since the pump realised
in our experiment traverses through this region, strictly
speaking, there cannot be adiabatic pumping and quan-
tised pumping must eventually break down [32]. Notably,
though, our numerical simulations for realistic conditions
show that the transferred charge in the first pump cycle
remains robust and near-quantised. Moreover, an analy-
sis of correlations shows that initial spin excitations are
converted into defects in the charge sector with a time
delay and therefore do not affect the pumped charge im-
mediately, thus explaining the experimental observation.
Therefore, a Thouless pump in a two-component Rice-
Mele model with Hubbard interactions allows to system-
atically study the coupling between the spin and charge
sectors on experimentally and numerically accessible time
scales.

While many aspects of topological band structures
were realised with optical lattices with engineered gauge
potentials [54, 55, 63], accessing the interacting regime
still poses a significant challenge. The reason is the un-
avoidable heating in a driven many-body system [64, 65]
and the problem of loading the bulk. Therefore, few ex-
periments have explored interacting topological quantum
states [66, 67]. Experiments with Thouless pumps cir-
cumvent these experimental issues and, as we will demon-
strate here, enable the study of interaction effects on the
topology of many-body systems.

II. INTERACTION-INDUCED CHARGE PUMP

The specific Hamiltonian studied in this work is the
Rice-Mele-Hubbard model

Ĥ(τ) = −
∑
j,σ

[
t+ (−1)jδ(τ)

] (
ĉ†jσ ĉj+1σ + h.c.

)
(1)

+∆(τ)
∑
j,σ

(−1)j ĉ†jσ ĉjσ + U
∑
j

n̂j↑n̂j↓ ,

which is parametrised by the time-dependent bond
dimerisation δ(τ) and the sublattice site offset ∆(τ)
[Fig. 1(a)]. The fermionic annihilation and number oper-
ators for spin σ ∈ {↑, ↓} on lattice site j are denoted by
ĉjσ and n̂jσ, respectively. Let us first consider the non-
interacting limit (U = 0) in which the whole parameter
space is spanned by δ and ∆ [Fig. 1(b)]. The relevant
topological invariant for charge pumping is the (charge–)
Berry phase of the lowest band which becomes singular
at the origin of the δ–∆ plane. At half-filling, that is, two
fermions per unit cell, a trajectory enclosing the singular-
ity pumps a total of ∆Q = 2 charges to the neighbouring
unit cell per pump cycle (one spin-↑, one spin-↓). For
trajectories that do not enclose the singularity [Fig. 1(c)]
the pumped charge is zero.

The Rice-Mele model at finite Hubbard U gives rise to
a rich many-body phase diagram at half-filling [32, 43,

∆

δ

∆

δ

∆

δ

∆

δ

(a) (b)

(c) (d) (e)

(f)

U0 Hubbard

∆Q = 2

∆Q = 0 ∆Q = 0∆Q = 1

Dimerisation

Site offset

∆

δ

(i)

(ii)

(iii)

(iv)
(v)

FIG. 1. Topological pumping induced by Hubbard in-
teractions. (a) Dynamically modulated Rice-Mele-Hubbard
model. The bond dimerisation (δ) and the site offset (∆)
are periodically modulated. (b) Pump trajectory centred at
∆ = 0, leading to a pumped charge of ∆Q = 2 for spinful
fermions at U = 0. (c-e) Pump trajectories centred at ∆ > 0.
(c) For vanishing interactions (U = 0) the pumped charge is
zero. (d) A finite Hubbard U causes the splitting of singular-
ities to ∆ ≷ 0, which leads to interaction-induced topological
pumping with ∆Q = 1. (e) Once the Hubbard U is too large,
the pump is rendered topologically trivial. (f) Schematic il-
lustration of the interaction-induced pump on the microscopic
level. The red dot indicates the position of a single singularity
at finite Hubbard U .

57–60, 68, 69]. The phases are governed by the compe-
tition and interplay of the parameters U , δ, and ∆. In
short, the Su-Schrieffer-Heeger (SSH) lattice with ∆ = 0
leads to a dimerised Mott insulator for U ≫ t [68],
whereas the ionic Hubbard model (δ = 0) exhibits band
insulating (∆ ≳ U/2 for U ≫ t) and Mott insulating
(∆ ≲ U/2) phases, with a small dimerised intermediate
phase around ∆ ∼ U/2 [33, 58, 59]. Recent numeri-
cal calculations predict a splitting of the non-interacting
singularity at the origin [(δ,∆) = (0, 0)] into two, for
increasing values of Hubbard U [43]. The new singu-
larities each exhibit a 2π winding of the (charge–)Berry
phase and should thus be amenable to topological charge
pumping in the interacting regime.

The key idea behind interaction-induced pumping is
the following: we choose a pump trajectory centred at a
finite site offset ∆ > 0, which does not enclose the singu-
larity for U = 0. This trajectory is topologically trivial in
the non-interacting limit and transfers ∆Q = 0 charges
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U = 0 U/t = 9.7(5) U/t = 16.1(8)

FIG. 2. Experimental observation of interaction-induced charge pumping. Panel (a) shows a schematic representation
of the experimental pump trajectory (see App. A for details). The singularities are shown as red dots marked (b), (c), and
(d), respectively, for increasing values of Hubbard U , corresponding to the following subplots. (b-d) The scaled centre-of-mass
position (c. o. m.) is plotted as function of time τ for three different values of Hubbard U (b): U = 0, (c): U/t = 9.7(5), and (d):
U/t = 16.1(8). The dashed line in (c) represents a pumped charge of ∆Q = 2, typical for the usual Rice-Mele pump [9, 10, 20].
Data points and error bars correspond to mean and standard error of 40 measurements.

per pump cycle as sketched in Fig. 1(c). Now, we succes-
sively tune the value of Hubbard U until one of the two
singularities (red dots in Fig. 1) moves along the ∆-axis
into the pump trajectory which, in turn, becomes topo-
logically non-trivial. Interestingly, the pumped charge in
this case is expected to be ∆Q = 1, compared to the
usual ∆Q = 2 in the ‘traditional’ trajectory centred at
the origin.

We develop an intuition for the interaction-induced
pump by adiabatically following the ground states in the
interacting Rice-Mele model. Let us start on the left
of the (δ,∆)–plane [Fig. 1(f)] which is characterised by
predominant singlet-correlations along the strong bonds.
Following a hypothetical singlet-pair (marked as (i) and
highlighted in orange) out of the full many-body ground
state, the two atoms are converted into a double occu-
pancy for large sublattice offsets (ii, ∆ > U/2). Sub-
sequently, the double occupancy is converted back to a
singlet (δ > 0), albeit shifted by half a unit cell (iii). In
the last section of the pump trajectory, the pair of atoms
remains in place, leading to an overall shift of half a unit
cell per pump cycle (pumped charge ∆Q = 1 per unit
cell) while the local spin and charge correlations adia-
batically adjust, ensuring return to the initial state (iv
– v). In comparison, a non-interacting atom would only
oscillate to and fro during this process (i – v), leading to
zero net current. Note that the sketch describes an ide-
alised adiabatic situation in which the system remains
in its instantaneous ground state at all times. Specific
aspects of the experiment and of the concrete model can
affect the adiabaticity, which we will address in Sec. V
below.

Crucially, the lattice potential [schematics in Fig. 1(f)]
does not exhibit an underlying ‘sliding lattice’, which is
used in the usual Rice-Mele pump [9, 10, 24]. Instead,
a ‘long’ and a ‘short’ lattice are slowly oscillating with
respect to one another. Consequently, this interaction-
induced pump does not have a classical, non-interacting
counterpart.

III. EXPERIMENTAL REALISATION

We use fermionic 40K atoms in a dynamically con-
trolled optical lattice to realise the Hamiltonian in
Eq. (1). Here, atoms take the roles of pumped charges.
The value of average tunnelling is t/h = 371(19)Hz,
where h is Planck’s constant; the Hubbard U is widely
tuneable via a magnetic Feshbach resonance. The lat-
tice laser setup, derived from a single laser source at
λ = 1064 nm, is described in detail in Ref. [20]. In
short, a combination of standing waves in x–, y–, and
z–directions and a running wave component along the
pumping (x–)direction superimpose to form effectively
one-dimensional tubes of superlattices (size of one unit
cell ≡ d = λ). The relative phase φ between interfering
beams along x and z, as well as the lattice depth VXint

of the interfering x-lattice give independent control over
δ and ∆ (see App. A). Prior to pumping, we maximise
the proportion of doubly occupied unit cells, as described
previously [20], and calibrate this value to be 0.415(8),
independent of the value of Hubbard U , where the num-
ber in brackets denotes the standard deviation. Subse-
quently, pumping is initiated by sinusoidally oscillating φ
and VXint out of phase with respect to one another, caus-
ing the ‘long’ lattice (lattice spacing = d) to periodically
move back and forth over the ‘short’ lattice (lattice spac-
ing = d/2). The trajectory starts at ∆ = 0 and δ < 0,
then crosses the vertical axis at the maximal ∆ above
the singularity, passes below the singularity, and finally
returns to its initial position, as shown in Fig. 2(a). In
order to invert the pumping direction, denoted by neg-
ative time τ in Figs. 2-4, we start on the opposite side
of the vertical axis at δ > 0 and again move upwards to
larger values of ∆. The ‘boomerang’ shape of the exper-
imental pump trajectory is a consequence of having only
two modulation parameters (similar to Ref. [10]). In ad-
dition to varying δ and ∆, the change in lattice potential
leads to a variation in average tunnelling t by as much as
60%, but this variation does not affect any conclusions,
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based on our observations.

In a first experiment, we measure the in-situ centre-
of-mass (c. o. m.) position of the atomic cloud in units
of unit cells (d) as function of time τ . In order to quan-
tify the transferred charge per cycle for doubly-occupied
unit cells, the centre-of-mass displacement is divided by
the independently calibrated filling fraction 0.415(8) de-
scribed above. The pump period is fixed to T = 23 ℏ/t =
10ms, chosen to be much longer than the maximal in-
verse single-particle band gap 1/(1.4 kHz) = 0.7ms. In
the non-interacting limit, we find no significant displace-
ment and a linear fit yields a slope of 0.01(1) d/T . This
reflects the topologically trivial nature of the pump tra-
jectory for U = 0 [Fig. 2(b)]. The situation changes when
performing the same experiment at a Hubbard interac-
tion of U/t = 9.7(5) [Fig. 2(c)]. Here, we measure a
slope of 0.51(4) d/T , consistent with the expected value
of ∆Q = 1 pumped charge per cycle and unit cell in
a quantised, interaction-induced Thouless pump. Com-
pared to a usual ‘Rice-Mele’ pump with ∆Q = 2 and
a measured slope of 1 d/T , as observed in previous ex-
periments [9, 10, 20] and plotted as a dashed line, the
interaction-induced pump transfers only half the amount
of charge. A third experiment, this time at U/t = 16.1(8)
yields no significant displacement [slope = −0.03(7) d/T ],
since the singularity has moved out of the pump trajec-
tory [Fig. 2(d)]. These findings constitute the main qual-
itative result of our experiments.
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FIG. 3. Scan of interaction-induced charge pumping as
a function of Hubbard U . Intermediate interactions lead
to an extended region of interaction-induced pumping with
slopes around 0.5 d/T . The Thouless pump is rendered trivial
for very strong and very weak interactions, in agreement with
theory. Data points denote fitted slopes to time traces such
as those shown in Figs. 2(b)-(d), error bars correspond to the
standard error of the fitted slopes. The ‘gap’ in the data
points around U/t ≃ 6 is due to the use of different hyperfine
mixtures of 40K (App. A). The solid line is a MPS calculation
taking into account the experimental trajectory, as well as the
trapping potential (App. B).
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FIG. 4. Stability of interaction-induced pumping for
different pump periods T . For pump periods longer than
20 tunnelling times, the transferred charge per cycle becomes
largely independent of T , supporting the existence of sta-
ble interaction-induced pumping. For shorter pump periods,
the measured slopes are reduced due to non-adiabatic effects.
Data points and error bars are analogous to Fig. 3.

IV. STABILITY OF THE PUMP

A key aspect of our work is the ability to tune in-
teractions and other external parameters in a controlled
fashion. In a second set of experiments we map out the
parameter regions in which interaction-induced pumping
occurs. Here, we vary the Hubbard U from 0 to 17 t,
fit lines to the data such as Fig. 2, and plot the result-
ing slopes in Fig. 3. From this data we can identify three
distinct regimes. Firstly, we find vanishing displacements
for interaction strengths up to U/t ≲ 6 which matches the
topologically trivial ‘pump’ with zero transferred charge.
Secondly, we observe displacements of roughly 0.5 d/T
for intermediate interactions (6 ≲ U/t ≲ 12), reflecting a
large range of Hubbard U for which interaction-induced
pumping occurs with ∆Q ≃ 1. Thirdly, a re-entrant
phase appears for U/t ≳ 12 when the interactions dom-
inate and the singularity exits the pump trajectory for
strong interactions. This interaction-induced transition
to a topologically trivial situation with ∆Q = 0 (or even
into a nonadiabatic regime) also occurs for other types
of pumps [20], as well as interacting topological insula-
tors [46, 70, 71]. The observed transitions at U/t ≃ 6
and U/t ≃ 12 roughly coincide with the extremal ∆–
values within the pump trajectory, 2∆min/t = 5.4 and
2∆max/t = 12. The scatter in the experimental data is
due to drifts and shot-to-shot fluctuations of the atomic
cloud, as well as our finite imaging resolution. We mea-
sure sub-µm movements on an atomic cloud using an
imaging system with a resolution of only 5µm while the
total cloud diameter is on the order of 25µm.

We compare the experimental data with numerical
simulations using matrix-product states in Fig. 3. These



5

theory calculations were performed with the experi-
mental parameters of the time-dependent Hamiltonian
[Eq. (1)] including the trapping potential. The starting
state was approximated by disjoint singlet states on each
dimer with no long-range correlations, in order to take
our loading protocol and finite temperature into account
(see App. B for details). The results of the U -scan are
plotted as a line in Fig. 3 and we find good agreement
between theory and experiment, within the error bars of
the data points. Smoothening of the topological tran-
sitions is present both in theory and experiment, which
is a result of nonadiabatic effects. The full-width-half-
maximum of interaction-induced pumping plateau is lo-
cated at U/t = 5.8(3) and U/t = 11.5(6), respectively,
which is consistent with the experimental observations.

An important control parameter for adiabatic pumping
is the duration of one pump cycle T , which is investigated
experimentally in the following. Keeping the interaction
strength [U/t = 8.9(4)] and all other experimental pa-
rameters fixed, we vary the pump period T over two or-
ders of magnitude from 2 to 100 tunnelling times (ℏ/t).
The results are plotted in Fig. 4 and the data suggests
that for slow-enough pump periods the measured slope
converges towards the quantised value of 0.5 d/T (dashed
line) and becomes largely independent of T . This obser-
vation supports the conclusion that stable interaction-
induced pumping occurs for a large range of parameters.
The experimental data roughly agree with MPS calcula-
tions (solid line in Fig. 4). For fast pump periods below
20 tunnelling times, the interaction-induced displacement
clearly breaks down due to nonadiabatic effects.

V. DYNAMICS OF SPIN- AND
CHARGE-CORRELATIONS DURING PUMPING

So far, both the experimental data and the MPS simu-
lations demonstrate near-quantised pumping in the first
pump cycle for a range of finite interactions strengths,
neighboured by regions of no pumping at small and large
values of U/t, respectively. Since there are spin-gapless
excitations in the region of a nonzero pumped charge, in
principle, adiabaticity is not guaranteed. We now utilise
numerical simulations to explain, on the one hand, why
the pumping is initially still robust, consistent with the
experimental data, and on the other hand, to develop a
microscopic picture of the evolution of correlations in the
pumping process.

The presence of a sublattice site offset (∆) in the model
gives rise to a coupling of spin- and charge-degrees of free-
dom, which can result in complex many-body dynamics.
In our case, the ionic Hubbard model (δ = 0) [57–60]
is of particular interest due to the presence of two sub-
sequent gap closings in its many-body spectrum. For
concreteness, let us fix the value of U/t and vary ∆. A
gap related to reordering of the charges vanishes only at
the single critical points ∆ = ±∆c which determine the
topology of the charge sector. The spin gap vanishes for
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FIG. 5. Dynamics of pumped charge, charge-,
and spin-correlations computed with time-dependent
Lanczos. (a) Schematic of pump trajectory. The charge-
and spin-gap closings along the ionic Hubbard axis (δ = 0)
are shown in red and orange, respectively. The spin-gapless
line extends from +∆s to −∆s. (b) Exemplary spin exci-
tation (not the lowest), which can prevent further pumping
after one period. (c,d,e) Dynamics of pumped charge, spin
correlator, and charge correlator, respectively, calculated with
Lanczos for L = 10, T = 100ℏ/t, δτ = 0.1ℏ/t and antiperiodic
boundary conditions (see App. B). The blue line corresponds
to counter-clockwise pumping (blue arrow), whereas the grey
lines corresponds to clockwise pumping (grey arrow, plotted
in reverse time −τ for comparison). The crosses in (c) indi-
cate quantised displacement. The orange arrows in (d) denote
the crossing of the spin-gapless line. The black arrows in (e)
denote the crossing of the ∆ = ∆c line. All three grey curves
have been offset on the vertical axis for clarity.

−∆s ≤ ∆ ≤ ∆s, where ∆c −∆s ≲ t [57–60], and we will
call it ‘spin-gapless line’ in the following, denoted by an
orange line in Fig. 5(a). The parameter trajectory for
the interaction-induced pump crosses this line and spin
excitations can occur, in principle, at zero energy cost.

The schematics in Fig. 5(b) illustrate how spin- and
charge-dynamics can become intertwined during the
course of a pump cycle. While not the exact ground state,
it is instructive to start from an anti-ferromagnetically or-
dered state in (i) and incur a spin excitation when cross-



6

ing the spin-gapless line for ∆ < ∆s [see (ii)]. The spin
excitation can take the form of a spin triplet or more com-
plex patterns; here a spin-flip from ↑ to ↓ is shown for
simplicity. In the subsequent half-cycle, two neighbour-
ing spins have to form a double occupancy (∆ > ∆c) in
order to ensure pumping. However, the spin-excited pair
precludes the formation of a double occupancy, thereby
preventing pumping (iii).

In the following we investigate the mechanism de-
scribed above using numerical simulations of pumped
charge per unit cell Q(τ), spin-correlations, as well
as charge-correlations as functions of time, shown in
Figs. 5(c)-(e). Here, we choose an idealised system con-
sisting of ten lattice sites, antiperiodic boundary condi-
tions, and an elliptical pump trajectory in order to draw
generic, qualitative conclusions, leaving out some of the
specifics of our experimental system (see App. B). We
compare two distinct trajectories, both starting on the
left of the (δ,∆)-plane, as shown in Fig. 5(a). The ‘blue’
trajectory crosses the spin-gapless line at τ = 3T/4 while
the ‘grey’ one crosses the spin-gapless line at τ = T/4.
In Figs. 5(c)-(e), the blue trajectory is always plotted
forwards in time (starting from τ = 0) while the grey
trajectory is plotted backwards in time (starting from
τ/T = 1 and offset on the vertical axis) in order to sim-
plify the comparison. The blue trajectory clearly shows
a quantised response (black crosses) for one period, while
the pumped charge is visibly reduced during the second
period. The grey trajectory follows the blue trajectory
for half a period but departs afterwards.

In order to understand the charge dynamics described
previously we now consider the dynamics of spin- and
charge-correlations in Figs. 5(d) and (e). The spin-
correlations visibly start to oscillate when crossing the
spin-gapless line after 3/4 (blue) and 1/4 (grey) of the
pump period (orange arrows). Indeed, the charge dy-
namics remains smooth up until ∆ ∼ ∆c which happens
after 1 (blue) and 1/2 (grey) period, respectively (black
arrows). We can conclude that the spin excitations are
converted to charge excitations with a delay of a quarter
period. Interestingly, this effect is largely independent of
system size, as shown in Fig. A3. To summarise, cross-
ing the spin-gapless line does not necessarily lead to an
immediate breakdown of pumping, but excitations first
have to spread to the charge sector in order to influence
the pumped charge.

The spin-gapless line plays an important role in de-
termining the long-time behaviour of the interaction-
induced charge pump [32]. In the experiment, we observe
a reduction of the pumped charge after the first cycle
(Fig. A2), which could indicate a breakdown of pumping
after one cycle. Indeed, the interplay between spin- and
charge-degrees of freedom implies that the dynamics of
the second and subsequent pump cycles will become in-
creasingly dependent on the precise system parameters,
such as system size and pump trajectory. We investi-
gate these effects using numerical calculations in Fig. A4.
The precise values of the excitation gaps matter crucially,

which can be tuned by modifying the pump cycle and the
driving protocol. Altering the pump trajectory in the
experiment corresponds to including higher harmonics in
the driving waveform which we plan to investigate in the
future.
Similarly, the addition of an Ising-type interaction

term leads to an explicit opening of the spin gap in
the Mott-insulating regime of the ionic Hubbard model,
which can improve the stability of the pump even further
(Fig. A6). Ising-anisotropies have been realised with two-
component bosons [72].
A third approach involves the intermediate (third)

phase in the ionic Hubbard model, called the sponta-
neously dimerised insulator (SDI). The three phases of
the ionic Hubbard model for repulsive interactions are, in
ascending order of ∆, Mott insulator, SDI, and band in-
sulator. The transition from a Mott insulator to the SDI
is accompanied by a spin-gap opening. The transition
from the SDI to the band insulator is due to a crossing
of two ground states with different charge distributions.
Thus, adiabatic pumping could potentially be stabilised
by enlarging the SDI phase and avoiding the Mott in-
sulator altogether. It has been suggested that including
a density-dependent hopping term into the ionic Hub-
bard model can enlarge the SDI phase [73]. A density-
dependent hopping can be engineered by near-resonant
Floquet modulation [74–77].

VI. OUTLOOK

In conclusion, we have experimentally demonstrated
an interaction-induced charge pump using ultracold
fermions in a dynamical superlattice. The observed
transport is consistent with quantised pumping within
a range of repulsive interactions, while it has no classical
counterpart and the pumped charge is zero below a crit-
ical Hubbard U . Pumping of one charge per cycle is not
possible for U = 0, therefore, the pumping protocol is
not adiabatically connected to the non-interacting limit.
Our numerical simulations unveil the mechanism for the
breakdown of adiabatic pumping, in which spin excita-
tions are transferred to the charge sector only later in the
pump cycle.
These results open up multiple avenues for future re-

search into topological many-body systems. For exam-
ple, the presence of trapping potentials in the experiment
could lead to interaction-induced edge physics [78], possi-
bly giving rise to novel topological boundary modes [79].
Novel cooling mechanisms in optical lattices may be en-
abled via density redistribution [80], making use of the
inherent backaction between density and pump-induced
currents in the interaction-induced charge pump. In ad-
dition, the coupling mechanism between spin and charge
degrees of freedom could be harnessed to realise singlet
pumping, in view to realise measurement-based quan-
tum computation [81]. In general, our work establishes
Thouless charge pumping as a promising system to inves-
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tigate interaction-driven physics in topological systems
and topological quantum matter. Having cross-validated
theory and experiment in the limit of one-dimensional
dynamics, the experimental platform can be extended to
two [82, 83] and even three dimensions, eventually ad-
dressing questions beyond the reach of numerical simu-
lations.
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[3] J. K. Asbóth, L. Oroszlány, and A. Pályi, A short course
on topological insulators: band structure and edge states
in one and two dimensions, Lecture notes in physics, Vol-
ume 919 (Springer, Cham, 2016).

[4] N. R. Cooper, J. Dalibard, and I. B. Spielman, Topologi-
cal bands for ultracold atoms, Reviews of Modern Physics
91, 015005 (2019).

[5] J. P. Pekola, O.-P. Saira, V. F. Maisi, A. Kemppinen,
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I. Bloch, A. Eckardt, and U. Schneider, Interaction De-
pendent Heating and Atom Loss in a Periodically Driven
Optical Lattice, Physical Review Letters 119, 200402
(2017).

[65] K. Viebahn, J. Minguzzi, K. Sandholzer, A.-S. Walter,
M. Sajnani, F. Görg, and T. Esslinger, Suppressing Dis-
sipation in a Floquet-Hubbard System, Physical Review
X 11, 011057 (2021).

[66] T.-W. Zhou, G. Cappellini, D. Tusi, L. Franchi, J. Par-
ravicini, C. Repellin, S. Greschner, M. Inguscio, T. Gia-
marchi, M. Filippone, J. Catani, and L. Fallani, Obser-
vation of universal Hall response in strongly interacting
Fermions, Science 381, 427 (2023).
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Appendix A: Experimental details

The time-dependent optical lattice potential is given
by

V (x, y, z, τ) =

− VXIself cos
2(kx+ ϑ/2)

− VXint(τ)Iself cos
2(kx)

− VY cos2(ky)

− VZ cos
2(kz)

−
√
VXint(τ)VZ cos(kz) cos[kx+ φ(τ)]

− IXZ

√
VXint(τ)VZ cos(kz) cos[kx− φ(τ)] ,

(A1)

where k = 2π/λ and λ = 1064 nm. The constant lat-
tice depths [VX, VY, VZ] used in this paper are given by
[7.95(7), 20.08(4), 17.0(1)]ER, measured in units of recoil
energy ER = h2/2mλ2, where m the mass of the atoms.
The values in brackets denote the standard deviations
of the lattice depths over 5700 individual measurements.
Contrary to our previous work [20], the value of VXint(τ)
is time-dependent:

VXint(τ) = V0[1 +A× sin(2πτ/T )] . (A2)

The average lattice depth is V0 = 0.30(2)ER and the am-
plitude is A = 0.67(7). Likewise, the superlattice phase
is time-dependent:

φ(τ) = π/2× [1 + cos(2πτ/T )] . (A3)

The imbalance factors are Iself = 0.98(2) and IXZ =
0.81(2).
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FIG. A1. Experimental pump trajectory. (a) Rice-Mele
parameters as function of time. (b) The ‘boomerang’ pump
trajectory. (c) The single-particle band gap varies during the
course of a pump cycle. Its minimum is 1.4 kHz. All energies
are given in kHz (×h).

The time-dependent lattice parameters VXint(τ) and
φ(τ) lead to a periodic variation of the Rice-Mele parame-
ters δ (dimerisation), ∆ (sublattice site offset), and t (av-
erage tunnelling), as plotted in Fig. A1(a). The resulting

pump trajectory is ‘boomerang’-shaped [Fig. A1(b)]. In
addition, we plot the minimal single-particle band gap
in Fig. A1(c). The minimum band gap of 1.4 kHz can
be used to estimate an adiabatic timescale in the non-
interacting limit. The time-dependence of the average
hopping matrix element t causes a slight shift of the crit-
ical ∆c at a fixed value of U by an amount which is
smaller than t.
A large range of Hubbard U can be accessed by util-

ising the Feshbach resonances in the hyperfine ground-
state manifold F = 9/2 of 40K. For small and inter-
mediate values of U < 6t, we use the mixture mF =
{−9/2,−7/2}. For stronger interactions (U > 7t), we use
the mixture mF = {−9/2,−5/2}. In between the two
ranges there is a small gap in the measured data points
(Fig. 3). The bracketed errors of the values of U/t are
dominated by the statistical uncertainty of 5% in the
value of t.
As described in the main text, we extract the scaled

centre-of-mass position to measure the pumped charges.
In Fig. A2 below we plot the measured dynamics beyond
one pump cycle. The outlier in Fig. A2(a) can be at-
tributed to slow drifts as well as statistical noise. Similar
outliers are responsible for the scatter in Fig. 3 in the
main text. Interaction-induced pumping is evident from
Fig. A2(b), but the slope does not persist beyond one
pump cycle.
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FIG. A2. Measured centre-of-mass displacements for
two pump cycles. The panels show different values of Hub-
bard U/t: (a) 0, (b) 9.7, and (c) 16.

Appendix B: Numerical simulations

1. Real-time simulations

For the theory curves in Figs. 2, 3 and 4, we use a varia-
tional MPS method for ground-state calculations [52, 53]
and time-evolving-block-decimation (TEBD) [84–86] for
the time-evolution. The pumping is always started slowly
via a quadratic ramp-up of the driving to minimise non-
adiabatic effects [87]. In order to make the initial state re-
semble experimentally realistic conditions, we start with
decoupled dimer states. Concretely, we prepare each pair
of two sites (a dimer) in their ground state and then form
a product of such dimers.
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Technically, we start from the ground state for the de-
coupled Hamiltonian

ĤDN
=

∑
(i,j)∈DN

Ĥi,j . (A1)

DN = {. . . , (c−2, c−1), (c, c+1), (c+2, c+3), . . . } is a set
of uncoupled dimer sites centred around site c, such that
we fill N particles in total. Each initial dimer contains 2
particles (one spin-up and one spin-down fermion). c is
chosen to be compatible with the dimerised ground state
of the whole system. We use an open system with size
L = 49, a trap strength of V/t = 0.034 and N = 24
particles. For the ground-state search, we converge the
local density to a tolerance of 10−4. The time-evolution is
carried out using TEBD with a time step of dτ = 0.01/t
(where t is the average hopping rate) and an adaptive
bond dimension with a cutoff of 10−12. The pump cycle
is identical to the experimental one. The pumped charge
is computed from the centre-of-mass displacement of the
cloud.

For Fig. 5, we study a finite system with open-shell
boundary conditions (periodic boundary conditions for a
number of sites L multiple of four, antiperiodic for even
L not a multiple of four) to allow for the resolving of gap
closings. We consider an elliptical pump cycle

(∆/t, δ) = [∆c +R∆ sin(θ), Rδ cos(θ)] , (A2)

with R∆/t = 2.10 and Rδ = 0.88. The time-evolution is
carried out with a time-dependent Lanczos method [88]
with a tolerance of 10−12 and a time-step of dτ = 0.01/t.
The initial state is chosen as the many-body ground state
at θ = 0. The pumped charge is computed as the integral
over the local particle current over one period:

Q(τ) =

∫ T

0

dτ ′
〈
Ĵ (τ ′)

〉
, (A3)

Ĵ =
i

2

∑
j=1,2;α=↑,↓

(
tj ĉ

†
j,αĉj+1,α − H.c.

)
, (A4)

with tj(τ) = t+ (−1)jδ(τ).
In order to explore the breakdown of quantised charge

pumping due to low-lying spin excitations, we calculate
the charge and spin nearest-neighbour correlators:

Cn̂(t) =
1

L
⟨Ψ(t)|

L∑
j=1

n̂j n̂j+1|Ψ(t)⟩ (A5)

CŜ(t) =
4

L
⟨Ψ(t)|

L∑
j=1

Ŝz
j Ŝ

z
j+1|Ψ(t)⟩, (A6)

where n̂j = n̂↑,j + n̂↓,j is the total particle number oper-

ator and Ŝz
j = (n̂↑,j − n̂↓,j)/2 is the total spin projection.

|Ψ(t)⟩ are the time-propagated states.
In the calculations for Fig. 5, we simplify the setup

and discard the trap, the variation of the hopping matrix
element t, and the shape of the pump cycle. As the initial

state, we choose the ground state at the start of the cycle.
We verified that this simplification does not affect the
main qualitative conclusions from Fig. 5.
We next discuss the individual effect of some of the po-

tential sources for nonadiabatic and nonquantised pump-
ing.

2. Effects of trap, particle number and state
preparation

As the experiment works with a harmonic trap, there
are limitations concerning the maximum number of cy-
cles that can be carried out. At the latest, when the
increase of the onsite potential due to the trap over-
comes the required variation of potentials during the
pump cycle, quantised and unidirectional pumping will
break down. However, this happens much later than the
first pump cycle [78].
Another possible source of imperfect pumping could

be the inhomogeneous distribution of particle numbers
in the various one-dimensional systems probed simulta-
neously in our experiment. While it is impossible to sim-
ulate the dynamics of the full distribution for an inter-
acting system with realistic particle numbers, we studied
the behavior when increasing N at fixed trap strength
for the initial state used in the experiment. All other pa-
rameters are kept fixed and correspond to the situation
discussed in the main text in the context of Fig. 3.
Our results are shown in Fig. A3. Clearly, regardless

of how many particles are placed into the trap (as long as
we do not reach the region of a steep potential increase),
during the first three quarters of the pump cycle, the
behavior is largely independent thereof and the particle
number affects the pumped charge only mildly. After
crossing the gapless line, however, the pump efficiency
depends on N , with smaller N being detrimental to ef-
ficient pumping. Notably, the pumped charge quickly
becomes independent of particle number for N ≳ 12 and
the pumped charge converges to a quantised value in the
first pump cycle. Since particle numbers are much higher
in most of the one-dimensional systems realised in the
experiment, we conclude that variations in N can be ex-
cluded as a dominant source of imperfect pumping on the
time scales investigated.
Another potential source of imperfect pumping could

be initial-state-preparation defects, e.g., hole and dou-
blon defects as well as empty unit cells in the string of
dimers. Exemplary simulations show that every string of
dimers pumps independently on the relevant time scales
and hence these defects are not expected to play a crucial
role.

3. Role of the pump cycle

For a strictly adiabatic situation, the choice of the
pump cycle does not matter. In our situation, where
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FIG. A3. Pumping for different particle numbers.
TEBD calculation for a harmonically trapped system with
initial strings of dimer states with different particle numbers
N = 2, 6, 12, and 24. The pump charge is calculated via the
centre-of-mass displacement. Calculated for the experimental
pump cycle with L = 49, U/t = 8, T = 23.3ℏ/t, dτ = 0.1ℏ/t
and V0/t = 0.034.

a spin-gapless region inevitably exists in the thermody-
namic limit, a dependence on details of the pump cycle
is, in principle, expected. Moreover, the experiment op-
erates at a finite entropy density.

For a finite-size system, there is, strictly speaking, no
gapless continuum of spin excitations yet, hence the min-
imum finite-size gap along the pump cycle should matter.
To address this point, we compare the boomerang-shape
pump cycle used in the experiment (including the actual
variation of the average hopping matrix element) to an
elliptical cycle as used for Fig. 5 where we keep the aver-
age hopping matrix element constant, both with N = 10
particles. These simulations are carried out for a closed
system using the time-dependent Lanczos technique for
a slow pumping protocol. We remove the trap to single
out the effect of the minimum gap.

The results presented in Fig. A4 illustrate that during
the first pump cycle, there is no significant difference be-
tween the two pump paths. Beyond that, the behavior
is strongly path-dependent, but not quantised in either
case, yet somewhat larger for the elliptical cycle. This
is reflected in the minimum gaps along the two cycles,
which are ∆Eexp = 0.04t, ∆Eellip = 0.18t.

One may further wonder about the effect of total par-
ticle number at fixed filling. For the elliptical cycle with
N = L = 6 and 10, the respective minimum gaps are
∆EL=6 = 0.28t, ∆EL=10 = 0.18t, respectively. Consis-
tently, the pump efficiency for L = 10 is much worse than
for L = 6 (results not shown).

4. Effect of dimer initial state instead of ground
state.

In the experiment, the loading scheme leads to an
initial state that can be approximated by a product of
dimers, each with two particles and in their ground state.
We compare pumping starting from either this state or
the ground state, from the same point in the pump cycle.
The results of time-dependent Lanczos calculations are
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FIG. A4. Pumping with different trajectories and
system sizes. Time-dependent Lanczos calculation of the
pumped charge Q(τ) in an open-shell antiperiodic system,
started from the ground state. Experimentally realised pump-
cycle (‘exp’) and elliptical pump cycle (‘ellip’) L = 10.
U/t = 10, dτ = 0.01ℏ/t, T = 100ℏ/t.
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FIG. A5. Starting from the ground state versus dimer
state. Difference of the pumped charge between a pump
starting from the ground state (Qgs) and one starting from
the dimer state (Qdim) for the experimental and the elliptical
pump cycle, L = 6, U/t = 10, dτ = 0.01ℏ/t and T = 100ℏ/t.

shown in Fig. A5. The difference in the pumped charge
is initially small yet increases significantly once the min-
imum gap is crossed. The comparison between the two
different pump cycles – experimental versus elliptical one
– shows that the former leads to smaller differences in the
first pump cycle because the starting point has a larger
value of δ and therefore a stronger dimerization.
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FIG. A6. Pumping with an additional interaction
term. Time-dependent Lanczos calculation of the pumped
charge Q(τ) from the ground state in an open-shell an-
tiperiodic system for the experimentally realised pump-cycle,
L = 10, U/t = 10, dτ = 0.01ℏ/t, T = 100ℏ/t and two differ-
ent Ising-coupling strengths (J = 0 and J = 2t).
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5. Improving the robustness of the
interaction-induced pump via opening the spin gap

As already discussed in Ref. [43], the SU(2) symmetry
of the ionic Hubbard model can be lifted by various per-
turbations which at the same time gap out the spin sec-
tor. This leads to robust quantised pumping over many
cycles.

We here demonstrate that this prediction remains valid
also for the experimental pump cycle, by adding an Ising
interaction to the Hamiltonian (other examples were

studied in Ref. [43]):

ĤZ = J

L∑
j=1

Ŝz
j Ŝ

z
j+1. (A7)

The comparison between a simulation with and without
this Ising term is shown in Fig. A6. The results estab-
lish that opening the spin gap significantly stabilises the
pump, leading to robust pumping for many pump cycles
compared to the bare Rice-Mele-Hubbard model.





8 Finite temperature pumping in the
Rice-Mele Hubbard model

In this chapter I will present initial results for work-in-progress project on finite-
temperature pumping in the Rice-Mele-Hubbard model. The model is the same as
in section 7.1:

ĤRM =
∑
〈i,j〉,σ

−J
(
1 + (−1)iδ(t)

) (
ĉ†i,σ ĉj,σ + h.c.

)
(8.1)

+∆(t)
∑
j

(−1)jn̂j + U
∑
j

n̂j,↑n̂j,↓, (8.2)

where ĉ†i,σ (ĉi,σ) indicate the fermionic creation (annihilation) operators for a spin
σ ∈ {↑, ↓}, ∆ denotes the staggering amplitude and δ is the hopping-dimerization param-
eter. U is a Hubbard interaction as before.

In the last chapter, I have showcased the zero-temperature properties of this model. In
particular for repulsive interaction, two critical points are formed that allow for charge
pumping when being encircled. Surrounding a single critical point, the pumped charge
is quantized until the Mott-BI transition is crossed after crossing the spin-gapless line
at δ = 0. Surrounding both points, we recover the Rice-Mele pump with topologically
protected quantized charge transport for many cycles. Here, we start considering finite-
temperature properties of this system. Ultracold quantum gases have a non-negligible
temperature in units of the Fermi energy [228], which makes understanding the finite-
temperature effects on the quantized particle transport in charge pumps experimentally
relevant.

Finite temperature leads to an occupation of all energy states in a thermal density
matrix according to

ρT =
∑
α

exp(−βEα) |α〉 〈α| , (8.3)

with β being the inverse temperature. Eα and |α〉 are the energies and corresponding
many-body eigenstates of the system. For a non-interacting Rice-Mele model, the
occupations can be calculated analytically [56] according to nTα,k = tanh (−βE0,k(0))nα,k+

e
βE0,k(0)

2 cosh
(
−βE0,k(0)

) . This leads to non-quantized charge pumping for finite temperatures.
More concretely, the pumped charge decreases as a function of temperature due to
thermal holes [48].

Understanding the finite-temperature properties is very relevant in ultracold-atomic
systems, where the temperatures are on the order of 1/10 of the hopping integral, even in
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the coldest systems so far realized [228]. The quantum mechanical evolution of the density
matrix remains relevant, however, because despite their relatively high temperature, their
time-evolution can still be regarded as unitary. Several approaches have been introduced
to extend the theory of geometric phases to the finite-temperature setting, such as
the Uhlmann phase [138, 145], which is applicable for open quantum systems and the
ensemble-geometric phase (EGP) [141, 144]. The EGP can be regarded as an extension
of the Berry phase since it reproduces the Berry phase in the zero temperature limit.
The EGP is defined via the exponentiated position operator similarly to the many-body
polarization [141]:

ϕE = Im ln〈ei
2π
L
X̂〉. (8.4)

Crucially, the EGP has been shown to give the same result as the T = 0 Berry phase in the
thermodynamic limit and below a critical temperature Tc, which has even been extended
to interacting systems [144]. It is generally accepted that the EGP has no one-to-one
connection to the pumped charge, as the latter is the expectation of a two-point correlator,
while the EGP for finite temperature has beyond-two-body terms. Nevertheless, the EGP
has been claimed to be experimentally measurable using interferometry experiments [141].
While this means that measurements in usual charge pump experiments are not expected
to directly correspond with the EGP, it is however still relevant to understand the effect
of finite-temperatures on Thouless pumps, especially in the many-body context.

In fig. 8.1 EGP of model eq. (8.1) is shown for the inverse temperatures βJ = 0.1 (a)
and βJ = 10 (b) for L = 4 and U/J = 10. The critical points along the δ = 0 axis are
clearly shifted for larger temperature. Additionally, the transition of the EGP along
the horizontal line crossing the critical point becomes sharper. One might therefore
expect there to be noticeable differences in the pumped charge. When centering the
pump cycle around the origin, one might expect an additional signature in the drop of
quantized charge pumping when the critical points have moved out of the pump cycle
due to temperature. On the other hand, one might ask if temperature-induced pumping
is possible in a similar manner as the interaction-induced pumping of section 7.3.

We fix the pump cycle

δ(t) = δ0 cos(ωt), (8.5)
∆(t) = ∆0 sin(ωt) + ∆c (8.6)

for L = 6 and U/J = 10, Rδ = 0.88, R∆ = 2.10J and consider the Rice-Mele case
(∆c = 0) and the shifted case (∆c = 4J). The pumped charge ∆Q,α is then calculated
for each eigenstate α (with initial eigenenergy Eα) individually and averaged according
to the finite-temperature distribution:

〈δQ〉T =
1

Z

∑
α

〈α|e−βEα∆Q,α|α〉, (8.7)
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Figure 8.1: Ensemble geometric phase (EGP) for model eq. (8.1) for L = 4, U/J = 10.
The critical points move away from the origin as the temperature is increased
from β = 10 (b) to β = 0.1 (a).

with Z =
∑

α e
−βEα . We also compute the many-body gaps given by

∆EI = E1(N,SZ = 0)− E0(N,SZ = 0) (8.8)
∆EC = [E0(N + 2, SZ = 0) + E0(N − 2, SZ = 0)− 2E0(N,SZ = 0)] /2 (8.9)
∆ES = E0(N,SZ = 1)− E0(N,SZ = 0), (8.10)

where Eα denotes the α’th excitation energy in the symmetry sector given by N and SZ
with α = 0 being the ground-state. N = N↑ +N↓ is the total particle number and SZ is
the total spin projection.

The results for the pumped charge are plotted in fig. 8.2 for the Rice-Mele (a) and
shifted (b) cycle. The inverse minimum many-body gaps along the pump cycle are also
shown. For small temperature, the results agree with what has been shown in sections 7.1
and 7.3. For temperatures on the order of the tunneling rate J , the pumped charge
drops noticeably. The gaps along the Rice-Mele pump cycle line up with the onset of
non-quantized charge pumping. In the shifted case, the internal and spin gaps show a
similar form of the breakdown of quantization, which is asymmetric and occurs for lower
temperatures at larger U . However, the inverse spin and internal gaps do not predict the
inverse temperature β of the breakdown of charge pumping in this case, instead it seems
to be controlled by the inverse charge gap.

We repeat the computation of the pumped charge along vertical cuts at fixed U
(indicated by the black arrows in fig. 8.2) and vary the pump period T . The results are
plotted in fig. 8.2 for the Rice-Mele (c) and shifted (d) case. As a function of period
T , the temperature dependence is homogeneous and the onset of non-quantized charge
pumping occurs at βJ ≈ 1 for a range of pumping periods. For the shifted case, this
onset is more skewed and occurs for lower temperature when pumping faster. Generally,
the shifted pump cycle shows a slower convergence with respect to the pump period,
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8 Finite temperature pumping in the Rice-Mele Hubbard model

as is expected due to the gapless nature that was discussed at length in section 7.3. In
conclusion, we observe no temperature-induced pumping in the system studied here.
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Figure 8.2: Finite-temperature charge pumping. The pumped charge per cycle ∆Q is
plotted for the Rice-Mele (a,c) and shifted (b,d) pump cycles as a function of
inverse temperature β and interaction strength U (a,b), as well as the pump
period T (c,d). Calculated via exact diagonalization for L = 6.
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9 Conclusion
A topological charge pump, also called Thouless pump [44], is a dynamical, one-
dimensional equivalent to the quantum Hall effect [2], in which charges are pumped in
integer-quantized numbers across the system upon a time-periodic, slow modulation
of system parameters. This charge transport is topologically robust and equal to a
topological invariant, the Chern number. Hence, it is not dependent on a fine-tuning
of experimental parameters and instead a generic property of a large class of systems,
which can be subject to disorder, many-body interactions or an environment coupling.

The aim of this thesis was to gain insight into quantized charge transport in topological
Thouless pumps in optical lattices within the platform of ultracold atomic systems [23, 25].
Particular focus was set on experimentally realistic conditions in this setting, such as
on-site potential disorder, loss of adiabaticity due to finite pumping speeds, the loss of
energy to an environment and finite temperatures. Another goal was researching the
possibility of novel topological pumps that are driven by many-body interactions and that
have no non-interacting counterpart. The studies have been carried out using numerical
techniques.

These objectives have been achieved as evidenced by the four scientific projects that
are highlighted in this thesis. The Rice-Mele model [132], a one-dimensional tight-binding
chain subject to a time-dependent staggered potential and a dimerized hopping, is used
as a basis in all results highlighted here.

In the first publication, we studied a non-interacting Rice-Mele model subject to
a static, uncorrelated, bounded, diagonal disorder. We did so by characterizing the
topological pumping with a multitude of instantaneous measures, such as the local Chern
marker [162], the energy gap, the many-body polarization [301], and the entanglement
spectrum [267, 53]. Additionally, we performed a full-time simulation of the pumped
charge, taking into account a finite pumping speed. We observe a breakdown of quantized
charge pumping beyond a critical disorder strength, in the form of a decreasing, non-
quantized pumped charge. The instantaneous measures above all agree with the onset
of this breakdown, which happens inside the Anderson localized regime. We find that
the disorder-averaged gap is not well-suited to predict the critical disorder strength
in finite systems, as found in optical lattice experiments [33, 34, 67, 38]. Instead, the
full distributions of the energy gap have to be taken into account: At the transition
point, the distributions go from a Gaussian to an exponential distribution, most easily
seen by looking at the most likely energy gap becoming zero. Both the many-body
polarization and the entanglement spectrum show discontinuities in single disorder
realizations. The former is not practical to determine the disorder averaged breakdown
point, as these discontinuities appear at random points along the pump cycle. The
many-body polarization, albeit having a similar problem, can be analyzed in a disorder
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average by deploying a circular mean, and this mean becomes discontinuous at the critical
disorder strength. The local Chern marker promises to give the most positionally resolved
information about the quantized charge transport in a disordered system. A local Chern
marker that exceeds unity at a single site signifies an adiabatically pumped charge per
cycle across this site that exceeds one. These fluctuations average out in the quantized
regime, but non-quantized pumping necessarily requires an asymmetric distribution of
local Chern marker deviations. The skewness of the distribution of these deviations from
unity have the clearest signature for the onset of non-quantized pumping. However, one
shortcoming of this approach is that it is unclear, whether non-local processes, such
as those reported in [302] play a role in disordered charge pumps. Future research
should consider studying the adiabatic pumping of single, localized particles. As one
adiabatically modulates the system parameters, it is expected that a distant site becomes
energetically favorable and the particle jumps to this site, which constitutes a non-local
process. However, it is unlikely that these non-local jumps are observable in experiments
or simulations with finite-pumping speed, as the relevant timescale is likely exponentially
large [54]. Experiments along these lines have recently been performed, and no non-local
processes have been observed [259, 236].

Another avenue for further investigation is to connect these results to the Floquet
picture given in [58]. There, the authors showed a surprising link between a localization-
delocalization transition of Floquet states indicating the breakdown of Thouless pumping
due to disorder. In general, I recommend further investigations of charge pumps in the
Floquet picture, as it is the most natural formulation of the time-periodic modulation in
these systems, although the extension of the Floquet picture to many-body interacting
systems is non-trivial due to heating. A particularly interesting prospect is the interplay
between Thouless pumping in interacting, disordered systems, due to the highly debated
many-body localization [269, 270]. In principle all measures used here can be employed for
a many-body system. Especially the entanglement spectrum, the many-body polarization
and the pumped charge can easily be calculated, while the local Chern marker has also
been recently extended to the many-body context [303].

In the second publication of this thesis, we coupled the Rice-Mele model to a phononic
bath using a Holstein coupling [177] in a classical approximation. The main motivation
was that this is the easiest environment that can be coupled to a charge pump such that
the entire system is still closed. The phonons have been treated with a semiclassical
multitrajectory Ehrenfest method [178, 179, 180, 243]. As the electronic system is pumped,
energy is exchanged with the phonon sector and the number of phonons increases initially.
We find an intriguing resonance phenomenon, where the energy of the phonon sector
increases until the topological charge transport breaks down. This happens when the
phonon frequency is tuned to the pumping frequency and happens at any finite electron-
phonon coupling. We employed an effective pumping path constructed out of disorder
averaged potential terms arising from the phonon coupling in the Ehrenfest method, the
winding of which accurately describes the quantized charge transport, its direction and
its eventual breakdown due to the closing of the single-particle electron gap. The same
approach was used to show that away from the resonance condition, quantized charge
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pumping remains robust below a critical electron-phonon-coupling strength.
An obvious next step is to treat the phonon sector fully quantum mechanically. While

the multitrajectory Ehrenfest method is expected to give accurate results in our regime
of slow phonons, it is interesting to see to what degree and with what mechanism the
mostly classical resonance phenomena observed in our project carry over to the quantum
case. In this context one should also consider many-body interacting Thouless pumps
coupled to quantum mechanical phonons. Here, the phonons can be treated effectively
using matrix-product-state methods [283, 280, 304]. On the one hand, interacting charge
pumps are interesting in their own right and can lead to surprising new phenomena, such
as new kinds of topological pumps that are not connected to non-interacting versions, as
showcased in the projects of sections 7.1 and 7.3. On the other hand, one might also find
connections to many-body localization [270, 269], since the classical phonons effectively
realize a time-dependent disorder potential for the electrons. To what degree this carries
over to quantum-phonons is an interesting avenue to explore.

The half filled Holstein model (spinless fermions coupled to quantum mechanical
phonons locally) is also known to host a charge-density wave with a many-body gap
mediated by polarons [305, 306, 307, 280]. It is interesting to see whether the polarons
as composite particles of electrons and phonons can inherit the topological character of
the electrons, similar to how topological pumping of bound bosonic pairs has recently
been reported [62]. Finally, one might also consider phonons with dispersion. Letting
phonons carry energy across different sites in this way might make the phonon sector
topological. A similar situation has been reported recently in a Su-Schrieffer-Heeger
model that interacts with a trivial subsystem [284].

As a last comment, let me stress that phonons are not easily realizable in ultracold
atoms. Apart from the purely theoretical considerations, they might become important in
real materials. The Rice-Mele model is hard to engineer in real materials, as in a crystal,
control over dimerized hoppings and staggered potentials in a time-dependent way is
challenging. In semiconductor nanowires, a superlattice can in principle be engineered
via folding, and the time-dependent Hamiltonian terms can be achieved through time-
dependent Zeeman fields [59]. One might also use alternative models for Thouless pumps
that do not need these features. A Thouless pump in the form of a Laughlin pump has
recently been experimentally reported in a topological insulator system [308].

The last three projects concern topological charge pumping in a many-body interacting
two-component fermionic system. The model is constructed by considering two Rice-Mele
models for the two spin flavors and coupling them via an on-site Hubbard interaction. For
the non-interacting model, the single-particle gap closing at zero hopping dimerization
and potential offset constitutes a critical point, around which the Zak phase winds around.
Exactly one particle per spin is pumped through the system per pump cycle around this
degeneracy. We have shown that by adding a repulsive Hubbard interaction, the critical
point is split into two critical points that move apart on the staggered-potential axis
with increasing interaction strength. For an origin-centered pump cycle, the quantized
pumping of charge of the Rice-Mele pump needs to encircle both points, and the crossing
of the critical points out of the pump cycle predicts the transition from a non-trivial to a
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trivial pump. This situation has been reported before in [150] and has also been measured
experimentally in [38], where it was described as a breakdown of quantized pumping
due to many-body interactions. Our work sheds new light on the fact that a topological
phase transition from a non-trivial to a trivial pump occurs as the critical points exit
the pump cycle, which is confirmed via the many-body polarization. Furthermore, we
have calculated the pumped charge for the origin-centered and a shifted pump cycle via
time-dependent matrix-product-state methods. We argue that the loss of topological
quantization as reported in [150] and measured recently in [38] results from the crossing
of a spin-gapless line of the ionic Hubbard model [189, 190, 191, 192, 193, 194, 195, 196],
which is hidden during the initial pump cycle and should only manifest in experiments in
later cycles. We have shown that gapping out this line via either a staggered magnetic
field or an Ising-interaction term, the pumping around a single critical point is quantized
and robust, and that such a pumping scheme pumps one out of two particles as opposed
to two in the Rice-Mele pump.

Following this paper, we have collaborated with experimentalists from [38] to show
the possibility of an interaction-induced pump in this system. Fixing the shifted pump
cycle such that initially no critical points are encircled, the Hubbard interaction strength
is ramped up. As the critical points move inside the pump cycle, a finite pumped
charge is measured for the first pump cycle, which is consistent with the quantized value
of one charge per cycle. We have numerically simulated this situation by considering
experimental effects such as a confining potential, the loading scheme, finite pump speeds
and the shape of the pump cycle. Beyond the first pump cycle, the measured pumped
charge drops significantly due to the crossing of the spin-gapless line. We have analyzed
this loss of adiabaticity by calculating the charge-charge and spin-spin-correlators. Upon
crossing the spin-gapless line, the spin sector immediately excites, while the charge sector
remains adiabatic. Only when spin excitations are present can the charge sector be
excited upon crossing from the Mott regime to the band-insulating regime. This explains
both the measured and numerically reported quantization of pumped charge for the first
cycle and the breakdown of charge transport in later cycles.

Theoretically, the spontaneously dimerized phase (SDI), which lies in between the
Mott insulator and the band insulator of the ionic Hubbard model, is an interesting
focus of future research. The SDI phase is gapped in the spin and charge sector and
thus should allow for robust pumping. In [150], fractional pumping through the SDI
phase has been reported in an open system. We have tried calculating the pumped
charge when pumping through the SDI phase, but finite-size effects, due to the SDI
phase being close to the critical points, have made a proper analysis difficult. Recently,
it has been proposed [309] to increase the size of the SDI phase via a density-dependent
hopping, something that could in principle be done in ultracold atom experiments. Such
gap-opening terms make this system robust and a genuine interaction-induced topological
pump. Beyond the theoretical interest of interaction-induced pumps, which can connect
different symmetry-protected phases [310], this could set the stage for experimental studies
of interaction-induced pumping of boundary modes in a harmonic trap [311], topologically
protected density distribution [312] and the selective pumping of spin-singlets [313].
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Finally, I have presented preliminary data for a further project on finite-temperature
effects in the interacting Rice-Mele model. The analysis is based on the ensemble
geometric phase (EGP)[141, 146] which is a finite-temperature generalization of the Berry
phase. We find that the critical points of the EGP shift as a function of temperature in a
similar way to the critical points shifting at zero temperature as a function of interaction
strength. It is an open question, whether this might lead to temperature-induced pumping.
In general, finite temperature pumping is necessarily dependent on details such as the
initial state and the shape of the pump cycle, as excited states which all contribute in a
finite-temperature average are never adiabatic. Instead we have focused on numerically
calculating the concrete effects that finite temperature has on relevant quantum gas
experiments. For both interacting Rice-Mele pumps and the interaction-induced pump,
finite temperature leads to a breakdown of quantized pumping. The transition from finite
pumping to no pumping seems to be given by the size of the charge gap, which is open
for both cases, while the spin-gap seems to control the details of the breakdown.
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Chapter 5

The data and the git repository is stored in the archive server of the GWDG Göttingen
(”/usr/users/a/bertok/charge-pump-disorder.tar.bz2”).
The plot data of the publication can be found at https://arxiv.org/abs/2010.15249.
The git repository is also stored at
https://gitlab.gwdg.de/bertok/charge-pump-disorder. Eric Bertok and Fabian Heidrich-
Meisner have maintainer access.

Chapter 6

The data is stored in the 10-Year-archive of the Institut für Theoretische Physik, Georg-
August-Universität Göttingen (”/usr/users/a/mondal1/MTE_pumping_New.zip” and
”/usr/users/a/mondal1/MTE_pumping_Old.zip”).
The plot data of the publication can be found at https://arxiv.org/abs/2209.06124.
The git repository is stored at
https://gitlab.gwdg.de/suman.mondal/rice_mele_holstein_mte. Suman Mondal and
Fabian Heidrich-Meisner have maintainer access.

Chapter 7

Sec. 7.1

The data and the git repository is stored in the 10-Year-archive of the Institut für Theoretis-
che Physik, Georg-August-Universität Göttingen (”/net/theorie/rocks/eric.bertok/10-
Years-Archive/mps-charge-pump”).
The plot data of the publication can be found at https://arxiv.org/abs/2204.14144.
The git repository is also stored at
https://gitlab.gwdg.de/bertok/mps-charge-pump. Eric Bertok and Fabian Heidrich-
Meisner have maintainer access.

Sec. 7.3

The data and the git repository is stored in the 10-Year-archive of the Institut für Theoretis-
che Physik, Georg-August-Universität Göttingen (”/net/theorie/rocks/eric.bertok/10-
Years-Archive/mps-charge-pump”).
Upon publication, the plot data of the publication will be uploaded to the ETH research
collection (”https://www.research-collection.ethz.ch/”). The git repository is also stored
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at
https://gitlab.gwdg.de/bertok/mps-charge-pump. Eric Bertok and Fabian Heidrich-
Meisner have maintainer access.
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