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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ab</td>
<td>Antibody</td>
</tr>
<tr>
<td>AD</td>
<td>Alzheimer's disease</td>
</tr>
<tr>
<td>amu</td>
<td>Atomic mass unit</td>
</tr>
<tr>
<td>AS</td>
<td>Aperture slit</td>
</tr>
<tr>
<td>BIC</td>
<td>Bicuculline</td>
</tr>
<tr>
<td>BHK</td>
<td>Baby hamster kidney cells</td>
</tr>
<tr>
<td>CCC</td>
<td>Cross correlation coefficient change</td>
</tr>
<tr>
<td>CCD</td>
<td>Cross correlation difference</td>
</tr>
<tr>
<td>CL</td>
<td>Cardiolipin</td>
</tr>
<tr>
<td>CLEM</td>
<td>Correlated light and electron microscopy</td>
</tr>
<tr>
<td>CLEM-SIMS</td>
<td>Correlated light, electron microscopy and secondary ion mass spectrometry</td>
</tr>
<tr>
<td>CNS</td>
<td>Central nervous system</td>
</tr>
<tr>
<td>CuAAC</td>
<td>Copper(I)-catalyzed azide-alkyne cycloaddition</td>
</tr>
<tr>
<td>DAG</td>
<td>Diacylglycerols</td>
</tr>
<tr>
<td>DMEM</td>
<td>Dulbecco's modified eagle medium</td>
</tr>
<tr>
<td>EM</td>
<td>Electron microscopy</td>
</tr>
<tr>
<td>ES</td>
<td>Entrance slit</td>
</tr>
<tr>
<td>FA</td>
<td>Fatty acid</td>
</tr>
<tr>
<td>GA</td>
<td>Glutaraldehyde</td>
</tr>
<tr>
<td>GCIB</td>
<td>Gas cluster ion beams</td>
</tr>
<tr>
<td>GFP</td>
<td>Green fluorescent protein</td>
</tr>
<tr>
<td>GL</td>
<td>Glycerolipid</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian mixture model</td>
</tr>
<tr>
<td>GP</td>
<td>Glycerophospholipid</td>
</tr>
<tr>
<td>HBSS</td>
<td>Hanks' Balanced Salt Solution</td>
</tr>
<tr>
<td>hAbs</td>
<td>Heavy chain antibodies</td>
</tr>
<tr>
<td>HEPES</td>
<td>(4-(2-hydroxyethyl)-1-piperazinethanesulfonic acid)</td>
</tr>
<tr>
<td>HPG</td>
<td>Homopropargyl-l-glycine</td>
</tr>
<tr>
<td>IC</td>
<td>Independent component</td>
</tr>
<tr>
<td>ICA</td>
<td>Independent component analysis</td>
</tr>
<tr>
<td>iKO</td>
<td>Inducible knockout mice</td>
</tr>
<tr>
<td>IMS</td>
<td>Imaging mass spectrometry</td>
</tr>
<tr>
<td>IP3</td>
<td>Inositol triphosphate</td>
</tr>
<tr>
<td>ITO</td>
<td>Indium tin oxide</td>
</tr>
<tr>
<td>LMIG</td>
<td>Liquid metal ion guns</td>
</tr>
<tr>
<td>m/z</td>
<td>Mass to charge ratio</td>
</tr>
<tr>
<td>MAG</td>
<td>Monoacylglycerols</td>
</tr>
<tr>
<td>MBP</td>
<td>Myelin basic protein</td>
</tr>
<tr>
<td>MRP</td>
<td>Mass resolution power</td>
</tr>
<tr>
<td>MS</td>
<td>Mass spectrometry</td>
</tr>
<tr>
<td>MVA</td>
<td>Multivariate analysis</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>NanoSIMS</td>
<td>Nano-scale secondary ion mass spectrometry</td>
</tr>
<tr>
<td>Nb</td>
<td>Nanobody</td>
</tr>
<tr>
<td>NBCC</td>
<td>Neighborhood cross-correlation coefficient</td>
</tr>
<tr>
<td>PA</td>
<td>Phosphatidic acid</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate buffered saline</td>
</tr>
<tr>
<td>PC</td>
<td>Phosphatidylcholines</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal component analysis</td>
</tr>
<tr>
<td>PD</td>
<td>Parkinson’s disease</td>
</tr>
<tr>
<td>PE</td>
<td>Phosphatidylethanolamine</td>
</tr>
<tr>
<td>PFA</td>
<td>Paraformaldehyde</td>
</tr>
<tr>
<td>PG</td>
<td>Phosphatidylglycerol</td>
</tr>
<tr>
<td>PI</td>
<td>Phosphatidylinositol</td>
</tr>
<tr>
<td>PIP</td>
<td>Phosphoinositide</td>
</tr>
<tr>
<td>PK</td>
<td>Polyketide</td>
</tr>
<tr>
<td>PKC</td>
<td>Protein kinase C</td>
</tr>
<tr>
<td>PNS</td>
<td>Peripheral nervous system</td>
</tr>
<tr>
<td>POI</td>
<td>Protein of interest</td>
</tr>
<tr>
<td>ppb</td>
<td>parts per billion</td>
</tr>
<tr>
<td>ppm</td>
<td>parts per million</td>
</tr>
<tr>
<td>PR</td>
<td>Prenol</td>
</tr>
<tr>
<td>PRK</td>
<td>Propargyl-l-lysine</td>
</tr>
<tr>
<td>PS</td>
<td>Phosphatidylserine</td>
</tr>
<tr>
<td>pti</td>
<td>Post tamoxifen injection</td>
</tr>
<tr>
<td>PUFA</td>
<td>Polyunsaturated fatty acid</td>
</tr>
<tr>
<td>RF</td>
<td>Radio frequency</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of interest</td>
</tr>
<tr>
<td>RT</td>
<td>Room Temperature</td>
</tr>
<tr>
<td>sdAb</td>
<td>Single domain antibody</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscopy</td>
</tr>
<tr>
<td>SILAC</td>
<td>Stable isotope-labeled amino acids</td>
</tr>
<tr>
<td>SIMS</td>
<td>Secondary ion mass spectrometry</td>
</tr>
<tr>
<td>SL</td>
<td>Saccharolipid</td>
</tr>
<tr>
<td>SM</td>
<td>Sphingomyelin</td>
</tr>
<tr>
<td>SP</td>
<td>Sphingolipid</td>
</tr>
<tr>
<td>ST</td>
<td>Sterol</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission electron microscopy</td>
</tr>
<tr>
<td>TG</td>
<td>Triacylglycerol</td>
</tr>
<tr>
<td>TOF</td>
<td>Time of flight</td>
</tr>
<tr>
<td>TTX</td>
<td>Tetrodotoxin</td>
</tr>
<tr>
<td>UAA</td>
<td>Unnatural amino acid</td>
</tr>
<tr>
<td>VH</td>
<td>Variable domain of the heavy chain</td>
</tr>
<tr>
<td>VHH</td>
<td>Variable domain of the hcAbs / Nanobody</td>
</tr>
<tr>
<td>VL</td>
<td>Variable domain of the light chain</td>
</tr>
<tr>
<td>YFP</td>
<td>Yellow fluorescent protein</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

1.1 GENERAL INTRODUCTION

1.1.1 Thesis structure

Since the work here included comprehends different projects that are not directly related, this thesis has been divided in four aims:

Aim I: Study of the plasma membrane lipid distribution on hippocampal neurons with ToF-SIMS

Aim II: Dual probes for biological studies

Aim III: Study of the myelin turnover combining electron microscopy and secondary ion mass spectrometry

Aim IV: Correlative fluorescence microscopy, transmission electron microscopy and secondary ion mass spectrometry (CLEM-SIMS)

Within each main section (1. Introduction, 2. Material and methods, 3. Results and 4. Discussion), a subsection that describes the particular details of each aim can be found.

1.1.2 Secondary Ion Mass Spectrometry

Mass spectrometry (MS) is an analytical technique that allows the sorting of ions according to their mass-to-charge ratio (m/z). MS is used in many different fields to analyze the chemical composition of pure samples as well as highly complex mixtures. The obtained mass spectra can describe the molecular, elemental, and isotopic composition of the samples.

Secondary ion mass spectrometry (SIMS) is an MS technique used to determine the chemical composition of solid samples and thin films. To obtain the secondary ions, SIMS instruments bombard the surface of the sample with a highly focused beam of ions (in a range from < 1 to tens of keV). The impact of this primary ion beam produces the emission of secondary particles; neutral molecules, atoms, and ions (Figure 1). Due to their charge, only the secondary ions can be extracted and driven through a mass analyzer. In this section of the mass spectrometer, they are sorted accordingly to their mass to charge ratio (m/z) while their abundance is recorded. Determining in this way the elemental, isotopic, or molecular composition of the analyzed surface.
Figure 1. **Secondary Ion Mass Spectrometry principle.** The primary ion beam sputters the sample surface producing secondary particles, which include neutrals and ions. The secondary ions are then extracted into the mass spectrometer. Figure adapted from Agüi-Gonzalez et al. (2019), courtesy of the Royal Society of Chemistry.

According to their components and arrangement, there are multiple SIMS modalities. Across different SIMS instruments, the main differences are related to the primary ion sources and the type of mass spectrometers. Presenting different advantages and disadvantages, each configuration is useful to collect particular ranges of secondary ion species, achieving different levels of sensitivity, transmission, mass, and spatial resolutions (Gorman and Kraft 2020).

### 1.1.3 SIMS Modes

All SIMS techniques require the sputtering of secondary particles from the sample surface which are later analyzed by a mass spectrometer. However, depending on the level of destruction and chemical damage (fracture of the molecules in smaller fragments), SIMS techniques are divided in two modes: static and dynamic.

#### 1.1.3.1 Static mode

The primary ion dose remains below the static limit ($10^{13}$ ions/cm$^2$) (Massonnet and Heeren 2019). This dose causes just a small chemical damage since less than 1 % of the surface particles receive an impact. This mode ensures that the chemical information is obtained from an almost non-altered surface unraveling the composition of the uppermost layer.

#### 1.1.3.2 Dynamic mode

When the primary ion dose overpasses the static limit, and the number of incident ions exceeds the number of surface atoms (Pacholski and Winograd 1999), the sample is eroded while imaging takes place, meaning that the next layer of molecules gets exposed. Despite the emergence of new primary ion sources such as the Gas Cluster Ion Beams (GCIB) which allows the procurance of almost intact ions (Guerquin-Kern et al. 2005; Hanrieder et al. 2013b), the dynamic mode enhances the secondary ion yield but also increases the fragmentation level. This mode also offers the possibility of obtaining 3D images.

To calculate the primary ion dose the following equation is used:

$$ \text{Primary ion dose} = \frac{Ip \cdot t}{A} $$

---

To calculate the primary ion dose the following equation is used:

$$ \text{Primary ion dose} = \frac{Ip \cdot t}{A} $$
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Being $I_p$, the primary ion flux (ions/s), $t$ represents the analysis time in seconds and, $A$ the sputtered area of the surface in cm$^2$ (Oran 2005).

Traditionally, the primary ion dose is what determines if a static or dynamic SIMS analysis is performed. Yet, since the new primary sources are way less harmful than the older ones, the line between statics and dynamics is getting diffuse. Furthermore, some techniques combine both modes, using a dual beam. While a big cluster of ions is used to erode the sample (dynamic mode), usually a liquid metal ion beam is applied for the imaging working under the static limit (Tian et al. 2016; Fletcher 2015).

1.1.4 Fundamentals of SIMS

The following is the main SIMS equation and resolves the intensity of the secondary ions for a concrete species ($m$):

$$I_{s}^{m} = I_p \cdot \gamma^m \cdot \alpha \cdot \Theta^m \cdot \eta$$

On this equation, $I_{s}^{m}$ represents the secondary ion current (counts/s) for a charged species. $I_p$ refers to the primary ion flux (ions/s), $\gamma^m$ to the total secondary sputtered yield (neutral and ionic particles) per primary impact, $\alpha$ represents the ionization probability of the particular species (in positive or negative ion mode) and $\Theta^m$ refers to the fractional concentration of such species within the surface layer and $\eta$ to the transmission efficiency of the instrument (Popczun et al. 2017; Oran 2005).

1.1.4.1 Primary ion beam

To produce ionization and molecular desorption, the energy of the primary ions has to be strong enough. The higher the energy, the bigger the yield of secondary ions, but despite it is not linear, a high energy also brings more fragmentation (causing the loss of chemical information) and a bigger disturbance of the sub-surface layers (precluding depth profiling and 3D imaging). Although the fragmentation grade and the spatial resolution partially rely on the species of interest, the projectile features play a key role (Adams et al. 2016).

There are two main groups of SIMS sources, monatomic and polyatomic. Monatomic projectiles such as In$^+$, Au$^+$, Cs$^+$ or O$^-$, can be focused on very small spot sizes offering great lateral resolutions. However, due to their high energy per atom, they damage the chemical structure of the subsurface layers and cause a huge fragmentation of the secondary species, providing only monatomic or very small fragments. Monoatomic sources are often used in dynamic SIMS.

On the contrary, polyatomic sources serve to preserve the chemical information since they cause much less fragmentation and sub-surface damage. It has also been shown that for the analysis of biological samples, polyatomic sources help to enhance the secondary ion yield, especially for high mass species. Within the polyatomic sources, several types are included. Liquid metal ion guns (LMIG) are formed by small ion-clusters, such as Au$_3^+$ or Bi$_3^+$. They combine the best lateral resolution among the polyatomic sources and a high secondary yield (Kollmer 2004). However, their use is limited by the chemical damage and the disturbance of the sub-surface layers (Berrueta Razo et al. 2015). As LMIG can be emitted in short pulses, they are commonly used in static SIMS.

Compared with LMIG, carbon sources ($C_{60}^-$) provide a softer sputtering, reducing the chemical damage while notoriously enhancing the secondary ion yield. Likewise, carbon sources offer a better lateral resolution and can be used over the static limit routinely achieving $< 300$ nm (Tian et al. 2016; Fletcher et al. 2007). Nonetheless, the chemical damage is still a limitation and carbon deposits have been noticed (Berrueta et al. 2015).
On the other hand, one of the biggest improvements in SIMS came with the appearance of Gas Cluster Ion Beams (GCIB). They are great sources for organic analysis due to their low energy per atom. This type of source produces lower fragmentation, extending the detectable mass range to \( > 2 \text{ kDa} \) (Winograd 2018), and producing lower sub-surface damage than carbon sources. Nonetheless, GCIB sources have two big disadvantages; the number of atoms limits the reduction of the beam size and a lower secondary yield compared with carbon sources (Winograd et al. 2006). Within GCIB sources, \( \text{Ar}_n^+ \) clusters have historically been the favorite, but \( (\text{CO}_2)_n^+ \) has proved to be more stable and easier to focus (Tian et al. 2016). That is why, in many laboratories, \( \text{Ar}_n^+/\text{CO}_2 \) mixtures are commonly used, and pure \( \text{CO}_2 \) has become the first choice. Alternatively, new types of primary beams, adding water or oxygen flooding have proved to increase the yield of molecules that suffer matrix suppression and to boost the ionization of neutral molecules (Kikuma and Imai 2001; Rabbani et al. 2013).

1.1.4.2 Secondary ion yield

When the primary ions hit the sample surface, the energy that they carry is transmitted to the atoms of contact. In a cascade reaction, this energy is spread to the surrounding atoms, producing the displacement and emission of particles from the most upper layers (\(< 1 \) to a few nanometers) of the surface. Most of the sputtered particles are neutral atoms and molecules, while only about \(< 10^{-4} \) of the emitted particles are expected to get ionized (Benninghoven 1994; Popczun et al. 2017).

Yet, the secondary ion yield is not only influenced by the primary ion beam features but also by the properties of the targeted analytes and its chemical and morphological environment. The variability of the yield, according to the particular chemical environment and other characteristics of the analyzed surface, is known as the matrix effect. Since this effect causes large variations on the ionization probability, SIMS is generally considered a non-quantitative technique (Priebe et al. 2020). At the same time, SIMS is recognized as the most sensitive elemental and isotopic surface analysis technique and obtaining relative quantitation requires the use of internal standards. Alternatively, the matrix effect can be also employed to enhance the yield. As mentioned above, the addition of particular species such as oxygen or water can increase the secondary ion yield in several folds (Kikuma and Imai, 2001; Rabbani et al. 2013).

To work with biological samples, it also has to be considered that the number of molecules on the upper layers is limited, especially because not only the most abundant species are relevant, but the ones present in a very low concentration can be the target of our analysis. On top of that, the ionization probability for most of the particles is lower than \( 10^{-4} \) (Benninghoven 1994) what becomes particularly relevant for high-resolution images, where the number of available molecules can get too low for being even detected. Thanks to their bigger secondary ion yield, this issue has been partially overcome by dynamic SIMS techniques (Hanrieder et al. 2013a).

To assess the secondary ion yield, we can calculate several parameters. The ionization rate, to obtain the number of emitted ions divided by the number of atoms present within the analyzed volume (Guerquin-Kern et al. 2005) or the ionization efficiency, which indicates the number of collected ions divided by the number of applied primary ions (Kollmer 2004).

1.1.4.3 Transmission and Sensitivity

High transmission power is required to avoid a big gap between the number of produced and collected secondary ions. SIMS devices are therefore characterized by having high transmission efficiency and high sensitivity. Ranging their sensibility from parts per million
(ppm) to parts per billion (ppb) (Guerquin-Kern et al. 2005) and a transmission efficiency that reaches > 90 % (Kita et al. 2009).

1.1.4.4 Spatial resolution

Due to its destructive nature, in SIMS two types of spatial resolution are considered, lateral and depth resolution. The lateral resolution for SIMS instruments (X and Y axis) ranges from microns to hundreds of nanometers when employing Time of Flight Secondary Ion Mass Spectrometry (ToF-SIMS) to tens of nanometers for Nanoscale Secondary Ion Mass Spectrometry (NanoSIMS) (< 40 nm) (Massonnet and Heeren 2019; Nuñez et al. 2018). Despite the lateral resolution is mainly determined by the diameter of the primary beam, as mentioned above, when analyzing organic samples the limit of the spatial resolution is also determined for the availability of molecules and their probability of ionization. That is why the concept of useful lateral resolution, the minimum square area required to detect a certain analytes, may be more appropriate to work with biological samples (Hanrieder et al. 2013b; Kollmer et al. 2013; Fletcher and Vickerman 2010). To optimize the lateral resolution, it is crucial to reduce the beam size but also to increase the sensitivity and transmission of the instruments.

Secondly, the so-called depth resolution measures how well the interface between two adjacent layers can be resolved (Magee et al. 1982). For most SIMS instruments, depth resolution ranges from 1 to a few nanometers. However, this is rapidly improving and some optimized instruments are able now to reach atomic depth resolution (Michałowski et al. 2019).

In SIMS, both spatial resolution are commonly calculated based on the drop of signal from 84 % to 16 % of its maximum intensity (Saka et al. 2014).

1.1.4.5 Mass resolution

In mass spectrometry, the mass resolution power (MRP) is the ability to resolve the difference between two peaks with a similar mass to charge ratio (e. g. $^{13}$C$^{14}$N$^-$, 27.0064 a.m.u., from $^{12}$C$^{15}$N$^-$, 27.0001 a.m.u.). The required MRP is calculated by dividing the nominal mass ($M$) by the exact difference ($\Delta M$) of the two species (Gorman and Kraft 2020).

\[ \text{MRP} = \frac{M}{\Delta M} \]

1.1.4.6 Mass dispersion

This parameter describes for SIMS instruments the heaviest and lightest secondary ions that can be collected simultaneously (Gorman and Kraft 2020).

\[ \text{Mass dispersion} = \frac{M_{\text{max}}}{M_{\text{min}}} \]

1.1.5 SIMS polarities

Depending on the secondary ions that we want to analyze, positive or negatives, we have to set the polarity of the instrument. Primary ion sources such as Cs$^+$ will enhance the emission of negative secondary ions while sources such as O$^-$ will increase the production of positive secondary ions (Figure 2) (Nuñez et al. 2018).
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Figure 2. Periodic table showing the best polarity to enhance the yield of each element. In Green, elements that have more tendency to form positive secondary ions using a negative primary ion source such as O⁻, in yellow, the elements with a higher tendency to form negative secondary ions using a positive primary ion source such as Cs⁺.

1.1.6 Imaging mass spectrometry

Imaging mass spectrometry techniques (IMS) combine the ability to unravel the chemical composition of solid surfaces with the ability to reconstruct the distribution and abundance of the different ion species in 2- or 3-dimensions images. Regarding IMS, there is always a competition between the achievable spatial resolution (lateral and depth), the mass resolution power and the challenge to obtain images within a compatible working time. Different modes and primary sources are chosen according to the features that want to be optimized. To generate such chemical maps, the primary ion beam sequentially scans the surface of the sample collecting the entire mass spectrum from each pixel (Agüi-Gonzalez et al. 2019; Pacholski and Winograd 1999). Later, chemical map images are formed recalling the distribution and abundance of the different ion species (Figure 3).

Figure 3. Imaging mass spectrometry. The surface of a solid sample is sequentially scanned by the primary ion beam of the SIMS instrument. Together with the coordinates, the secondary ions detected on each individual pixel are collected to later reconstruct images that reproduce the distribution and abundance of the different ion species.
Later, the signal intensity for a particular m/z value at every acquisition coordinate is included to reconstruct a 2-dimensional ion density map, or image for each of the mass signals detected throughout the section (Figure 4).

**Figure 4. 2D imaging with ToF-SIMS.** Single ion images of individual molecular species that localize to distinct anatomical regions of the spinal cord. **A)** Lipid species that localize predominantly in the gray matter. In the upper row, phospholipids detected in positive mode including trimethylhydroxynine (m/z 86.1), phosphatidylcholine headgroup (m/z 184.09), phosphatidylncholine 34:1 (m/z 760.20). In the lower row of panel (A), ions detected in negative mode like phospholipid headgroup (m/z 241.19) as well as fatty acids (FA) such as palmitic acid (FA 16:0, m/z 255.36) and oleic acid (FA 18:1, m/z 281.38). **B)** Chemical species that localize within the white matter including cholesterol (m/z 369.33), vitamin E (m/z 430.34), and sphingolipids such as sphingomyelin (SM(d36:0)+Na+, m/z 753.36). Figure adapted from Hanrieder et al. (2013b), courtesy of the American Chemical Society.

Yet, SIMS is also able to reconstruct 3D images, displaying the abundance and distribution of different ion species across subsequent layers of the sample. The depth resolution of those images varies across instruments and primary ion sources but it is commonly below 10 nm (Figure 5).

**Figure 5. 3D mass spectrometry imaging.** Reconstruction of the heart showing 3D-spatial distributions of three different ions 23 m/z (green), 145 m/z (red), and 39 m/z (blue) with the co-registration of 40 individual MS images. Figure adapted from Fornai et al. (2012), courtesy of the American Chemical Society.

### 1.1.7 Sample preparation

Due to its nature, all SIMS techniques require working under high vacuum levels ($< 10^{-4}$Pa). These pressure levels minimize the collisions of secondary ions with atmospheric gasses, as
well as preventing the contamination of the sample surface by deposition of background gas particles (Neikov and Yefimov 2019). Sample preparation, which includes water removal and fixation, must enable the analysis of biological samples under these vacuum levels while preserving as much as possible their native states, maintaining the original composition and distribution of their biomolecules. There are numerous methods to process biological samples in IMS, being the most widely used: physical fixation methods (such as frozen-hydrated and freeze-drying), chemical fixation, and resin embedding.

For both physical fixation methods, frozen-hydrated and freeze-drying, once the experimental part has concluded, the samples are submerged in liquid propane (85 K). Plunged freezing reduces the ice crystal formation, which can perturb on a big scale the original arrangement of the surface molecules. The samples are subsequently transferred and can be stored in liquid nitrogen (77 K) until they are analyzed (Passarelli and Winograd 2011; Agüi-Gonzalez et al. 2019).

The frozen-hydrated method has demonstrated to preserve better the morphology and natural distribution of biomolecules. It maintains the samples hydrated and it keeps the material distribution as closely as possible to in vivo conditions. Thus, it represents the gold standard for cellular studies (Yoon and Lee 2018; Cunha, da et al. 2016). However, to work with frozen-hydrated samples, the instrument must be previously cooled, both loading and analysis chambers and, to avoid thawing and ice crystal formation, the temperature needs to remain stable during the whole process (Fletcher et al. 2008b). Apart from the fact that not all SIMS instruments can be cooled, the high risk of ice condensation and the difficulty of keeping the temperature within this narrow range during the entire process (transference and analysis), makes it a challenging a less reproducible choice.

On the other hand, freeze-drying represents the simplest method to preserve biological samples for SIMS. After snap freezing and storage in liquid nitrogen, samples are transferred into a vacuum dryer (~ 10^-5 Torr) where the water is removed by sublimation before any melting occurs (Kurczy et al. 2008). Subsequently, the dehydrated samples can be handled at room temperature (RT) for analysis. The main issue of this sample preparation is that due to the loss of water during the drying phase, changes in the cellular membrane structure are prompt to occur and there are some doubts about the use of freeze-drying for sub-cellular analysis (Nygren et al. 2006).

Chemical fixation methods are the gold standard for other imaging techniques, (e. g. glutaraldehyde for protein fixation or osmium tetroxide for lipids) but for SIMS, the addition of chemical fixatives can interfere with the later analysis. However, for some SIMS studies, where the targets are only particular molecules, this may not be an issue.

Embedded samples are a great alternative for SIMS experiments when the chemical information is not required (e. g. NanoSIMS experiments) and the target biomolecules are not removed during the process, however this sample preparation method may preclude the analysis of some biomolecules such as lipids. Once the samples are fixed with other methods, such as glutaraldehyde for protein crosslinking, resin embedding enables to slice the samples, to analyze concrete parts of the samples (a concrete depth in a tissue or inner parts of the cells). This removes the artifacts due to the topography and protects the morphological preservation of the sample. On the other hand, when the samples are embedded, the introduced material can dilute the signals of interest, for example, since resins contain a significant amount of carbon it will affect the measured 12C and 13C. Likewise, the residual presence of salts and other compounds can interfere with the ionization of the analytes (Nuñez et al. 2018; Rogge et al. 2018).

Independently of the sample preparation method, for SIMS analysis, the samples must be placed on a conductive surface such as indium tin oxide (ITO) coated glass, silicon wafers,
or transmission electron microscopy (TEM) grids. If the samples are therefore placed on conductive surfaces and their thickness and characteristics allow an appropriate current flow, the samples can be analyzed with SIMS. On the contrary, if the current does not flow properly, because we are working with insulating samples, charging effects will appear, decreasing or even eliminating the secondary ion signal. Often, a conductive layer (such as Au, Pd, Ir, or C) is deposited over the sample surface to increase its conductance and an electron gun is included in many instruments to compensate for charging effects (Gorman and Kraft 2020; Nuñez et al. 2018).

1.1.8 Specific targets in biological samples

One of the main advantages of SIMS is that it can work without adding exogenous labels. However, to address specific biological questions, rare stable-isotopes and other types of markers are widely used.

Isotopes are variants of a particular chemical element that contain the same number of protons but a different number of neutrons. For example, carbon 12 ($^{12}\text{C}$) is the most abundant of the carbon isotopes, contributing to ~98.9% of the total amount of carbon in nature. Its nucleus is composed of 6 protons and 6 neutrons, while carbon 13 ($^{13}\text{C}$) contains 6 protons and 7 neutrons and represents only about 1.1% of the total. Because neutrons have no charge, isotopes do not present different chemical properties, but only different atomic weights, and it is exactly the difference in their mass to charge ratio what SIMS uses to distinguish and sort them. Isotopes can be included in the synthesis of any type of biomolecules, enabling their tracing within tissues or cellular compartments. This is a common strategy in SIMS for the study of metabolic processes regarding all types of biological macromolecules (proteins, lipids, carbohydrates, etc.) (Jähne et al. 2021; Kraft 2017; Passarelli et al. 2017).

Nonetheless, the relative abundance of isotopes for a particular element is not universal and slight variations are present among different materials and samples. That is the reason why we should always include an internal control in our sample set. These controls are samples produced following the same protocols that do not contain exogenous amounts of the isotope or element of interest. This will set the threshold for its specific natural abundance, allowing later a more accurate quantification of the relative enrichment (Boxer et al. 2009; Kraft 2017).

Besides using biomolecule homologous that carry rare-stable-isotopes, SIMS can also explore the kinetics of other chemical substances, for example, tracing the specific absorption of drugs according to the cell type or subcellular compartment (Jiang et al. 2017; Tian et al. 2017). Moreover, diverse types of probes have been recently developed to label particular biological targets such as specific proteins of interest (POIs). These and other labeling methods for SIMS will be further discussed in Aim II.

1.1.9 Mass analyzer types

According to the way of sorting secondary ions, there are four main types of mass analyzers: quadrupole, ion trap, time-of-flight, and sector instruments. Each type has its strengths and weaknesses directly depending on the purpose of the analysis. Quadrupole analyzers, which consist of four parallel metal rods, apply oscillating electric fields to sort the secondary ions according to the stability of their trajectories (Figure 6) (Chernushevich et al. 2001).
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Figure 6. Quadrupole mass spectrometer. The rods are electrically connected to their opposite one, and a radio frequency voltage is applied between each pair. The emitted secondary ions travel between the rods and only the ions with a certain m/z ratio can reach the detector. On the contrary, ions with a different m/z ratio will present unstable trajectories, colliding with the rods and not being able to reach the detector. Either this permits the selection of a secondary ion species with a particular mass-to-charge ratio or to detect a range of m/z-values by continuously adjust the applied voltage.

Due to their mass accuracy and mass range, orbitraps and other ion trap mass analyzers are gaining recognition in biology. Orbitraps are composed of a coaxial inner spindle-like and an outer barrel-like electrode that trap ions spinning in between (Figure 7). The oscillations frequencies are decoded by Fourier transformations providing a very precise reading of their m/z (Scigelova and Makarov 2006).

Figure 7. Orbitrap. Orbitraps are ion trap mass analyzers that consists of a central and an outer electrode. The injected secondary ions are trapped because their electrostatic attraction to the inner electrode is balanced by their inertia. By measuring the frequencies induced on the outer electrode by the oscillations of the ions, their mass-to-charge ratio can be calculated. Thus, the trap can act as analyzer and detector. Figure adapted from Agúi-Gonzalez et al. (2019), courtesy of the Royal Society of Chemistry.

Time of Flight (ToF) mass analyzers contain a long electric sector that accelerates all ions with an equal charge to the same kinetic energy. The velocity of their flight relies then on their mass to charge ratio, and the ionic sorting is based on the time that they take to fly from the surface of the sample to the detector plate. At equal charge, the longer the time of flight, the higher the mass of the molecule. This type of mass analyzer requires a pulsed sputtering and can record, within a range, the entire spectra of secondary ions (Massonnet and Heeren 2019). On magnetic mass analyzers, when passing through the magnetic sector, the incoming ions are deflected drawing a curve. The radius of the curve is determined by the mass to charge ratio of the ions and the detectors need to be placed specifically to collect the target masses (Nuñez et al. 2018). Within this thesis, only ToF-SIMS, which has the ToF analyzer, and NanoSIMS, which contains a magnetic sector analyzer, will be deeply addressed. Further information about these techniques can be respectively found in Aim I and Aim II.
1.1.9.1 ToF-SIMS

The basic principle of ToF-SIMS is that at equal charge, the heavy ions move slower than the light ones, thus, different masses will reach the detector at different times (Figure 8). This principle enables ToF mass analyzer to sort secondary ions by their mass to charge ratio based on the time that they take to reach the detector. To enable this, all ions must previously have the same kinetic energy level. For this, the primary beam needs to be pulsed or bunched (Fletcher et al. 2008a) and secondary ions must be accelerated by an electric field before entering into the ToF sector (Boxer et al. 2009; Agüi-Gonzalez et al. 2019).

Figure 8. Time of flight SIMS scheme. ToF-SIMS instrument representation with a pulsed primary ion beam. The pulsed or bunched primary ion beam provides the same initial kinetic energy level to the secondary ions. Time-of-flight mass analyzers sort the secondary ions according to the time that they take to flight into the detector. Figure adapted from Agüi-Gonzalez et al. (2019), courtesy of the Royal Society of Chemistry.

ToF analyzers collect the whole spectrum at each pixel, detecting molecules from a few up to 2 kDa with a sensitivity of ppb, offering an MRP of > 10,000. According to the chosen primary source, their lateral resolution differs substantially, but sub-micrometer images are commonly achieved together with an exceptional depth resolution (< 10 nm) (Fletcher 2015; Singh et al. 2020).

One of the main advantages is that ToF-SIMS admits experiments without specific targets, facilitating the discovery of biomolecules involved in particular biological processes (Agüi-Gonzalez et al. 2019). However, analyzing and interpreting these big datasets demands long working times. Moreover, since the images contain the entire mass spectrum for each pixel, a method to identify high mass peaks is required. ToF-SIMS rely on two main strategies, a very high mass resolution to ensure a reliable peak assignment or the use of MS/MS capabilities (Massonnet and Heeren 2019). MS/MS is used to break initial secondary ions into smaller fragments, identifying the original molecules thanks to the specific fragments that are produced (Fisher et al. 2016; Phan et al. 2017).

1.1.9.2 NanoSIMS

The NanoSIMS (Cameca, Gennevilliers Cedex, France) is a dynamic SIMS instrument (primary ion dose > 10¹⁵ ions/cm²) composed of an electrostatic and a magnetic sector (Kraft and Klitzing 2014). This type of mass analyzer applies a magnetic field, forcing the secondary ions to travel following a circular path. The radius of the arc differs in consonance to the m/z of the secondary ions (Figure 9). By scanning across the surface with the primary beam, each detector will obtain the number of counts per pixel of a concrete species with a sensitivity of parts per million (ppm) (Steinhauser and Lechene 2013).
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Figure 9. NanoSIMS 50L scheme. Instrument built with a dual source (RF-plasma O\textsuperscript{-} and Cs\textsuperscript{+}) and coaxial configuration between the primary and secondary ion beams. NanoSIMS contains a magnetic sector, and a multi-collection system of 7 detectors. Figure adapted from Agüi-Gonzalez et al. (2019), courtesy of the Royal Society of Chemistry.

The newest version, the NanoSIMS 50L, counts with 7 detectors, reproducing the localization and the abundance of different molecular species together with a scanning electron microscopy (SEM) that appends the topographical information of the samples. The coaxial configuration of the instrument, with the primary and secondary ion beams sharing the same axis (Figure 10), improves the focus of the primary beam, decreasing at the same time the loss of secondary ions and aberrations (Guerquin-Kern et al. 2005; Nuñez et al. 2018). Due to its high transmission efficiency (~80 %) and sensitivity, NanoSIMS generates high lateral resolution images in a practical timeframe with an MRP of >10.000 (Nuñez et al. 2018; Gorman and Kraft 2020).

Figure 10. Coaxial configuration. The primary and secondary ion beams share the same axis, downsizing the focus diameter of the primary ion beam, the loss of secondary ions and aberrations.

The instrument is equipped with two sources, a cesium primary ion beam, and a radio frequency (RF) oxygen source. As previously explained, the cesium source (Cs\textsuperscript{+}) enhances the yield of negative secondary ions (such as C, N, O or S), while the oxygen source augments the yield of positive secondary ions (like Na\textsuperscript{+}, K\textsuperscript{+}, Mg\textsuperscript{+} or Ca\textsuperscript{+}) (Gorman and Kraft 2020). With the incorporation of the new RF oxygen source, now both primary beams can be focused to <50 nm (Malherbe et al. 2016; Nuñez et al. 2018). However, on biological samples, a lateral resolution of ~100 nm is more often used, since it ensures to obtain enough secondary ions from the analyzed voxels (Kraft and Klitzing 2014; Agüi-Gonzalez et al. 2019; Gorman and Kraft 2020). Due to the high energy of its primary monoatomic sources (Cs\textsuperscript{+} and O\textsuperscript{-}), only elementary and isotopic distribution can be obtained at a nanometer scale (Nuñez et al. 2018; Gorman and Kraft 2020).
The NanoSIMS 50 mass analyzer offers a maximum mass dispersion of 13.2 (mass dispersion is equal to the highest mass divided by the lowest mass), which is for example lower than the mass dispersion required to simultaneously collect $^{13}$C and $^{197}$Au ($\sim 16.5$). Together with the 2 additional detectors (7 instead of 5), the more recent NanoSIMS 50L has a larger magnet which increases the mass dispersion to 21. In addition, the magnetic field switching mode can further increase this range, offering the possibility of collecting additional masses (Gorman and Kraft 2020; Gyngard and Steinhauser 2019). Thus, this instrument is optimal for experiments that require high lateral resolution and predefined targets but do not require the preservation of intact molecules. The targets can be identified through the detection of distinguishable isotopes internally included in their molecules or by labeling them with SIMS-compatible probes (He et al. 2018; Wilson et al. 2012).

1.2 INTRODUCTION AIM I: STUDY OF THE PLASMA MEMBRANE LIPID DISTRIBUTION ON HIPPOCAMPAL NEURONS WITH TOF-SIMS

*Work based on:


1.2.1 Lipids

The term lipid includes a broad and diverse group of biomolecules, which share some common features. Lipids are all hydrophobic or amphipathic molecules that have a very limited water solubility and are easily dissolvable in organic solvents (Fahy et al. 2011). Traditionally, the cellular functions associated with lipids were restricted to create physical barriers or to constitute energy sources for cells and organisms. In fact, lipids form bilayer membranes that separate cells and organelles from their environment. Likewise, lipids constitute a crucial source of energy. Nonetheless, thanks to the emergence of new methods and further studies, lipids have been progressively related to many other biological processes and functions (Vázquez et al. 2018).

Lipids can be classified in numerous manners; one of them is to divide them into neutral or polar lipids. When the electrons shared in their bonds (carbon-carbon or carbon-hydrogen bonds) are relatively equally shared, lipids are considered neutral or non-polar (e.g. Triacylglycerols). On the contrary, the electrons in polar lipid bonds are not so equally distributed. Like in the case of oxygen-hydrogen bonds in water molecules, the electronegativity of hydrogens is considerably smaller than the one of oxygen atoms (Politzer and Murray 2018). Thus, electrons will spend more time close to the oxygen, giving a slight negative charge to this end of the molecule, while hydrogens present a slight positive charge. Polar molecules, like phospholipids, are often amphiphilic, meaning that within the same
molecule there are hydrophobic and hydrophilic ends, showing these two regions contrasting
degrees of solubility in polar and non-polar solvents (Zhang 2016). Polar lipids are normally
composed of one or two hydrophobic acyl chains together with a polar headgroup. The
concrete type of headgroup, its charge, size, and acyl chain compositions will have a strong
effect on the physical properties of the membranes, regulating its curvature, flexibility,
thickness, fluidity, permeability, etc (Wilde 2014).

Another way of classifying lipids relies on their biochemical origin. Biological lipids can be
partially or completely originated from two biochemical subunits: ketoacyl or isoprene
groups. According to this, lipids can be sorted into eight categories. Fatty acids (FA),
glycerolipids (GL), glycerophospholipids (GP), sphingolipids (SP), saccharolipids (SL), and
polyketides (PK) are built based on ketoacyl subunits, while sterol s(ST) and prenols (PR) are
based on isoprene subunits (Figure 11) (Fahy et al. 2005; 2009).

1.2.1.1 Fatty Acids

Fatty acids (FA) are essential structural components of the cellular membranes, also playing
important roles in energy storage and signal cascades. FA are hydrocarbons that contain a
terminal carboxyl group (R-COOH) together with an aliphatic chain (Figure 12). The
carboxylic acid group represents the hydrophilic part of these molecules, while the
hydrocarbon chain is hydrophobic. Thus, the water solubility of these molecules is reduced
in concordance to the length of their acyl chains. FA are termed saturated, if all the carbons
in their structure are linked by single bonds, or unsaturated if one (monounsaturated)
or several carbon-carbon (polyunsaturated) double bonds are present (Beare-Rogers et al. 2001).
The presence of single or double bonds implies structural differences, affecting also the way
that FAs cluster and conferring different physical properties to the membranes that they
constitute (Hashimoto and Hossain 2018).

Figure 11. Ketoacyl and isoprene subunits. In red, the two Ketoacyl building blocks, Acetyl and Propionyl. In blue, the Isoprene building block. Molecule structures obtained with permission from Lipid Maps (Fahy et al. 2009).

Figure 12. Examples of saturated and unsaturated fatty acids. Saturated fatty acids (like palmitic acid) present a linear structure while unsaturated fatty acids (such as oleic acid) bend due to the presence of double bonds. Molecular structure extracted from PubChem (Kim.S et al. 2021), courtesy of the National Center for Biotechnology Information.
1.2.1.2 Glycerolipids

Glycerolipids (GLs) are a large and heterogeneous group of amphipathic lipids that play key roles in membrane formation, energy storage, and intracellular signaling. All GLs contain at least a hydrophobic acyl or alkyl chain bond by an ester or ether link to a glycerol backbone (Figure 13) (Voelker 2013). GLs connect with other lipids and proteins with non-covalent interactions that are essential for membrane dynamics and are also related to the formation of microdomains and phase separations. Within this group, neutral glycerolipids like mono-, di- and triacylglycerols (TG) are included. TGs contain three fatty acids linked by an ester bond to a glycerol backbone, and constitute the main form of fat storage in eukaryotes. With the hydrolysis of their ester bonds, TGs provide precursors (fatty acids and diacylglycerols) for membrane synthesis. The formation of TGs also reduces fat excess from cells, diminishing lipotoxicity. GLs are involved in many metabolic pathways, serving both as precursors and direct secondary messengers (Bittman 2013).

![Figure 13. Triacylglycerols formation.](image)

Figure 13. Triacylglycerols formation. To constitute a triacylglycerol molecule, three fatty acids are linked to a glycerol moiety by ester linkages.

1.2.1.3 Glycerophospholipids

Glycerophospholipids (GPs), commonly known as phospholipids, compose the major structural lipids class in eukaryotic membranes (cellular plasma membrane, Golgi, endoplasmic reticulum, endosomes, and mitochondria). The differences among the >1000 types of phospholipids are based on the different acyl chains attached to sn-1 and sn-2 of the glycerol backbone, as well as the specific headgroup linked to sn-3 (Figure 14) (El-Bacha and Torres 2016). The headgroup conforms the polar end, which is charged by the ionization of the phosphate group and the nitrogenous base. GPs play a broad range of roles in human bodies, but they have special relevance on brain functions, conforming ~20-25 % of the brain dry weight in adults (Tracey et al. 2018). Among others, neural membrane GPs have been described as second messenger reservoirs, showing that they are also involved in transport mechanisms, enzymatic bounding, direct lipid second messengers, and apoptotic processes. The abundance and distribution of different GP types vary across the neural membranes. This distribution influence the physical properties of the membranes and their balance has been associated with neurological and neurodegenerative disorders (Farooqui et al. 2000).
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**Figure 14. Scheme of GPs structure.** GPs are subdivided into several subclasses based on the headgroup that is linked to the glycerol backbone on position sn-3. Figure extracted from MacDonald et al. (2019), courtesy of Scientific Research.

**Phosphatidic acid (PA):** PAs are formed through the acetylation of glycerol-3-phosphate (Figure 15), serving as the basic precursor for the synthesis of all the other phospholipid subclasses. In neurotransmission studies, PAs have been directly related to membrane fusion and with the modifications of protein location and activity (Raben and Barber 2017).

**Figure 15. Representative phosphatidic acid structure.** PAs contain two FAs (shown in red) and a phosphate group (green) linked to a glycerol moiety (blue). The glycerol positions (sn-1, 2, and 3) are respectively indicated.

**Phosphatidylcholine (PC):** PCs are the most abundant phospholipid subclass in all mammalian cells and are essential to preserve the membrane integrity. PCs are constituted of two FAs and a phosphorylcholine linked to the glycerol moiety (Figure 16)(Kanno et al. 2007). PCs are synthesized not only from the addition of the choline headgroup to the diacylglycerol (DAG) but also from the conversion of phosphatidylethanolamine (PE). PCs, which are mainly present on the outer leaflet, are defined as a membrane-mediated cell signal player as well as being involved in the activation of numerous enzymes (Tracey et al. 2018).
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Figure 16. 2D structure of a phosphatidylcholine molecule. PCs are constituted for two FAs (displayed in red), a choline (purple) and a phosphate group (green) linked to the glycerol moiety (blue). The glycerol positions (sn-1, 2, and 3) are respectively indicated.

Phosphatidylethanolamine (PE): In combination with PCs, PEs constitute the major constituents of the cellular membranes. However, PEs present a clear asymmetric distribution in the plasma membrane, being > 80% on the inner leaflet (Vance 2008). The conical shape of PEs facilitates membrane fusion and among other functions, PEs have been related to blood clotting and the synthesis of the endocannabinoid neurotransmitter anandamide.

Phosphatidylserine (PS): PSs are produced when the head groups of phosphatidylcholines or phosphatidylethanolamines are replaced by serine. PSs are the most abundant negatively charged phospholipids, and in healthy cells, PSs are almost totally found on the inner leaflets of plasma membranes. The alteration of PS asymmetry may be an early indicator of apoptosis serving also as a signal for phagocytosis and blood coagulation (Leventis and Grinstein 2010; Martínez-Gardeazabal et al. 2017; Vance 2008).

Phosphatidylglycerol (PG): regardless of the high PGs concentration in the lungs, this lipid subclass has a low presence in most tissues. They do not play a major role in eukaryotic plasma membranes, but on the contrary, they are quite abundant in mitochondria. There, cardiolipin, a metabolite of PGs, constitutes more than 15% of all lipids, and it seems to be involved in the maintenance of the membrane potential and supports proteins for mitochondrial respiration (Tracey et al. 2018).

Phosphatidylinositol (PI): Despite the low abundance of this lipid subclass in cellular plasma membranes, these negatively charged lipids, mostly present on the cytoplasmic leaflet of neurons and glial cells, are considered a key element for vesicular activity and cell signaling (Piomelli et al. 2007). Some of the most relevant examples, PI(4,5)P2 and PI(3,4,5)P3, can act as signals for cellular growth, proliferation, and mobility. Particularly in neurons, they are also linked to the regulation of plasma membrane events such as neurotransmitter release, neuronal excitability, and synaptic plasticity. Furthermore, numerous studies have shown that more than 100 ion channels and transporters are directly regulated by these lipids (Dickson 2019).

1.2.1.4 Sphingolipids

Ceramides constitute the simplest form of sphingolipids (SPs). These molecules are formed by the linkage of a FA to a sphingosine backbone and different groups can be added to ceramides, to form more complex molecules (Figure 17). For example, glycosphingolipids, also referred as cerebrosides, append a single sugar residue to a ceramide. While galactose is the sugar typically attached in the brain, glucose is more common in other tissues. Interestingly, SPs have been largely described as signaling lipids for apoptosis while some of their metabolic products have been related to cell growth and proliferation (Rosen and Goetzl 2005).
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Figure 17. General sphingolipid structures. Sphingolipids are based on a sphingoid backbone, which contains several aliphatic amino alcohols that includes sphingosine. The sphingosine is usually bond to a charged head group such as choline, ethanolamine or serine. Figure extracted with permission from Wikimedia Commons.

1.2.1.5 Sterol lipids

Among many other types, cholesterol represents the main form of sterols (STs) in mammalian cells, having particular importance in the brain (Tracey et al. 2018). Cholesterol molecules present a steroid ring as its hydrophobic part while having a hydroxyl group as a polar end, and a small hydrocarbon tail (Figure 18).

Figure 18. 3D structure of a cholesterol molecule. Molecular structure extracted from PubChem (Kim.S et al. 2021), courtesy of the National Center for Biotechnology Information.

1.2.1.6 Prenol Lipids

Prenol lipids (PR) include lipids such as carotenoids, isoprenoid precursors, and Vitamins. As an example of their relation with physiological brain function, deficiencies in vitamin E are related to peripheral neuropathy and ataxia, and this vitamin is also involved in the balance of inflammatory and anti-inflammatory levels in the brain (Stephenson et al. 2017).

1.2.1.7 Saccharolipids

Instead of having a glycerol moiety, saccharolipids (SL) contain fatty acids directly linked to a sugar backbone (Figure 19). The most known SLs are precursors related to the toxicity of gram-negative bacteria (Fahy et al. 2005).
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1.2.1.8 Polyketides

Polyketides (PKs) are lipid compounds that contain alternating carbonyl and methylene groups (Figure 20) (IUPAC Compendium of Chemical Terminology 2009). This diverse group of compounds is synthetized in bacteria, fungi, plants, and some marine animals (Staunton and Weissman 2001).

1.2.2 Lipid composition and physical properties of cellular membranes

Cellular membranes are assembled by spontaneous self-arrangement of the hydrophilic and the hydrophobic ends of the phospholipids. The polar ends face towards the watery environment, inside and outside of the cell, while the hydrophobic tails hide between the polar head rows (Figure 21). The hydrophobic character of the tails turns lipid bilayers into a non-permeable membrane for water-soluble molecules such as ions and other types of biomolecules.

Figure 19. Structure of Kdo2-Lipid A. Glucosamine residues in blue, Kdo residues in red, acyl chains in black and phosphate groups in green. Molecule structure extracted with permission from Wikimedia Commons.

Figure 20. Examples of a polyketide structure. 3D structure of a Cyanidin molecule. Molecular structure extracted from PubChem (Kim.S et al. 2021), courtesy of the National Center for Biotechnology Information.

Figure 21. Schematic representation of a eukaryotic plasma membrane. The cellular plasma membrane is mainly composed of phospholipids. The amphipathicity of phospholipids induces the spontaneous formation of bilayers in an aqueous environment. The hydrophobic tails of the phospholipids, which contain two fatty acid chains, avoid water contact facing the inner parts of the lipid bilayer. On the contrary, the hydrophilic head of the phospholipids faces the aqueous environment both inside and outside of the cell.
Among many other functions, cellular membrane lipids build a physicochemical barrier separating the conditions inside and outside of the cell and organelles. According to the conditions and requirement, the exact functions, as well as the chemical composition of the lipid bilayer, can vary (Harayama and Riezman 2018). Following this principle, the inner and outer monolayers of the cellular plasma membranes are also remarkably different. As previously mentioned, the outer leaflet is richer in SM, PC, and cholesterol, whereas the inner monolayer is enriched with PS, PI, and PE (Mouritsen 2005). This arrangement can be modified under certain circumstances, for example, the increase of intracellular calcium during apoptosis can stimulate scramblases and inhibit translocases, reshaping the presence of particular lipids on the outer membrane leaflet. This is recognized by phagocytes, which promote the elimination of apoptotic neural cells during development phases or inflammation processes (Piomelli et al. 2007).

Multiple physical properties of the cellular membranes are linked to particular lipid compositions (Figure 22). For example, fluidity can be promoted by lipids with short and unsaturated FAs and double bonds, and the bending that they cause, diminish the packing level of the membrane, reducing its density. The thickness of the membrane is also related to the length of the acyl-chains as well as the presence of sterols (Holthuis and Menon 2014).

Likewise, the curvature of the membranes is directly influenced by lipids shape. Concerning the size of their acyl chain area, lipids with small polar heads (such as PEs, PAs or DAG) present a conical shape, promoting the spontaneous formation of negative curvatures (Figure 23). Lipids, in which the area of their hydrophobic tail and the area of their polar head are similar (e.g. PCs or SM), present a cylindrical shape and do not favor any curvature. On the contrary, lipids with a bulkier head than the tails (such as PI or lysophospholipids) will induce a positive curvature. These geometries are crucial to address processes like synaptic vesicle exocytosis (Piomelli et al. 2007).

Figure 22. Membrane lipid composition and physical properties. A) Physical properties influenced by lipid composition. B) Main differences between endoplasmic reticulum (ER) membrane and cellular plasma membrane (PM). Figure extracted from Holthuis and Menon (2014), courtesy of Nature.
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Figure 23. Lipid geometry influences membrane curvature. A) Cylindrical lipids do not induce curvature of the membranes, while conical lipids facilitate negative curvatures and inverted lipids a positive bending. B) Scheme of membrane fusion. On the left side, the negative curvature of the membrane (due to the presence of inverted cone-shaped lipids) facilitates the fusion of both outer layers of the adjacent membranes. On the right, the positive curvature produced by cone-shaped lipids enables the fusion pore formation. Figure adapted from Piomelli et al. (2007), courtesy of Nature.

Cholesterol plays a major role in biological membranes, adjusting its fluidity, thickness, compressibility, permeability, and curvature (Yang et al. 2016). Its small polar head causes close interactions with the phospholipids (especially with PCs, PSs and Pes), making cholesterol-rich regions more ordered and packed but remaining still fluid. At the same time, due to its small head, cholesterol induces spontaneous negative curvature of the membrane. In summary, the presence of cholesterol increases the compaction of the membrane, decreases its permeability (Tracey et al. 2018), and dramatically affects membrane fusion and fission (Yang et al. 2016).

1.2.3 Lipids in the nervous system

Traditionally, lipids were considered to play a passive role in brain functions and neuronal activity. However, numerous studies have proved that, among other functions, lipids can act as secondary messengers, modulators of ion channels, and are directly involved in neurotransmission processes (Piomelli et al. 2007).

First messengers are extracellular signaling molecules, such as hormones, growth factors, or neurotransmitters, which trigger the release of intracellular molecules as a response. These intracellular signals, known as second messengers, can induce processes like cellular proliferation, differentiation, migration, or depolarization. One of the most known processes involving lipids as second messengers is the cleavage of phosphatidylinositol bisphosphate (PIP2) by the phospholipase C in two molecules, inositol triphosphate (IP3) and DAG. The polar part, IP3, triggers the intracellular release of calcium that in combination with the DAG activates the enzyme protein kinase C (PKC), leading to the regulation of other proteins (Piomelli et al. 2007). In addition, the modulation of ion channels by the surrounding lipids has been widely discussed. Despite there is a huge heterogeneity in the structure of ion channels, all of them count with a transmembrane domain, which moves within the lipid bilayer adopting diverse conformations and status. Several hypothesis have been proposed to clarify how lipids modulate ion channels, but one of the most inquired theories is that the presence of charged lipids, can directly modulate voltage-gated channel activation (Kasimova et al. 2014; Poveda et al. 2014).

Furthermore, lipids have been strongly related to numerous neurodegenerative diseases such as Parkinson’s disease (PD), Alzheimer’s disease (AD), multiple sclerosis and other psychiatric conditions like as schizophrenia or bipolar disorder.
AD, the most common form of dementia, is characterized by the overproduction of the Amyloid-β protein. The two subunits of this protein, Aβ40, and Aβ42, have been linked to the modulation of enzymes that regulate lipid production. Aβ40 inhibits an enzyme involved in cholesterol and lipids synthesis, while the second subunit enhances the ceramides production. These alterations in physiological lipid production have been linked with an acceleration of the neurodegenerative process (Shamim et al. 2018). Likewise, the local increment of certain lipids like cholesterol may increase the aggregation of Amyloid-β (Ehehalt et al. 2003). In addition, a misbalance on lipid homeostasis has been proposed to be responsible for cellular damage in PD. A lipid droplet accumulation together with a rise in the TAG and cholesteryl ester (an ester of cholesterol) has been observed in the cells that overexpress α-synuclein (a predominantly presynaptic protein linked to PD). Surprisingly they also observed that PLs were diminished in cells overexpressing α-synuclein (Alza et al. 2021). Besides, in multiple sclerosis, an inflammatory autoimmune disease in which the immune system attacks the myelin sheaths in the central nervous system, the lipid metabolism may have direct and indirect effects on its progression. The lipids are suggested to be crucial on the regulation of the inflammatory response as well as for the re-myelination process while the disruptions of lipid homeostasis may affect the integrity of myelin and modulate neurodegeneration (Tettey and van der Mei, 2014).

Regarding psychiatric disorders, recent theories on the neurological alterations of schizophrenia have pointed the connection of this pathology with the alterations in phospholipid metabolism, particularly to an increased activity of phospholipase-A and a diminished activity of the systems which incorporate polyunsaturated fatty acids (PUFAs). Claiming that the complementation with essential fatty acids may alleviate symptoms of schizophrenia (Shamim et al. 2018).

Therefore, it is clear that many neurological and psychiatric disorders are related to misbalances of lipid homeostasis and numerous lipid biomarkers have been suggested as an early diagnosis tools, as well as an evolution marker for these pathologies (Calvano et al. 2019; Vaqas et al. 2015). However, the precise role of the involved lipid species in the onset and progression of neurodegenerative disorders remains mostly unclear (Alza et al. 2021; Shamim et al. 2018; Ehehalt et al. 2003). To obtain basic information in this direction, we first focused our investigation on determining the relation between the lipid organization on the plasma membranes of hippocampal neurons and the neuronal activity. To address it, we modulated neuronal activity relying on inhibitory or excitatory drugs, and used time of flight secondary ion mass spectrometry (ToF-SIMS) imaging to analyze our samples.

1.2.4 Membrane lipid analysis with ToF-SIMS

ToF-SIMS has already been employed in the analysis of lipid distribution on tissues (Philipsen et al. 2018), single cells (Ren et al. 2019), and more specifically on neurons (Merrill et al. 2017; Passarelli and Winograd 2011).

As previously described in the general introduction of this thesis, time of flight secondary ion mass spectrometry (ToF-SIMS) is based on the principle that at equal charge and kinetic energy, the extracted secondary ions will travel at different velocities depending on their mass-to-charge ratio. To set all extracted secondary ions at the same kinetic energy level, the primary beam needs to be pulsed or bunched (Fletcher et al. 2008a) and secondary ions must be accelerated by an electric field before entering into the ToF sector (Boxer et al. 2009; Agüi-Gonzalez et al. 2019).

Within TOF-SIMS instruments, there are two main types: the ION-SIMS (Iontof GmbH, Germany) and the J105 3D chemical Imager (Ionoptika Ltd). The main difference between them lies in the primary beam. While the Iontof instrument applies a pulsed primary ion...
beam, the J105 uses a continuous firing (Figure 24). This configuration of the J105 allows the separation of the spatial resolution capability from the mass resolution power and a higher mass resolution. On top of that, the J105 separates in two physical spaces the generation of the secondary ions and the mass spectrometry. With it, the mass resolution power is not affected by the sample topography. Thus, 2D and 3D images with subcellular resolution are achievable, while maintaining a high mass and lateral resolution and it was the instrument employed for our work.

![Figure 24. Ionoptika J105 scheme.](image)

Figure 24. Ionoptika J105 scheme. a) The chemical imager J105 from Ionoptika, has a Time-of-Flight mass spectrometer and a glove box that permits to load frozen hydrated samples avoiding frosting. b) A part of the continuous secondary ion beam is bunched to the first time focus and accelerated in the reflectron, which makes that the path of the ions depends only on their mass to charge ratio and not on their energy. Figure adapted from Fletcher et al. (2008b), courtesy of Elsevier.

One of the main advantages of using ToF-SIMS on the analysis of lipid distribution of the cellular plasma membrane is that this technique admits experiments without specific targets. The lateral resolution of SIMS instruments will be ultimately limited by the diameter of the primary ion beam, which can be focused at \( \leq 200 \text{ nm} \) to image the chemical composition of cellular membranes (Lanekeoff et al. 2011). Besides, the number of specific secondary ions sputtered at each voxel may be too low to reconstruct an image and this can limit the achievable lateral resolution. Thus, the useful lateral resolution is often larger than the beam diameter (Kraft and Klitzing 2014). Additionally what is more relevant regarding the analysis of cellular membranes with ToF-SIMS is that these instruments count with an exceptional depth resolution (\(< 10 \text{nm}\)) (Fletcher 2015; Singh et al. 2020) that enable the reliable imaging of this thin structure.

In addition, to gather the most information out of the analyzed membranes, we need to maximize the detection of intact molecules and reduce their fragmentation. In this regard, the use of GCIB has been shown to enhance the signal levels for high mass molecules by reducing the fragmentation of the secondary ions in comparison to other polyatomic ion beams like \( C_{60}^+ \) (Phan et al. 2017) and it was our choice for the analysis of plasma membrane lipids.
1.3 INTRODUCTION AIM II: DUAL PROBES FOR BIOLOGICAL STUDIES

*Work based on:


As described in the aim I of this thesis, it is possible to image specific molecules in a free-label fashion with SIMS techniques such as ToF-SIMS but only a limited range of masses can be covered. Thus, the direct measurement of large molecules, like peptides or proteins, is still not possible. This is unfortunate, since the spatial resolution of SIMS has greatly improved in the last years, enabling cell imaging and even reaching subcellular levels, which implies that excellent protein imaging could be achieved, if specific protein-labeling probes could be obtained. Such probes are especially needed since the contrast of SIMS images is not sufficient to detect organelles or protein complexes according to their morphology, as in electron microscopy (EM) (Weber et al. 2021; Gardiner et al. 2021). This restrains the direct identification of cellular organelles and forces the use of specific probes to point where particular organelles or even smaller targets, as proteins, are located. Thus, and despite the recent developments and the optimization of SIMS imaging methods to address biological studies, the main current drawback of SIMS is the identification of specific cellular structures and organelles as well as the difficulties to localize specific POIs.

In the last years, several probes have been developed to localize specific proteins with SIMS, conjugating antibodies with heavy metals such as lanthanides (Angelo et al. 2014) or gold (Wilson et al. 2012; Thiery-Lavenant et al. 2014). Unfortunately, some features of the antibodies such as their bivalency, polyclonality, and especially their large size may introduce some artifacts (Sograte-Idrissi et al. 2020). The common approach of labeling with primary and functionalized secondary antibodies gives a displacement error of ~ 30 nm from the targeted molecules (Sograte-Idrissi et al. 2020). Furthermore, antibodies are bivalent probes (owning two epitope-binding domains) and secondary antibodies secreted by different B cell lineages (polyclonal antibodies) are often incubated simultaneously, this may cause the artificial aggregation of antibodies in live staining or low fixated samples (Maidorn et al. 2019; Sograte-Idrissi 2019). To avoid these drawbacks, smaller and monovalent probes such as aptamers (Opazo et al. 2012) or single-domain antibodies (sdAb), also known as nanobodies, can be used to remove some of the antibody inconveniences (Opazo et al. 2012; Maidorn et al. 2019).

The most common antibody found in nature is the immunoglobulin G, a protein of ~ 150 kDa that consists of two identical heavy and two identical light chains covalently bound by disulfide bonds (Figure 25A). Antibodies recognize the epitope of the antigen by an interplay
between the variable domain of the heavy chain (VH) and the variable domain of the light chain (VL) (Schumacher et al. 2018). In the nineties, a special type of immunoglobulin was found in camels, such as llamas or alpacas, and later also in sharks. These particular immunoglobulins, called heavy chain antibodies (hcAbs) lack the light chain of IgGs as well as the constant domain 1 of the heavy chain (CH1) (Figure 25B). In this type of antibodies, the antigen binding capacity relies on its single variable domains (VHH). Thus, in an independent manner, this portion of the hcAbs can be used as an immunoaffinity tool. Due to their small size ~ 14 kDa, recombinant VHHs are also referred as nanobodies (Figure 25C).

Nanobodies own multiple advantages regarding specific labeling of POIs in biological samples. Among others, these monovalent single-domain antibodies, which are > 3 times smaller than common antibodies (Figure 25C), offer a more accurate location of the targets together with a better penetration in cells and tissue facilitating the labeling of previously inaccessible epitopes (Maidorn et al. 2019). Furthermore, thanks to the simplicity of their post-translational modification, nanobodies can be expressed as recombinant proteins in bacteria, simplifying and reducing the cost of their production (Muyldermans 2013). The use of nanobodies also enables a direct premixing with a primary antibody or primary nanobody, decreasing the experimental time in comparison with the use of secondary antibodies, and also admitting experiments with different primary antibodies from the same species (Sograte-Idrissi et al. 2020).

According to the mentioned reasons, we developed several types of nanoprobes for the study of biological samples with SIMS. One of those probes is based on click chemistry reaction, aiming to label newly synthesized proteins while the others are nanobody-conjugated probes that aim to label specific POIs. Moreover, all these nanoprobes do not only enable de detection of proteins at a subcellular level with SIMS, but thanks to the fluorophore molecules that they carry, such proteins can also be localized with light microscopy.

1.3.1 Binding strategies

To label our targets, four main strategies were applied. The first approach relies on a click chemistry reaction (Figure 26A). In the presence of copper, a copper(I)-catalyzed azide-alkyne cycloaddition (CuAAC) reaction directly binds the nanoprobes to unnatural amino acids (UAAs) that carry an alkyne group. With the use of this clickable nanoprobes, by incubating
cells with UAAs, either unspecific labeling of all newly synthesized proteins or site-specific labeling that enables the detection of specific proteins of interest can be performed.

![Figure 26. Strategies to bind conjugated probes to cellular proteins. A) Click chemistry reaction to bind conjugated probes to unnatural amino acids (UAA). B) Direct immunostaining with a conjugated nanobody binding the protein of interest (POI). C) A primary antibody binds the POI followed by a secondary conjugated nanobody that binds to the primary Ab. D) The nanobodies are added in a final step after first applying a primary antibody that binds the POI and intermediate antibodies that serve to amplify the signal.](image)

For the non-specific labeling, a particular amino acid, such as methionine, is excluded from the incubation medium and replaced by its unnatural homolog (e.g. homopropargyl-l-glycine (HPG)). Since the UAAs will be later bond by click reaction to the SIMS-detectable probes, all newly synthesized proteins can be detected (Figure 27A). Alternatively, the unnatural amino acids can be incorporated only into specific proteins by expressing on the cells a modified version of such proteins that contains an amber stop codon (TAG) together with a pair of tRNA and aminoacyl–tRNA synthetase (tRNA/RS). This tRNA/RS pair will incorporate the UAA (e.g. propargyl-l-lysine (PRK)) at the specific site determined by the Amber stop codon. The nanoprobes will then bind the PRK by click reaction, labeling exclusively the POIs (Figure 27B).

![Figure 27. Clickable nanoprobe binding strategies. A) The removal of a particular amino acid from the culture medium and its replacement by an unnatural amino acid (HPG) enables the non-specific labelling of all newly synthesized proteins. B) Genetically encoded targets, where unnatural amino acids (PRK) are specifically incorporated allow the site-specific labeling of proteins of interest (POI).](image)

Second, direct immunostaining with conjugated nanobodies that allows the labeling of specific POI (Figure 26B). Together with the click reaction approach, this modality produces the smallest displacement error from the targeted molecule but as drawbacks, a specific nanobody must be obtained for each target and the produced signal levels are the weakest of the four strategies. The third strategy follows indirect immunostaining, where a primary antibody binds the epitope of the POI while the conjugated nanobody binds the epitope of the primary antibody (Figure 26C). With this approach, a single type of nanobody, like an anti-mouse nanobody, can be applied to label multiple molecular targets. Nevertheless, the linkage distance from de POI is bigger than with the direct staining. However, since two nanobodies bind the two heavy chains of the antibodies, the signal can be up to 2 times stronger than the signal obtained with direct staining. Fourth, following an enhancement strategy, intermediate antibodies from different species that bind the previously attached ones are
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introduced (Figure 26D). An example of this would be the following staining sequence: first applying a rabbit anti-Tom20 primary antibody, followed by an intermediate goat anti-rabbit antibody, and finally adding an anti-goat conjugated-nanobody. As with the indirect staining, the enhancing strategy allows the use of the same type of nanobodies to target different POIs and increases even further the signal intensity obtained with SIMS or/and microscopy but at the same time multiplies the linkage error.

1.3.2 Nanoprobes

As a consequence of its high resolution, NanoSIMS has lately increased the number of applications for biological studies. However, this and of course other SIMS techniques with a lower lateral resolution still depend on exogenous markers to enable the differentiation of diverse cellular structures and organelles in order to obtain reliable information and to understand the underlying molecular mechanisms of cellular processes. Apart from a high affinity and specificity, to localize specific biomolecules in SIMS, immunoaffinity probes must offer a good ionization ability as well as containing ions that are not naturally abundant on the analyzed sample. Ideally, the labeling method to localize specific targets must be reliable and straightforward, enabling also the detection with other techniques to explore other features, obtaining even additional information from the same experiments.

In our group, several conjugated probes that enable the labeling and localization of proteins with SIMS imaging and light microscopy have been successfully developed, and applied in the study of biological samples. As further described in the next sections of Aim II, first, a fluorinated nanobody, denominated “FluorLink” was developed and tested with NanoSIMS. Then, also to cover the positive ionization mode of SIMS, two boron-conjugated nanoprobes were developed; “BorEncode”, which binds its targets (UAAs) by click reaction, and “BorLink”, which contains a nanobody and binds its POIs by immunoaffinity.

1.4 INTRODUCTION AIM III: STUDY OF THE MYELIN TURNOVER COMBINING ELECTRON MICROSCOPY AND SECONDARY ION MASS SPECTROMETRY

*Work based on:


1.4.1 Imaging techniques correlation

To analyze biological samples, especially when addressing complex questions, the combination of different approaches can offer a broader view providing further valuable information. With this purpose, several studies have already combined SIMS with other imaging techniques. For example, ToF-SIMS and atomic force microscopy were merged by
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Eachambadi and colleagues to resolve the electrically conductive structures in cable bacteria (Eachambadi et al. 2021) as well as NanoSIMS imaging has been correlated with transmission electron microscopy (TEM) to study the dopamine distribution across neuroendocrine vesicles (Lovrić et al. 2016) or the accumulation of amiodarone within the lysosomes of macrophages at the lungs (Jiang et al. 2017).

SIMS extracts the chemical composition of the analyzed surfaces and can generate images with a lateral resolution comparable to light microscopy. In biology, the addition of rare isotopes and non-native elements can also be introduced to study metabolic processes, as well as to unravel the turnover of concrete biomolecules with SIMS. However, the approach that currently achieves the best spatial resolution to discern subcellular structures by morphology relies on the use of electron microscopy (EM). With this technique, electron-dense elements are visualized reaching a nanometer to sub-nanometer precision (Gardiner et al. 2021). Despite, specific immune-EM approaches are available, these methods still present some technical difficulties and require extensive optimization (Rostaing et al. 2004; Morphew 2007; Möbius and Posthuma 2019). Therefore, in the vast majority of the studies, EM identifies specific components only based on their morphology. By combining both methods, EM and SIMS, we can obtain the spatial resolution that allows us to clearly identify organelles and other cellular elements by morphology while addressing the chemical composition and metabolic fate of their biomolecules. In the work detailed below, we combined these two approaches to study the renewing mechanism of myelin sheaths.

1.4.2 Myelin

Myelin is an insulating layer that wraps axons improving their electrical transmission efficiency. Myelin isolation reduces the capacitance of the axonal membrane allowing electrical impulses to transmit faster and efficiently along the nerve cells. Myelination presents some differences between the central nervous system (CNS) and the peripheral nervous system (PNS). In the CNS, the oligodendrocytes are the responsible glial cells to produce the myelin sheaths, emitting multiple plasma membrane prolongations that surround axon segments of up to 40 neurons (Figure 28A). Alternatively, in the PNS, Schwann cells surround axons, individually wrapping themselves around a single axon (Figure 28B). In both cases, myelin does not form a single sheath that covers the whole axon, but myelin leaves gaps between the wrapped sections, called nodes of Ranvier (Figure 28). These non-myelinated sections are the places where ions are exchanged across the axon membrane, regenerating the action potential between regions of the axon that are insulated by myelin (the internodes). This enables the propagation of the action potentials along the axons jumping from node to node, increasing the conduction velocity of the action potentials.
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Figure 28. Myelination in the peripheral and central nervous systems. A) In the CNS, the oligodendrocytes are the cells that extend plasma membrane structures to support axons from multiple neurons. B) In the PNS, several Schwann cells surround a single axon leaving gaps known as nodes of Ranvier.

In both scenarios, CNS and PNS, the structure wraps itself around the axon forming a mesaxon, where both edges get in contact (Figure 29B). After this, one of the prolongations slides under the other and continues to grow wrapping itself around the axon (Snaidero et al. 2014). This leading edge is called the internal mesaxon (Figure 29C). Likewise, the membrane also extends laterally along the axon in a series of layers forming the neurilemma. To reach the typical tighten roll structure, the compaction process commences in the outer layers while the inner tongue is still being extended around the axon. Myelin Basic Protein (MBP) is the key component of the compaction process, and it is crucial that compaction does not interfere with the still ongoing wrapping process. Despite compaction regulation mechanisms are not totally uncovered, once MBP is bound to two myelin sheath layers, it rapidly polymerizes and compacts the membrane (Aggarwal et al. 2013).

Figure 29. Myelin sheaths formation stages. A) The axon lies in an invagination of the Schwann cell. B-C) The prolongation called the mesaxon, elongates in a spiral fashion wrapping the axon. D) Finally, the cytoplasmic surfaces condense into a compact myelin sheath.

1.4.3 Myelin turnover

Previous studies have shown that myelin proteins have an exceptionally long lifetime (Fornasiero et al. 2018; Toyama et al. 2013), with a half-life that ranges from 55 to 133 days (Fornasiero et al. 2018). As already mentioned, to study the metabolic turnover of cellular proteins with SIMS, the addition of stable isotope-labeled amino acids (SILAC) in the diet of cells and animals is a common approach. The rare stable isotopes, typically $^{13}$C or $^{15}$N, are metabolically and physiologically incorporated in the newly synthesized proteins, which can then be identified and visualized by SIMS (Dörrbaum et al. 2018; Heo et al. 2018). In collaboration with the group of Dr. Möbius and employing a model of mice that produces myelin but fails to maintain the physiological compaction of the myelin sheaths, we combined 3D electron microscopy and NanoSIMS to study the metabolic turnover of myelin and its relationship with the alteration of its functions. Combining these two techniques, we
were able to visualize the distribution of newly synthesized proteins into mature myelin sheaths and observe that different myelin and axonal structures present different turnover rates.

Likewise, previous works suggested that individual myelin sheath are renewed by the oligodendrocytes in a continuous but very slow process (Toyama et al. 2013; Fornasier et al. 2018). In this study, working with a tamoxifen inducible MBP null allele, we checked the integrity of myelinated tracts after avoiding the physiological compaction of the newly formed myelin membranes in the CNS of adult mice. Employing an inducible gene knockout (iKO) mouse, in which a targeted gene can be inactivated at a specific time point and only at specific tissues, provided spatial and temporal control over the gene activity. In such mice, oligodendrocytes continued expressing myelin genes, but failed to keep compacting the myelin sheaths (Meschkat et al. 2020). Imaging the spinal cord of the $^{13}$C-lysine pulse-fed mice with NanoSIMS, we directly observed the integration of newly synthetized proteins into the myelin sheath of adult mice.

**1.5 INTRODUCTION AIM IV: CORRELATIVE FLUORESCENCE MICROSCOPY, TRANSMISSION ELECTRON MICROSCOPY AND SECONDARY ION MASS SPECTROMETRY (CLEM-SIMS)**

*Work based on:


**1.5.1 Imaging techniques correlation**

Despite the multiples advantages of combining EM and SIMS, this tandem still has some limitations, for instance, covering a crucial point in the study of biological samples, the localization and visualization of specific targets. The most common approach to map the distribution of particular targets, like proteins, in biological samples relies on light microscopy. Nonetheless, light microscopy still misses relevant information about cellular morphology and offers a limited capacity to uncover metabolic details.

As already addressed in Aim II, without specific probes SIMS also remains unable to distinguish, organelles and other sub-cellular elements. Different alternatives have been tested for SIMS (Kabatas et al. 2019b; 2019b; Thiery-Lavenant et al. 2014), but the use of such probes is still very limited since none of them is currently commercially available. Thus, combining SIMS with either EM (Arrojo e Drigo et al. 2019; Toyama et al. 2019; Lovrić et al. 2016) or light microscopy (Saka et al. 2014; Truckenbrodt et al. 2018; Senyo et al. 2013) has been a more prevalent choice. Still, the correlation of images from the three techniques
(EM, light microscopy, and SIMS) could provide a wider view unraveling information that combining only two of them would be dismissed.

For example, in the work of Truckenbrodt and colleagues (Truckenbrodt et al. 2018), the concatenation of fluorescence microscopy and NanoSIMS suggests that after their synthesis, synaptic vesicles are only functional for a few days while older vesicles seem to be excluded from the releasing neurotransmitter process. However, fluorescence and SIMS could not provide information regarding the morphology or the identity of the cellular elements surrounding the identified vesicles by light microscopy. It is also possible that aged vesicles are isolated in other cellular compartments (Rizzoli and Betz 2005) or fused to synaptic endosomes, inducing morphological and functional changes (Rizzoli 2014). In contrast, thanks to the synergy of the three techniques, these hypotheses could be tested by CLEM-SIMS.

As well, other studies that combine EM with SIMS could also benefit from the inclusion of fluorescence microscopy. For example, the works of Arrojo e Drigo and Toyama in which they described the mosaicism found in several organs where both old and new cells coexist (Arrojo e Drigo et al. 2019, Toyama et al. 2019), could have been expanded by targeting fluorescently specific markers that reveal the key differences between both groups of cells.

Thus, correlative light and electron microscopy (CLEM), sums the advantages of both approached, granting the analysis of specific targets in the context of particular cell structures (Sims and Hardin 2007), while adding SIMS would also provide the chemical composition of cells and tissues and hints about their metabolic fates.

As shown in the previous Aim, to maintain their physiological capabilities, cells and tissues are constantly replacing their old components to avoid the progressive accumulation of old or damaged material. Despite it is possible to visualize with fluorescence microscopy some recently incorporated cellular proteins, by employing pulses of non-canonical amino acids (Dieterich et al. 2010), this approach only reveals the newly-synthesized proteins. On the contrary, SIMS also provides information about the general abundance, offering an integral overview of the metabolic turnover for different types of biomolecules (Truckenbrodt et al. 2018; Frisz et al. 2013).

### 1.5.2 CLEM-SIMS

Being aware of the strengths and limitations of each of these three techniques and to overcome the individual constraints, we developed a workflow that allows a straightforward correlation of light and electron microscopy together with nanoscale secondary ion mass spectrometry (CLEM-SIMS). After optimizing the multiple steps, we generated a suitable and straightforward CLEM-SIMS protocol that, as a proof of concept, allowed us to determine the location of specific proteins (fluorescence microscopy) together with the visualization of cellular structures (TEM) while also obtaining information related to the chemical composition of the cells (NanoSIMS) in cultured cells (Figure 30).
Figure 30. Workflow overview for CLEM-SIMS imaging. Following conventional protocols, cells are cultured and stained. Then, the cells are physically fixed by high pressure freezing, previous to their freeze substitution procedure. After this, when the sample is already embedded in resin, the blocks can be sectioned. The slides must be placed on conductive and referenced grids. Thanks to the grid and the intrinsic landmarks of the cells, the fluorescent microscopy imaging can be carried, followed by TEM and NanoSIMS imaging of the exact same areas. The images from the three modalities are then processed for registration and the data analyzed. Scale bars: 3μm. Figure extracted from Lange et al. (2021), courtesy of PlosOne.
2. MATERIAL AND METHODS

2.1 MATERIAL AND METHODS AIM I

2.1.1 Hippocampal neurons culture

To obtain well developed hippocampal neurons while minimizing the interference of the glial cells we followed the protocol of Kaech & Banker (2006). The three parts of the protocol that will be chronologically described (Figure 31), enabled the culture of hippocampal neurons maintaining a physical distance from the astrocytic monolayer. All solutions and products used for this preparation are summarized on (Table S1).

Figure 31. Banker culture workflow. Schematic representation of the three parts of the workflow for hippocampal neurons culture; glia, coverslips and hippocampal neurons preparation. Figure extracted from Kaech and Banker (2006), courtesy of Nature.

2.1.1.1 Glia preparation:

The preparation of cortical glial cells must commence two weeks before starting with the hippocampal culture (Figure 31.1). For this purpose, the brains of newborn 6-7 (P0) rats were extracted from the skull and immediately submerged in Hanks' Balanced Salt Solution (HBSS). Under the microscope, the cerebral hemispheres were cleaned from the meninges. Once the 12-14 hemispheres were ready, still submerged in HBSS, they were finely cut in approximately equal size pieces of ~ 1 x 1mm with a sterile scalpel. The brain pieces were
transferred into a centrifuge tube with a total volume of 10 ml of HBSS + 10 mM HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid). There they were gently washed by repeatedly inverting the tube, letting the pieces sit at the bottom of the tube, removing the supernatant, and re-suspending in fresh solution. Repeating this step 3-4 times, helps to remove the very small tissue pieces that remained floating on the solution and that may be toxic for the cells. After the last washing, most of the supernatant was removed and the pellet was transferred to a new tube containing dissociation buffer (12 ml HBSS, 1.5 ml 2.5 % trypsin, 1.5 ml 1 % DNase). To let the enzymatic solution act, the centrifugation tube was placed in a rotator at 37 °C for 15 minutes. Then, the dissociation buffer was discarded and the dissociated tissue washed 3 - 4 times with preheated glia medium. Vigorously pipetting against the bottom of the tube, the dissociated tissue was homogenized, and then filtered through a 100 μm cell strainer. The filtered solution was then centrifuged at 860 rpm for 10 minutes, carefully removing the supernatant afterwards. The pellet of cells was then re-suspended in 9 ml of glial medium, distributing it into three flasks and completing with glia medium to reach a total volume of 20 ml. The flasks were then placed in the incubator at 37 °C and 5 % CO₂. After 1 day, the medium was exchanged to remove dead cells and debris. The cortical astroglial cells were then fed every three days with fresh glia medium and shacked once per week in the presence of 10 mM HEPES to detach and remove the microglia. Each of these preparations generates enough glial cells for several preparations of hippocampal neurons.

Five days before the neurons were seeded, the astrocytes were transferred from the flask onto 12 well plates, adding 3 ml of trypsin + EDTA to detach the cells. Once the cells were visibly detached, the enzymatic solution was neutralizes adding glial medium. Then the solution was centrifuged at 800 rpm for 10 minutes, and the pellet re-suspended in the glial medium to reach a total volume of 20 ml. The flasks were then placed in the incubator at 37 °C and 5 % CO₂. After 1 day, the medium was exchanged to remove dead cells and debris. Then the cortical astroglial cells were then fed every three days with fresh glia medium and shacked once per week in the presence of 10 mM HEPES to detach and remove the microglia. Each of these preparations generates enough glial cells for several preparations of hippocampal neurons.

2.1.1.2 Coverslips preparation:

Before seeding the hippocampal neurons, sterilized ITO glass coverslips were coated overnight with 1 mg/ml Poly-L-lysine adding 4 drops of paraffin on the edges to set up the later “sandwich” arrangement (Figure 31.2). After coating, the ITO coverslips were washed with sterile distilled water and then submerged in plating medium.

2.1.1.3 Preparation of hippocampal cells:

Hippocampal neurons were then procured from embryonic rats (E18) (Figure 31.3). The hippocampi were isolated under the microscope and then washed with HBSS, then incubated for 1 h in an enzymatic solution that contains: 10 ml Dulbecco’s Modified Eagle Medium (DMEM), 50 mM EDTA, 100 mM CaCl₂, 2 mg of cysteine, and 25 U/ml of papain. Then bubbled with Carbogen for 10 min and filtered. After this, the cells were washed with HBSS and incubated in inactivating solution (10 ml FCS-DMEM, 2 mg albumin, and 2 mg of trypsin inhibitor) for 15 min.

The neurons were then plated (~ 30,000 cells/cm²) on the ITO glasses and let to seed for 1-4 h at 37 °C and 5 % CO₂. When the cells were already attached to the glass, the medium was exchanged to Neurobasal-A medium supplement with B27 (1:50), and GlutaMAX (1:100). To limit the proliferation of the glial cells, after 3 days, 5-fluoro-2'-deoxyuridine was added. Neurons were kept in the cell incubator at 37 °C and 5 % CO₂ for 14 days before their use.
2.1.2 Fixation methods

2.1.2.1 Chemical fixation

Before fixing, the culture medium of the neurons was removed and the coverslips were rinsed with 0.1 M of Hendry phosphate buffer (HPB) pH 7.4. Then the cells were fixed at room temperature for 30 minutes in a solution of glutaraldehyde 4 % in 0.1 M HPB. The fixation solution was removed and the coverslips washed twice for 5 minutes in triple distilled water and fixed with 0.4 % osmium tetroxide (OsO₄) for 15 minutes at room temperature. The fixed samples were then washed 3 times for 5 minutes in triple distilled water and let air dry before imaging.

2.1.2.2 Frozen-hydrating

The frozen-hydrated samples were first washed for 5 min with 0.1 M HPB (pH 7.4) and rinsed 4 - 5 times (total rinsing time ~ 15 - 20 sec) with 150 mM ammonium formate (pH 7.4). Rapidly, the cells were plunge frozen by submerging them in liquid propane and immediately transferred and stored in liquid nitrogen. The samples remained immersed in liquid nitrogen until they were inserted into the precooled ToF-SIMS instrument.

2.1.2.3 Freeze-drying

Like previously described for the frozen-hydrating samples, the cells were first washed for 5 min with 0.1 M HPB (pH 7.4) and rinsed 4 - 5 times (total rinsing time ~ 15 - 20 seconds) with ammonium formate 150 mM (pH 7.4). Immediately after, the cells were immersed in liquid propane and dried overnight, setting a final pressure of 0.05 mbar in the lyophilizer (Christ 2-4 LDPlus, Christ Martin, Germany). The samples were then shortly reserved in a glass desiccator until their transference into the mass spectrometer where they were analyzed at RT.

2.1.3 ToF-SIMS imaging

For the ToF-SIMS imaging, a J105 3D Chemical Analyzer (Ionoptika Ltd., UK) was employed, applying a 40 keV (CO₂)₂₅₀⁺ gas cluster ion beam (GCIB) primary ion source. To avoid the potential interference of the ice layer formed on top of certain samples or possible surface contamination, the first layer was eroded applying a primary current of 4 x 10¹³ ion/cm² on an area of 800 x 800 µm and 128 x 128 pixels. The actual imaging was executed, for both secondary ion modes, under the static limit. A primary ion current of 12 pA was applied to areas of 750 x 750 µm setting images of 256 x 256 pixels, with an estimated primary ion dose density of 2 x 10¹³ ion/cm². To adjust the mass range to the masses where numerous lipids and their fragments are found, the detection mass range of the instrument was set from 80 to 1000 Da.

For the analysis of chemical fixated and frozen-dry samples, we kept the mass spectrometer at room temperature. On the contrary, to work with the frozen-hydrated samples, before inserting the samples, both the preparation and the analysis chambers were cooled down to ≤ 200 K and ≤ 90 K, respectively. Keeping the temperature of the analysis chamber during the entire measurement.

2.1.4 Mass spectra calibration

To calibrate the spectral mass/time axis we localized characteristic peaks along the spectra. For positive mode the selected peaks were In (m/z 114.90), PC headgroup (m/z 184.07),
In$_2$O (m/z 245.80), DAG (m/z 599.47) and PC (m/z 760.58). For the negative mode: InO$_2$ (m/z 146.89), FA (18:0) (m/z 283.26), PE (37:0) (m/z 760.58) and TG (54:2) (m/z 885.79).

2.1.5 Data analysis

The data that we got from the J105 was exported using the Ionoptika Image Analyzer software (Ionopika Ltd., Southampton, U.K.). Due to the enormous size, the mass spectra data was binned down to 0.05 Da, resulting in spectra of >10k peaks with a mass accuracy of $\sim 62$ ppm at m/z 800. To clean the spectra of the substrate interferences, the most abundant peaks known to come from the ITO glass were removed. The intensity of the remaining peaks was then normalized to the total ion counts of each image. Further processing of the data was achieved with Matlab (R2017a, The Mathworks, Inc., Natick, MA).

To determine how the lipid composition varies across two different cellular regions (cell body and neurites) of the neuronal plasma membranes, and to analyze how the application of drug treatments affects their lipid composition, we combined independent component analysis (ICA) and cross-correlation coefficient difference (CCD) analysis. Afterwards, the masses that showed to contribute significantly to the differences between cells incubated with drugs and the control group were tentatively identified using literature references as well as Lipid Maps and LipidBlast databases (Sud et al. 2007; Kind et al. 2013). To confirm the statistical correlation between lipid subgroups variations and neuronal activity, a Kruskal–Wallis test was combined with the Tukey-Kramer post-hoc test, applying a correction alpha of 0.05 for individual subgroups of lipids.

2.2 MATERIAL AND METHODS AIM II

2.2.1 Sample preparation for FluorLink

2.2.1.1 Cell culture and transfection

HEK293 cells were cultured in DMEM medium with a 10 % FCS, 100 U/mL penicillin and streptomycin, and 4 mM L-glutamine. For the experiment, the cells were seeded on PLL-coated coverslips and incubated in DMEM, without antibiotics, at 37 °C with 5 % CO$_2$. For transfection with TOM70-mCherry and TOM70-GFP the cells were treated as instructed by the manufacturer of Lipofectamine® 2000.

2.2.1.2 Immunostaining

Before immunostaining, cells were fixed with 4 % PFA in PBS for 30–40 min at RT, quenched with 100 mM glycine in PBS, washed briefly with PBS, and permeabilized and blocked with 2.5 % BSA and 0.1 % Triton X-100 in PBS for 15 min. The following POIs were the targets of FluorLink in the presented work; TOM70-GFP (transfected), TOM70-mCherry (transfected), PMP70 (endogenous), Lamin-B2 (endogenous), and α-Tubulin (endogenous).
Direct immunostaining approach targeting fluorescent proteins (FP): The fixed, blocked and permeabilized cells were incubated with both FluorLink-nanobodies anti-FP (#1 and #2) for 1 h at RT in 1.25 % BSA and 0.05 % Triton X-100 in PBS and washed with PBS for 3×5 min. The following FluorLink-nanobodies were used for staining: FluorLink-nanobody anti-GFP #1 and #2 (40 – 50 nM each) and FluorLink-nanobody anti-mCherry #1 and #2 (40 – 50 nM each).

Indirect immunostaining approach targeting POI: The fixed, blocked and permeabilized cells were incubated with the primary antibody for 1 h at RT; anti-PMP70 (1:100), mouse anti-Lamin-B2 (1:100) or mouse anti-α-Tubulin (1:100). After the primary antibody staining, the cells were washed with permeabilization/blocking solution (3×5 min) and sequentially stained with the intermediate antibodies for 1 h at RT; goat anti-rabbit lgG-Alexa488 (1:50), mouse anti-goat (1:50). Afterwards the cells were washed with permeabilization/blocking solution (3×5 min) and incubated with FluorLink-nanobody antimouse lgG (25–50 nM) in 1:1 diluted blocking/permeabilization solution for 1 h at RT followed by final wash with PBS (2×5 min). The cell nuclei were then labeled using 4 µM Hoechst in PBS for 5 min. This was followed by washing with PBS, high-salt PBS and PBS (5–10 min each) and mounting in Mowiol for pre-embedding fluorescence imaging.

2.2.2 Sample preparation for BorEncode

2.2.2.1 Cell culture and labelling of all newly synthesized proteins

To label proteins via click chemistry with BorEncode, baby hamster kidney (BHK) cells were grown in DMEM, with 10 % tryptose phosphate, 5 % fetal bovine serum, 2 mM L-glutamine, 60 U/mL penicillin and 60 U/mL streptomycin and passaged every 3–4 days. In order to label a large number of newly synthesized proteins with BorEncode, cells were grown on 18 mm glass coverslips (~ 50.000 cells per coverslip). The culture medium was replaced by methionine free DMEM, supplemented with 2 mM L-glutamine, 500 µM Lcysteine, 60 U/mL penicillin and 60 U/mL streptomycin 1 h before starting the experiment. Click-iT® L-homopropargyl glycine (HPG) was added to cells in a final concentration of 50 µM. Cells were incubated for 88 h at 37 °C and 5 % CO2, thereby incorporating HPG into all newly synthesized protein. The cells were then washed with cold PBS and fixed with 4 % PFA in PBS for 30 min at RT.

2.2.2.2 Selective incorporation of UAAs into proteins of interest

BHK fibroblasts were cultured on glass coverslips (~ 20.000 cells per coverslip) in antibiotic free culture medium. 24 h after seeding, the UAA propargyl-l-lysine (PRK) was added to the culture medium in a final concentration of 250 µM. Furthermore, cells were transfected with two DNA vectors using Lipofectamine® 2000 reagent following the manufacturer’s instructions. Briefly, the DNA encoding the protein of interest (POI), which contains the Amber stop codon, and the vector for the expression of the tRNA/RSWT were equilibrated together in Opti-MEM for 5 min at RT. Lipofectamine was equilibrated separately in Opti-MEM, then added to the DNA constructs, mixed and incubated for 20 min at RT. Afterwards the DNA/Lipofectamine mixture was added to the cells and incubated for 18–24 h at 37 °C and 5 % CO2 to allow protein expression with incorporation of the PRK. Medium was exchanged to normal BHK culture medium ~ 4 h before fixation. Cells were briefly washed with cold PBS and fixed with 4 % PFA in PBS for 30 min at RT.

2.2.2.3 Click reaction

The PFA was quenched applying ammonium chloride (100 mM) in PBS for 20 min at RT before they were permeabilized with 0.1 % Triton-X 100 in PBS. Blocking of unspecific
epitopes was performed by incubating samples in 5% BSA, 5% tryptone/peptone (Carl Roth GmbH, Karlsruhe, Germany) and 0.1% Triton-X 100 in PBS. Directly before reaction, cells were washed with 3% BSA in PBS and incubated in freshly prepared click solution in a dark humidified chamber for 30 min at RT. Following the manufacturer’s instructions, the click solution was composed of milliQ-H₂O and Click-iT® Cell Reaction Buffer Kit and 10 µM BorEncode. After the click reaction, the cells were washed with 5% tryptone/peptone in PBS for 15 min.

2.2.3 Sample preparation for BorLink

2.2.3.1 Cells culture and transfection

COS-7 and HEK293 cells were cultured in DMEM containing 10% FCS, 100 U/mL penicillin and streptomycin, and 4 mM L-glutamine. For the experiment, ~ 500.000 cells per PLL-coated coverslips coverslip were seeded and incubated in DMEM without antibiotics for 3–6 h at 37 °C and 5% CO₂. The cells were transfected following the instructions of the manufacturer using Lipofectamine® 2000 and the vector for the protein of interest, TOM70-GFP. The transfection was carried out by separately incubating the plasmids and the Lipofectamine® 2000 for 5 min in OptiMEM Gibco®, then mixing the two solutions and waiting for further 20–25 min before applying them to the cells. The cells were allowed to express the proteins of interest for 12–19 h at 37 °C.

2.2.3.2 Immunostaining

Fixation was performed using 4% PFA in PBS. This was followed by quenching for 30–40 min in 100 mM glycine in PBS and a brief PBS wash before the samples were permeabilized and blocked with 2.5% BSA and 0.1% Triton X-100 in PBS for 15 min. BorLink-GFP-Nanobodies (~ 40 – 50 nM) 6 were diluted in blocking/permeabilizing solution/PBS (1:1), added to the cells and incubated for 1 h at RT. The cell samples were washed after the labeling step for 5–10 min with PBS (2×).

2.2.4 Plastic embedding and sectioning

All fixed and labeled cells were dehydrated applying an increasing amount of EtOH in ddH₂O, first 30% EtOH for 10 min, then 50% EtOH for 10 min (x3 times). Then, immersed in a solution of 50% LR-White in EtOH for 1 h. and in a 100% LR-White solution for 1 h. Afterwards, the cells were covered with capsules (Beem Inc., West Chester, PA, USA) and embedded for 30 min in LR-White plus accelerator (London Resin Company Ltd) on a cold metal-plate. Eventually, the resin blocks were dried for 90 min at 60 °C and finally cut with an EM-UC6 ultramicrotome (Leica Microsystems, Wetzlar, Germany), in 200 nm sections which were subsequently placed onto silicon wafers (Siegent Wafer GmbH, Aachen).

2.2.5 SIMS imaging

2.2.5.1 FluorLink

NanoSIMS measurement was performed using a NanoSIMS 50L ( Cameca, France) selecting in this case the 8 keV Cesium primary ion source to produce and detect negative secondary ions. To obtain the steady state of ionization before imaging, the surface was implanted with a primary current of ~ 110 pA. A primary current of ~ 2.5 pA was used during the imaging phase to produce secondary ions that were then focused through the ion optics and separated into different mass per charge (m/z). The collected ions were; ¹⁹F and ¹³C¹⁴N (referred on
the rest of the text as $^{19}$F, and $^{12}$C$^{14}$N). The images were acquired with the raster size 12 x 12 µm to 20 x 20 µm with 256 x 256 pixels, or 37 µm with 512 x 512 pixels.

2.2.5.2 BorEncode and BorLink

SIMS analysis was performed on a NanoSIMS 50L instrument (Cameca, France) selecting the positive ion polarity of the instrument and a Hyperion II dual polarity oxygen as primary ion source. To obtain the steady-state of the secondary ion yield, prior to each analysis, an implantation of O ions was performed with a primary current of ~ 190 pA (primary aperture D1:1) on a slightly larger area than the final imaged area. Sequentially, a primary current of ~ 30 pA (D1:2 primary aperture) was applied, setting a mass resolution power adequate to separate potential isobaric interferences. The detectors were set to detect the following positive ions: $^{11}$B$^+$, $^{23}$Na$^+$, $^{39}$K$^+$, and $^{40}$Ca$^{2+}$ (in the text respectively referred as $^{11}$B, $^{23}$Na, $^{39}$K, and $^{40}$Ca). The images range from 20 x 20 µm to 40 x 40 µm with 512 x 512 pixels per image and a dwell-time of 6 ms/pixel. 5 planes were acquired and accumulated to generate the final images.

2.2.6 Data analysis

All the SIMS images were initially exported and processed with the Open MIMS plugin from ImageJ (NIH, Bethesda, USA). Line profiles, drawn for the analysis of FluorLink probe, and all ratio measurements were also performed by this software. Self-written Matlab routines (the Mathworks Inc., Natick, MA) were used for further data analysis. To calculate the average signal intensity of $^{11}$B from the boron probes, circular regions of interest (ROI) were manually selected after being normalized to the background intensities. The background was determined selecting similar ROIs outside the cells. For BorLink, 150 ROIs were selected on transfected and 150 ROIs on non-transfected cells. For BorEncode, 60 ROIs were selected on +HPG cell samples, and 60 ROIs on −HPG samples. The difference of $^{11}$B signal levels between the transfected cells stained with BorLink and the non-transfected cells also incubated with BorLink, was determined as significant ($p < 0.0001$) by a Wilcoxon rank sum test.

2.3 MATERIAL AND METHODS AIM III

2.3.1 Sample preparation: 13C-labeling

Starting at the age of 28 weeks (18 weeks after the tamoxifen injection), the MBP iKO mice were respectively fed for 45 or 60 days with a 13C-lysine diet. The pulse-labelling period was then followed by one week of chase with a non-isotopically labeled control diet. Immediately after, their spinal cords were collected.

2.3.2 Sample sectioning and mounting

Epon-embedded sections were procured following the protocol described in (Weil et al. 2019). The ~ 150 nm sections from the iKO mice spinal cords were placed on finder grids (FCF200F1-Cu, Science Services, Munich, Germany). The areas of interest were imaged with
TEM at the resolution of interest and mapped using a smaller magnification to facilitate their later localization with NanoSIMS (Figure 32).

Figure 32. TEM low magnification overview of a finder grid used as a guide to locate the same area of interest with NanoSIMS CCD. A) TEM image with the ROI pointed with an orange square. B) CCD image of the same area. Despite both orientations can differ, the ROI can still be located thanks to the coordinates and the TEM reference image. Scale bars: 50 μm.

2.3.3 NanoSIMS imaging

After TEM imaging was carried out, the same areas were imaged with NanoSIMS using a NanoSIMS 50L (CAMECA, Gennevilliers, France) using an 8 keV Cs⁺ primary ion source. The TEM grids were loaded into the NanoSIMS with the help of a sub-holder that accepts up to three TEM grids of 10 mm diameter (#45639345, Cameca, Gennevilliers, France). To determine the presence of $^{12}$C and $^{13}$C, the detectors were set to collect $^{12}$C$^{14}$N⁻ and $^{13}$C$^{14}$N⁻ ions. The mass resolving power was adjusted to avoid isobaric mass peaks interferences like $^{12}$C$^{15}$N⁻ on the $^{13}$C$^{14}$N⁻ peak, or $^{12}$C$^2$H⁻ on $^{12}$C$^{13}$C⁻ applying an entrance slit of 20 x 140 μm (ES:3) and an aperture slit of 350 x 250 μm (AS:1). To reach a stable secondary ion yield, areas slightly bigger than the final ROIs were pre-sputtered applying a primary ion current of 15 pA during 30 seconds (D1:1). Then, a primary ion current of 1.5 pA or 0.5 pA was applied for imaging, selecting respectively a primary aperture of D1:3 or D1:4. A dwell time of 5.07 ms /pixel was accumulated from two consecutive layers. Ion images of 256 x 256 pixels were taken for raster sizes ranging from 10 x 10 μm to 20 x 20 μm and 512 x 512 pixels when the raster size was bigger than 20 x 20 μm. Image exportation and drift correction, if required, were performed by the OpenMIMS plugin (NRIMS, Cambridge, MA, USA) from ImageJ (Rueden et al. 2017).

2.3.4 Image registration

To determine the $^{13}$C enrichment within concrete morphological structures, the TEM images were scaled to match NanoSIMS data. The correlation of EM and NanoSIMS images was possible in an accurate manner thanks to the intrinsic landmarks of the tissue (e.g. the myelin folds) without requiring extrinsic fiducial markers such as fluorescent beads. The image registration was carried out by selecting multiple points, evenly spread across the entire image and carrying a 2D linear transformation until the localization error between the two types of images were reduce to the minimum using Adobe Photoshop CS6 (Adobe Inc., San José, CA, USA).
2.3.5 Isotopic enrichment calculation

To calculate the $^{13}$C enrichment across different areas of interest, we employed self-written Matlab scripts (R2016b, the Mathworks Inc., Natick, Massachusetts, MA, USA). A TEM expert manually drew multiple ROIs on the electron images, including all the analyzed morphological structures. Within each ROI, the isotopic ratio $^{13}$C/$^{12}$C was calculated for every pixel (in SIMS, the values are equivalent to the amount of detected ions) and then those values were averaged across all pixels in the ROI and presented as a data point. The standard natural ratio for $^{13}$C/$^{12}$C (0.0112) was set as 0 % and the enrichment of particular regions was presented as the percentage over this threshold. The ion maps were pseudo-colored using the Fiji LUT Fire and Physics. In the EM images, ROIs are indicated by numbers denoting the corresponding biological structures that were included in the graphs. To statistically determine the different levels of $^{13}$C enrichment between structures, a two-tailed unpaired t-test was applied.

2.4 MATERIAL AND METHODS AIM IV

2.4.1 Sample preparation for high-accuracy CLEM

The resin sections were cut with a 35° DiATOME ultra knife with a thickness of ~ 160 nm and placed on carbon-coated Formvar finder grids (Ted Pella 01910-F; Electron Microscopy Sciences, Hatfield, PA, USA). For light microscopy, the areas of interest were taken using a 100x oil immersion objective. To help with the identification of the cells, the DAPI channel was employed to image the uranyl acetate autofluorescence. Then, the respective channels of interest were imaged to reveal the labeled proteins. The grids were then washed, dried, and stored until continuing with the TEM imaging.

To identify the same areas of interest with TEM, overview images with a magnification of 600x were taken first. Then, zooming in, images with a magnification of 3500x of were taken in a tile scan of 10 x 10 images. Overview TEM images of individual cells were obtained by merging the corresponding images. To correlate the light microscopy data with the electron microscopy images, a plug-in from Icy, eC-CLEM (Paul-Gilloteaux et al. 2017), was employed.

2.4.2 NanoSIMS imaging

NanoSIMS imaging was performed by a NanoSIMS 50L (CAMECA, Gennevilliers, France) using an 8 kV Cs+ primary ion source. The TEM grids were loaded on the NanoSIMS, by placing them on a sub-holder (#45639345, Cameca, Gennevilliers, France). The ion detectors were set to collect $^{12}$C, $^{13}$C, $^{14}$N, $^{15}$N, P and S. The mass resolving power of the instrument was adjusted to avoid the interferences from isobaric mass peaks like $^{13}$C/$^{15}$N from $^{12}$C/$^{14}$N, or $^{13}$C/$^{12}$C from $^{12}$C/$^{14}$N. Areas slightly bigger than the finally analyzed regions were first pre-sputtered applying an ion current of 15 pA for 30 seconds (D1:1). Afterwards, to image the mito-mCitrine transfected cells, a current of 1.5 pA (D1:3) and a current of 0.5 pA (D1:4) to image the MitoTracker Deep Red FM cells. A dwell time of 5.07 ms/pixel was accumulated and later summed from two consecutive layers of 512 x 512 pixels. The image sizes ranged from 10 x 10 µm to 28 x 28 µm. The exportation and drift correction of the NanoSIMS images were carried by the plugin from Fiji, OpenMIMS (NRIMS, Cambridge, MA, USA).
2.4.3 Image registration

To proceed with the high-accuracy CLEM, first the light microscopy data was up-scaled to match the electron micrograph. Then, to proceed with the ion abundance analysis, the electron micrographs together with the fluorescent images were downscaled to match the NanoSIMS data. The accurate correlation of the images obtained with the different techniques was guided by characteristic features and intrinsic landmarks of the cells, not requiring extrinsic fiducial markers. Selecting multiple landmarks across the entire field of view and having a target point as a reference, the image registration was optimized until a minimal localization error was achieved between the correlative images using Adobe Photoshop CS6 (Adobe Inc., San José, CA, USA).

2.4.4 Calculation of isotopic enrichment

To analyze the isotopic distribution across different cell structures, we employed self-written Matlab scripts. With them, a minimum of 30 circular ROIs of the same diameter were manually selected on each of these structures. To normalize the ion counts, we normalized the values of the other ions on each pixel by calculating the ratio with the signal of $^{12}\text{C}$ (e.g. $^{12}\text{C}^{14}\text{N}/^{12}\text{C}$). Then, those values were averaged across all pixels in the ROI and presented as a single data point.
3. RESULTS

3.1 RESULTS AIM I

The interest in neuronal plasma membrane lipids has remarkably increased in the last decades while exploring the association of such lipids with physiological and pathological processes. Lipid diversity has been related to high cognitive abilities and it has been observed that it is influenced by age, neuronal stress, and neuronal maturation (Lauwers et al. 2016; Mencarelli and Martinez-Martinez 2013). Likewise, it has been proved that membrane lipids go far beyond composing a physical barrier between neurons and their environment. The studies on this field have shown that lipids are highly dynamic biomolecules, involved in an extensive amount of cellular processes such as ion-channel regulation, synaptic exo-, and endocytosis, or synaptic plasticity (Mencarelli and Martinez-Martinez 2013; Merrill et al. 2017; Puchkov and Haucke 2013). Moreover, lipids homeostasis alteration has been linked to neurodegenerative processes such as Alzheimer or Parkinson (Gonzalez de San Román et al. 2017), neuropsychiatric afflictions like depression or bipolar disorder (Merrill et al. 2017; Bozzatello et al. 2016), and genetic diseases such as Gaucher’s or Faber’s (Mencarelli and Martinez-Martinez 2013; Rohrbough and Broadie 2005).

Despite the proven importance of these biomolecules regarding the correct functioning of neurons and brain, the current understanding of the lipid composition and organization in the neuronal plasma membranes as well as the mechanisms that regulate them in relation to the neuronal activity remains sparse.

To visualize the spatial distribution of the cellular plasma membrane lipids, many probes and detection methods have been tested; being the most spread the use of antibodies and fluorescent-labeled lipids analogs (Voelker 1990; Rheenen,van et al. 2005). The main advantage of the affinity approach is the wide range of species that can be detected and the relative simplicity of the analysis. However, among other limitations, antibodies are not able to cross the plasma membrane, meaning that only lipids with an extracellular epitope can be labeled. On top of that, the size of the probes, considering the addition of a primary and a functionalized secondary antibody, limits the number of molecules within a particular volume that can be labeled (Maidorn et al. 2019). Being even more limiting the fact that if lipids are bound to proteins, they will not be so accessible for immunolabeling (Gorman and Kraft 2020). Since it is possible to avoid these problems, fluorescent-lipids analogs have increased their popularity. Nevertheless, they are not exempt from troubles. Even though their structural resemblance, the relatively large size of the fluorophore, and the different chemical properties of the labeled compounds can disturb the natural arrangement of the lipids and their interaction with other components of the plasma membrane (Wilson et al. 2012; Devaux et al. 2008; Maier et al. 2013). To avoid the already mentioned issues, the simplest solution is to detect unmodified lipids by just using stable isotopes in combination with SIMS. Stable isotope labeled lipids are lipids that include on their structure a rare stable isotope such as $^{15}$N, $^{13}$C, $^{18}$O, or $^2$H. Such lipids behave exactly like their natural homologs but still, thanks to their mass difference, they can be detected by SIMS. Nonetheless, this approach also presents some limitations. The use of rare-isotopes lipids analogs constrains the experiment to particular targets, since this method only enables the simultaneous detection of a small number of lipids (Kraft 2017; He et al. 2017). Furthermore, once the
exogenous lipids are incorporated into cells or tissue, going through their physiological metabolic processes, the rare isotopes may spread across all their metabolites.

Due to the already mentioned problems, the study of the lipid composition of neuronal plasma membranes through unlabeled experiments using time of flight secondary mass spectrometry (ToF-SIMS) appears to be an optimal solution. Even if the spatial resolution of ToF-SIMS, is not as good as for other SIMS instruments (Nuñez et al. 2018), it enables the simultaneous identification and localization of a wide range of masses without the addition of exogenous lipids (Agui-Gonzalez et al. 2019; Philipsen et al. 2018). ToF-SIMS also counts with a mass range that commonly reaches up to 2000 Da, offering a very low detection limit that ranges from ppm to ppb, and a pretty high spatial resolution ($\sim < $ 300 nm) (Agui-Gonzalez et al. 2019). Besides, this approach has been already tested for the study of lipid distribution on tissues (Philipsen et al. 2018), single cells (Ren et al. 2019), and more concretely on neurons (Merrill et al. 2017; Passarelli et al. 2013).

Apart from the technical limitations, the main gap to understand the role of concrete lipids in relation to the neuronal functions is the fact that most of the available studies are based on the analysis of gross brain areas. Among other reasons, the intrinsic heterogeneity of the brain tissue and the variance of neurons and glia ratio (Christensen 2007) hinder the extrapolation of the abundance of particular lipids species to the level of single neurons. Following the protocol of Kaech and Banker (2006), hippocampal neurons were cultured on ITO slides, keeping a physical distance between the neurons and the astrocytic monolayer, allowing the correct development of the neurons on a conductive surface while reducing the interference of glial cells during the analysis. This ensures that the results were obtained from the analysis of neuronal plasma membranes and no from a mixture of cell types. Moreover, these low-density cultured neurons are arranged in such a way that it is possible to distinguish both morphologically and biochemically different areas of the cells (Goslin 1998).

### 3.1.1 Sample preparation

To compare the results of the three preparation methods, chemical fixation, frozen hydrating, and freeze-drying, we took into account the cell morphology, the preservation of the lipids distribution, and their signal intensity in the ToF-SIMS analysis (Figure 33). After this comparison, we found out that the chemical fixation (4% of glutaraldehyde followed by 0.4% of OsO$_4$) properly preserved the morphology of the neurons, without showing signs of lipid delocalization. Nevertheless, possibly due to the crosslinking of the molecules of the membrane caused by the fixatives, the signal obtained from higher masses ($> 500$ Da), was considerably diminished, fading significantly the lipid signature of the neuronal plasma membranes (Figure 33A).
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Figure 33. Comparison of sample preparation methods for ToF-SIMS imaging of hippocampal neurons. A-C) From left to right: Total Ion Count (TIC) image, ion images of InO$_2$ at m/z 114.91, PC headgroup at m/z 184.07, overlay of InO$_2$ (red) and PC headgroup (green), and spectra obtained from Chemically fixed A), Frozen-hydrated B), and Freeze-dried samples C). Scale bars: 100 µm. Figure extracted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.

Likewise, both frozen-hydrating and freeze-drying methods (Figure 33B and C) accurately preserved the cell morphology not showing a visible delocalization of lipids and offering stronger signal from the higher mass molecules than the chemical fixation method. Although we could observe higher high mass signals on the frozen samples, the sample handling was particularly challenging, bringing a lower reproducibility degree. Despite, freeze-drying preparation can induce certain degree of shrinkage and molecular rearrangement during the dehydration phase, this method has been widely used for biological sample analysis due to the simplicity of the preparation and its high reproducibility (Sjövall et al. 2006; Yoon and Lee 2018). Therefore, according to the good initial results and reproducibility, the freeze-drying method was applied for further experiments.

3.1.2 Neighborhood cross-correlation coefficients (NBCC) and independent component analysis (ICA) to uncover the lipid organization across different plasma membrane regions.

Since we aimed to separately analyze the lipid distribution on the plasma membrane of the cell body and the neurites, we had first to determine the pixels that belonged to each of these categories. In addition, we also had to distinguish the pixels corresponding to the substrate.

Thus, to provide a solid starting point that allows us to distinguish the cell body, neurites, and background; we selected three spectral datasets where the three areas were easily recognizable by just checking their total ion images. To give a preliminary assignation to each pixel, we calculated their neighborhood cross-correlation coefficients (NBCC). As expected, the highest NBCC values were localized on the cell bodies and the neurites had higher NBCC values than the pixels in the background. To achieve a more accurate assignation, a Gaussian mixture model (GMM) was applied. Then, based on the probability maps, three different
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Masks were applied determining the areas of the image covered by the cell bodies, the neurites, and the substrate (Figure 34).

Figure 34. Representative images of the masks after applying a Gaussian mixture model. The different areas on three ions images assigned to the cell body (displayed in red), neurites (displayed in green), and background (displayed in blue).

Then, to determine the differences in the lipid composition between particular regions of the neuronal plasma membranes, we grouped all the pixels that belonged to one of these three categories, and an ICA was performed. The number of ICs required to ensure the coverage of more than 95% of the total data, was calculated by previously running a principal component analysis (PCA), giving a total of 151 ICs for the positive ion mode datasets and 97 ICs for the negative ion mode. Each of these independent components (ICs) comprehend a group of masses, which showed some relationship regarding their spatial distribution. The co-localization of masses across the pixels of our images could be caused by two main reasons. First, with SIMS we detect the characteristic fragments of a concrete molecule. Second, some independent chemical species have the tendency of staying close to each other. Thus, ICA would be a useful tool to observe the typical fragments obtained from particular chemical species as well as to uncover the relation between different lipid species.

By the combination of all the ICs that we obtained within each of the three categories, the rest of the data ($n = 9$) was unmixed and their corresponding images were used to further refinement of the masks that we applied (Figure 35).

Figure 35. Representative example of the first 9 ICs of each category. A) First 9 ICs of the cell body, B) first 9 ICs of the neurites, and C) first 9 ICs of the background.

The results of this processing prove that there are clear differences between the molecular composition of the cell bodies and the neurite on the plasma membrane of hippocampal neurons. Even in the cases of masses or ICs that were present in both areas, the abundances on each region were different (Figure 35). Likewise, it was clear that the distribution and composition of ICs on the cell body and neurites were unequivocally different from those
related to the background. Yet, there are few cases where the neurites and the background shared some regions and masses. Despite the good lateral resolution achieved by the J105, the focus size of the primary ion beam is still limited. This together with the thinness of the neurites and the overlapping between these two categories can explain the co-ionization and detection of ions that would be simultaneously emitted and detected from both the substrate and the neurites.

In future studies, the incorporation of SIMS-compatible probes to label specific proteins of interest such as the Au-anti-vGlut-nanobody (Figure 36) could determine with precision the nature of the neurites of the cells, as well as the identity of the neurons themselves (e.g. glutamatergic, GABAergic), as demonstrated in (Agüi-Gonzalez et al. 2021b). This type of analysis would assist the verification of the ICA results.

Figure 36. NanoSIMS imaging of vGlut in rat hippocampal neurons employing Au anti-vGlut1 nanobody. A) NanoSIMS images of hippocampal neurones including cell body and neurites. From left to right: ion images of 12C14N, 197Au, 28Si2 and overlay of 197Au (green) and 12C14N (red). On the overlay image, representative ROIs were selected on the cell body (blue circles) and the neurite areas (red circles). Scale bar: 10 µm. B) Plot of the normalized Au signal intensity (197Au/12C14N) to compare labeling levels between the neurites and the cell body. Confirmed by a Kolmogorov-Smirnov test (P < 0.0001) we detected higher Au labeling in the neurites compared to the cell body (n = 30 for neurites, n = 20 for cell bodies). Figure adapted from Agüi-Gonzalez et al. (2021b), courtesy of MDPI.

3.1.3 Independent components content

Analyzing the mass peak composition of individual ICs, we obtained further details about the lipid species and fragments that distributed differently between the neurites and the cell body. For example, in the positive mode, when checking the second IC with more weight within the cell body (Table 1, IC Index No.37), we observed several peaks that are possibly related to each other. The peaks at m/z 184.07 and 224.10, identified respectively as C6H13NO5P and C8H18NO5P, are commonly described as PC fragments. In the same line, the peak at m/z 440.28 can be a fragment of PCs or PE with a fatty acid tail of C12:0 for the PCs and C15:0 for PEs. Withal, the peak at m/z 478.35 could also be a fragment of PCs or PEs respectively containing a fatty acid tail of C16:0 or C19:0. This shows that a single IC contains the signature fragments of certain PCs and PEs, which possibly present certain structural and functional relationship at the plasma membrane of the cell body. Furthermore, also in the ion positive mode, the mass peaks found in the third IC of the neurites area (Table 1, IC Index No. 3); a PC fragment at m/z 86.10, PA(15:0) + Na⁺ at m/z 433.23, DG(34:1) at m/z 577.54, and sphingomyelin SM(37:1) and SM(44:1) at m/z 562.58 and 660.64 respectively, show the spatial relation between fragments belonging to different lipid groups. Likewise, in the negative ion mode, the sixth IC of the neurites (Table 1, IC Index No.6), possibly reveals the connection between fatty acids like FA(14:0), FA(16:0), FA(18:2), FA(18:1), FA(18:0), FA(20:0), respectively found at m/z 227.24, 255.22, 279.23, 281.28, 283.23, 311.30, and triacylglycerols, TG(50:0) and TG(52:0) found at m/z 833.79 and 861.81. Those fatty acids may not just tend to appear close to TGs but could actually be fragments of them. ICA, therefore, may be a useful tool to clarify the possible relationships of particular subgroups of lipids and their fragments.
### Table 1. Peak composition of the main ICs at the plasma membrane of the cell body and neurites.

**Positive SIMS mode**

<table>
<thead>
<tr>
<th>Neurites</th>
<th>IC 2</th>
<th>86.10</th>
<th>508.69</th>
<th>554.67</th>
<th>166.10</th>
<th>636.59</th>
<th>512.69</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IC 3</td>
<td>298.08</td>
<td>86.10</td>
<td>433.23</td>
<td>378.47</td>
<td>577.54</td>
<td>562.58</td>
</tr>
<tr>
<td></td>
<td>IC 4</td>
<td>378.47</td>
<td>710.60</td>
<td>418.55</td>
<td>432.40</td>
<td>512.41</td>
<td>470.51</td>
</tr>
<tr>
<td></td>
<td>IC 5</td>
<td>86.10</td>
<td>478.35</td>
<td>528.70</td>
<td>510.74</td>
<td>142.04</td>
<td>496.36</td>
</tr>
<tr>
<td></td>
<td>IC 6</td>
<td>508.69</td>
<td>507.67</td>
<td>427.18</td>
<td>184.07</td>
<td>530.70</td>
<td>496.36</td>
</tr>
<tr>
<td></td>
<td>IC 7</td>
<td>440.28</td>
<td>582.78</td>
<td>636.59</td>
<td>385.34</td>
<td>124.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IC 9</td>
<td>86.10</td>
<td>622.61</td>
<td>561.74</td>
<td>492.39</td>
<td>504.82</td>
<td>580.81</td>
</tr>
<tr>
<td></td>
<td>IC 10</td>
<td>86.10</td>
<td>508.69</td>
<td>510.74</td>
<td>428.43</td>
<td>511.66</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IC 11</td>
<td>462.75</td>
<td>514.74</td>
<td>478.35</td>
<td>496.36</td>
<td>124.04</td>
<td></td>
</tr>
</tbody>
</table>

**Cell Body**

| IC 36  | 184.07| 86.10 | 433.23 | 577.54 |
| IC 37  | 440.28| 184.07| 337.25 | 224.10 | 649.62 | 478.35 |
| IC 39  | 86.10 | 509.61| 166.04 |
| IC 40  | 414.81| 732.58|
| IC 41  | 124.04| 654.65 | 552.50 | 492.39 | 142.04 | 385.34 | 184.07 | 446.31 | 606.66 |
| IC 43  | 404.80| 184.07| 508.69 | 339.27 | 367.31 | 580.63 |

**Negative SIMS mode**

<table>
<thead>
<tr>
<th>Neurites</th>
<th>IC 1</th>
<th>223.06</th>
<th>140.05</th>
<th>340.39</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IC 2</td>
<td>241.10</td>
<td>408.32</td>
<td>523.49</td>
</tr>
<tr>
<td></td>
<td>IC 3</td>
<td>452.45</td>
<td>534.68</td>
<td>394.02</td>
</tr>
<tr>
<td></td>
<td>IC 5</td>
<td>199.20</td>
<td>255.22</td>
<td>313.14</td>
</tr>
<tr>
<td></td>
<td>IC 6</td>
<td>283.00</td>
<td>255.22</td>
<td>311.30</td>
</tr>
<tr>
<td></td>
<td>IC 7</td>
<td>180.08</td>
<td>299.02</td>
<td>126.06</td>
</tr>
<tr>
<td></td>
<td>IC 8</td>
<td>166.10</td>
<td>313.06</td>
<td>320.17</td>
</tr>
<tr>
<td></td>
<td>IC 9</td>
<td>241.10</td>
<td>227.22</td>
<td>283.23</td>
</tr>
<tr>
<td></td>
<td>IC 10</td>
<td>241.10</td>
<td>140.05</td>
<td>277.24</td>
</tr>
</tbody>
</table>

| Cell Body  | IC 49  | 281.28 | 241.03 | 316.04 |

Table adapted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.

### 3.1.4 Study of the neuronal membrane lipid composition after drug treatment by cross-correlation coefficient difference analysis.

To study how the changes on the neuronal activity can affect the lipid organization of the plasma membranes of the hippocampal neurons, we induced opposite effects by treating our cells with two types of drugs, Tetrodotoxin (TTX) and Bicuculline (BIC). We separated our batch of samples in three treatment groups TTX, BIC and control. To prepare the control group, one third of the samples was handled in the exact same manner than the treated samples (TTX and BIC), but no drugs were applied on them. Moreover, to ensure the reproducibility of our experiments and obtain robust statistical results, we worked with at least nine independent samples within each treatment group, which were split and treated at three different time points (total n ≥ 27).

The first group (n = 9) was treated for 72 hours with tetrodotoxin (TTX), a strong neurotoxin that blocks the firing action potential of the neurons by binding to the voltage-gated sodium channels and blocking the passage of sodium (Lago et al. 2015). The second group (n = 9) was incubated with a competitive antagonist of GABA-A receptors, bicuculline (BIC), that...
enhances the neuronal activity (Johnston 2013). The third group ($n = 9$) was treated with no drug but incubated during those 72 hours in regular culture medium. Except from this fact, the three groups we handled in the exact same manner.

Once the experimental part concluded, we analyzed the differences on the molecular composition of the neuronal plasma membranes between treatment groups by applying CCD analysis. This analytic method compares individually pairs of spectra before and after removing single peak, determining the contribution magnitude of that concrete peak over the difference between these two spectra. If the peak is removed and the spectra gets more similar, the CCD value increases positively, meaning that this particular peak is causing a difference between the two spectra. On the contrary, if the spectra increase their differences when the peak is removed, the CCD value decreases, meaning that it was bringing similarity to the compared spectra (Figure 37A). Thus, the bigger the CCD, the higher is the contribution of a concrete mass peak to the difference between the spectra.

![Figure 37](image_url)

**Figure 37. Cross-correlation coefficient differences analysis.** A) To carry the CCD analysis, each pair of spectra is compared when including and excluding a particular mass peak. With this, the contribution of that specific peak to the spectral differences is calculated. In this example, the CCD of the pair decreases when peak 1 is excluded and increases when peak 3 is excluded. B) To determine the mass peaks that contribute to the differences between treatment groups, the comparison of the CCD is calculated within samples of the same group (basal) and between treatment and control samples (change). C) The mass peaks are considered as significant only when the criterion on C is applicable. Figure extracted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
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To carry out this analysis, first, we obtained the intragroup CCDs for all mass peaks by combining all possible pairs of spectra within a particular treatment group. In this manner, we defined the intragroup degree of difference that was termed as basal (Figure 37B). Then, we obtained the intergroup CCDs by comparing each spectrum from the control group with each one of the treated samples, naming this difference as a change (Figure 37B). Afterwards, for each mass peak, the CCD mean of all the pairs and its standard deviation of the mean (SEM) were calculated. Then, we only considered as significant the peaks were the difference between the change CCD and the basal CCD was bigger than the sum of their SEMs (Figure 37C), which corresponds to a sigma difference and a confidence interval > 0.681. This analysis was separately done for the cell body and neurites identified on the images, and separately for the positive and negative ion mode spectra.

By analyzing our data through a CCD analysis, we ensured a more reliable comparison than the one offered by most commonly used statistical test. The main advantage of the CCD, regarding SIMS spectra analysis, is that this method does not depend on the normalization of the data, which would often add a certain bias, affecting more drastically to peaks with low amplitude. In this manner, we compared the variations caused by the drug treatments over each peak of the spectra, circumventing the distortion of the data caused by its normalization, preserving the independence from the signal amplitudes by only taking into account the shape of spectra (Figure 37A). Unlike other comparison methods such as the t-test, which simplifies the differences between two spectra to the comparison of individual or a particular group of peaks but neglecting the rest of the data, the CCD analysis compares two entire spectra when only one peak is missing. Thus, CCD can analyze the information where most of the signals and noises are represented. Particularly, CCD analysis provides the balanced level of total noise of the entire spectra, which is typically not easy to normalize.

3.1.5 Drug treatments induce particular lipids subclasses changes on hippocampal neuronal plasma membranes.

Once the CCD values and their significance were obtained for all the peaks in both positive and negative modes as well as for the two analyzed areas of the cell, cell body and neurites, we proceeded with the identification of the significant peaks. To define reliable tentative assignments, we set a threshold of 100 ppm for the maximum mass difference between the detected masses and the theoretical masses found in the literature or databases. A total of 74 significant peaks were assigned to a particular lipid species or fragment, with a smaller delta mass (< 100 ppm), from which 38 peaks were detected in positive mode and 36 peaks in negative mode (Table 2).
Table 2. Tentative peak assignment in positive and negative SIMS mode.

<table>
<thead>
<tr>
<th>Tentative SIMS mode</th>
<th>Molecular Formula</th>
<th>Detected mass</th>
<th>Theoretical mass</th>
<th>Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ceramides</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cer(36:1;O2)</td>
<td>C36H72NO3</td>
<td>566.59</td>
<td>566.55</td>
<td>68.50</td>
</tr>
<tr>
<td>Cer(36:1;O3)</td>
<td>C36H72NO4</td>
<td>582.59</td>
<td>582.55</td>
<td>70.20</td>
</tr>
<tr>
<td>Cer(36:0;O3)+Na</td>
<td>C36H73NO4Na</td>
<td>606.55</td>
<td>606.54</td>
<td>2.14</td>
</tr>
<tr>
<td>CerP(d34:1)+Na</td>
<td>C34H68NO6PNa</td>
<td>640.47</td>
<td>640.47</td>
<td>9.10</td>
</tr>
<tr>
<td>CerP(34:0;O2)+K</td>
<td>C34H70NO6PK</td>
<td>658.49</td>
<td>658.46</td>
<td>42.89</td>
</tr>
<tr>
<td>GalCer(32:1)+K</td>
<td>C38H73NO8K</td>
<td>710.51</td>
<td>710.50</td>
<td>10.84</td>
</tr>
<tr>
<td>Phosphatidic Acid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA(12:0)+K</td>
<td>C15H31O7PK</td>
<td>393.16</td>
<td>393.14</td>
<td>31.95</td>
</tr>
<tr>
<td>PA(36:2)+Na</td>
<td>C39H73O8PNa</td>
<td>723.48</td>
<td>723.49</td>
<td>22.18</td>
</tr>
<tr>
<td>PA(39:1)+K</td>
<td>C42H81O8PK</td>
<td>783.54</td>
<td>783.53</td>
<td>12.02</td>
</tr>
<tr>
<td>PA(41:2)+K</td>
<td>C44H83O8PK</td>
<td>809.56</td>
<td>809.55</td>
<td>15.77</td>
</tr>
<tr>
<td>PA(44:8)+Na</td>
<td>C47H77O8PNa</td>
<td>823.53</td>
<td>823.53</td>
<td>8.08</td>
</tr>
<tr>
<td>Phosphatidylycholine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC fragment</td>
<td>C5H13PNO3</td>
<td>166.06</td>
<td>166.06</td>
<td>0.41</td>
</tr>
<tr>
<td>PC head group</td>
<td>C5H15PNO4</td>
<td>184.07</td>
<td>184.07</td>
<td>0.73</td>
</tr>
<tr>
<td>PC fragment</td>
<td>C8H19NPO4</td>
<td>224.12</td>
<td>224.11</td>
<td>43.89</td>
</tr>
<tr>
<td>PC(28:2)</td>
<td>C36H70NO8P</td>
<td>674.49</td>
<td>674.48</td>
<td>16.23</td>
</tr>
<tr>
<td>PC(28:1)</td>
<td>C36H72NO8P</td>
<td>676.49</td>
<td>676.49</td>
<td>3.39</td>
</tr>
<tr>
<td>PC(30:0)</td>
<td>C38H76NO8P</td>
<td>706.51</td>
<td>706.53</td>
<td>28.31</td>
</tr>
<tr>
<td>PC(32:1)+Na</td>
<td>C40H78NO8PNa</td>
<td>754.52</td>
<td>754.54</td>
<td>20.21</td>
</tr>
<tr>
<td>PC(34:2)+Na</td>
<td>C42H80NO8PNa</td>
<td>780.58</td>
<td>780.55</td>
<td>36</td>
</tr>
<tr>
<td>PC(34:1)+Na</td>
<td>C42H82NO8PNa</td>
<td>782.58</td>
<td>782.57</td>
<td>18.48</td>
</tr>
<tr>
<td>Phosphatidylglycerol</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PG(28:0;O)+Na</td>
<td>C34H69O9PNa</td>
<td>675.47</td>
<td>675.46</td>
<td>16.78</td>
</tr>
<tr>
<td>PG(25:1;O)+K</td>
<td>C31H59O11PK</td>
<td>677.34</td>
<td>677.34</td>
<td>4.71</td>
</tr>
<tr>
<td>PG(31:1;O)</td>
<td>C37H74O9P</td>
<td>693.5</td>
<td>693.51</td>
<td>8.68</td>
</tr>
<tr>
<td>PG(30:0)</td>
<td>C36H72O10P</td>
<td>695.46</td>
<td>695.49</td>
<td>32.04</td>
</tr>
<tr>
<td>PG(41:6)</td>
<td>C47H81O10PK</td>
<td>875.54</td>
<td>875.52</td>
<td>22.37</td>
</tr>
<tr>
<td>Phosphatidylserine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS(36:6)+K</td>
<td>C42H70NO10PK</td>
<td>818.46</td>
<td>818.44</td>
<td>27.59</td>
</tr>
<tr>
<td>PS(40:6)+K</td>
<td>C46H78NO10PK</td>
<td>874.5</td>
<td>874.5</td>
<td>0.02</td>
</tr>
<tr>
<td>PS(43:6)+Na</td>
<td>C49H84NO10PNa</td>
<td>900.55</td>
<td>900.57</td>
<td>22.23</td>
</tr>
<tr>
<td>Diacylglycerol</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DG(31:3)+Na</td>
<td>C34H60O5Na</td>
<td>571.44</td>
<td>571.43</td>
<td>12.56</td>
</tr>
<tr>
<td>DG(33:3)</td>
<td>C36H65O5</td>
<td>577.5</td>
<td>577.48</td>
<td>23.94</td>
</tr>
<tr>
<td>DG(35:6)</td>
<td>C38H63O5</td>
<td>599.47</td>
<td>599.47</td>
<td>4.13</td>
</tr>
<tr>
<td>DG(37:7)</td>
<td>C40H65O5</td>
<td>625.48</td>
<td>625.48</td>
<td>0.28</td>
</tr>
<tr>
<td>DG(37:6)</td>
<td>C40H67O5</td>
<td>627.51</td>
<td>627.5</td>
<td>22.59</td>
</tr>
<tr>
<td>DG(40:1)</td>
<td>C43H83O5</td>
<td>679.64</td>
<td>679.62</td>
<td>23.52</td>
</tr>
<tr>
<td>DG(43:6)+K</td>
<td>C46H78O5K</td>
<td>749.55</td>
<td>749.55</td>
<td>1.87</td>
</tr>
</tbody>
</table>
### 3. Results

<table>
<thead>
<tr>
<th>Tentative Assignment</th>
<th>Molecular Formula</th>
<th>Detected mass</th>
<th>Theoretical mass</th>
<th>Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ceramides</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cer(36:1)</td>
<td>C36H70NO3</td>
<td>564.56</td>
<td>564.54</td>
<td>40.85</td>
</tr>
<tr>
<td>Cer(38:1;O)</td>
<td>C38H74NO2</td>
<td>576.58</td>
<td>576.57</td>
<td>17.51</td>
</tr>
<tr>
<td>Cer(36:0;O3)</td>
<td>C36H72NO4</td>
<td>582.56</td>
<td>582.55</td>
<td>31.4</td>
</tr>
<tr>
<td>Cer(39:2;O2)</td>
<td>C39H74NO3</td>
<td>604.57</td>
<td>604.57</td>
<td>1.57</td>
</tr>
<tr>
<td>Cer(40:1;O2)</td>
<td>C40H78NO3</td>
<td>620.57</td>
<td>620.6</td>
<td>49.84</td>
</tr>
<tr>
<td>GlecCer(36:2;O2)</td>
<td>C42H78NO8</td>
<td>724.56</td>
<td>724.57</td>
<td>15.57</td>
</tr>
<tr>
<td><strong>Fatty Acids</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA(16:1)</td>
<td>C16H29O2</td>
<td>253.21</td>
<td>253.22</td>
<td>7.71</td>
</tr>
<tr>
<td>FA(20:5)</td>
<td>C20H31O2</td>
<td>303.22</td>
<td>303.23</td>
<td>33.02</td>
</tr>
<tr>
<td>FA(38:3)</td>
<td>C38H69O2</td>
<td>557.55</td>
<td>557.53</td>
<td>30.75</td>
</tr>
<tr>
<td><strong>Phosphatidic Acid</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA(34:4;O)</td>
<td>C37H66O7P</td>
<td>653.51</td>
<td>653.45</td>
<td>90.62</td>
</tr>
<tr>
<td>PA(34:3;O)</td>
<td>C37H68O7P</td>
<td>655.49</td>
<td>655.47</td>
<td>27.23</td>
</tr>
<tr>
<td>PA(34:0;O)</td>
<td>C37H74O7P</td>
<td>661.52</td>
<td>661.52</td>
<td>5.28</td>
</tr>
<tr>
<td>PA(35:3;O)</td>
<td>C38H70O7P</td>
<td>669.49</td>
<td>669.49</td>
<td>3.2</td>
</tr>
<tr>
<td>PA(35:2)</td>
<td>C38H70O8P</td>
<td>685.5</td>
<td>685.48</td>
<td>28.38</td>
</tr>
<tr>
<td>PA(36:1)</td>
<td>C39H74O8P</td>
<td>701.53</td>
<td>701.51</td>
<td>24.49</td>
</tr>
<tr>
<td>PA(36:0)</td>
<td>C39H76O8P</td>
<td>703.54</td>
<td>703.53</td>
<td>20.12</td>
</tr>
<tr>
<td>PA(38:5;O)</td>
<td>C41H72O7P</td>
<td>707.52</td>
<td>707.5</td>
<td>23.8</td>
</tr>
<tr>
<td>PA(38:3;O)</td>
<td>C41H76O8P</td>
<td>711.54</td>
<td>711.53</td>
<td>5.23</td>
</tr>
<tr>
<td>PA(38;5)</td>
<td>C41H70O8P</td>
<td>721.49</td>
<td>721.48</td>
<td>17.1</td>
</tr>
<tr>
<td>PA(38;4)</td>
<td>C41H72O8P</td>
<td>723.51</td>
<td>723.5</td>
<td>22.88</td>
</tr>
<tr>
<td>PA(39:1)</td>
<td>C42H76O8P</td>
<td>739.52</td>
<td>739.53</td>
<td>10.69</td>
</tr>
<tr>
<td>PA(39:2)</td>
<td>C42H78O8P</td>
<td>741.54</td>
<td>741.54</td>
<td>5.46</td>
</tr>
<tr>
<td><strong>Phosphatidylethanolamine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE-Cer(32:1;O2)</td>
<td>C34H68N2O6P</td>
<td>631.52</td>
<td>631.48</td>
<td>64.49</td>
</tr>
<tr>
<td><strong>Phosphatidylinositol</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PI-Cer(46:0;O3)</td>
<td>C52H103NO12P</td>
<td>964.7</td>
<td>964.72</td>
<td>24.46</td>
</tr>
<tr>
<td><strong>Phosphatidylserine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS(39:2)</td>
<td>C45H83NO10P</td>
<td>828.55</td>
<td>828.58</td>
<td>36.63</td>
</tr>
<tr>
<td>PS(43:4)</td>
<td>C49H88NO10P</td>
<td>880.61</td>
<td>880.61</td>
<td>7.12</td>
</tr>
<tr>
<td><strong>Triacylglycerol</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TG(37:1)</td>
<td>C40H73O6</td>
<td>649.54</td>
<td>649.54</td>
<td>5.07</td>
</tr>
<tr>
<td>TG(37:0)</td>
<td>C40H75O6</td>
<td>651.54</td>
<td>651.56</td>
<td>30.49</td>
</tr>
<tr>
<td>TG(53:8)</td>
<td>C56H91O6</td>
<td>859.64</td>
<td>859.68</td>
<td>44.19</td>
</tr>
<tr>
<td>TG(53:7)</td>
<td>C56H93O6</td>
<td>861.71</td>
<td>861.7</td>
<td>10.35</td>
</tr>
<tr>
<td>TG(53:6)</td>
<td>C56H95O6</td>
<td>863.71</td>
<td>863.71</td>
<td>2.64</td>
</tr>
<tr>
<td>TG(54:3)</td>
<td>C57H103O6</td>
<td>883.78</td>
<td>883.78</td>
<td>3.73</td>
</tr>
<tr>
<td>TG(54:2)</td>
<td>C57H105O6</td>
<td>885.79</td>
<td>885.79</td>
<td>2.27</td>
</tr>
<tr>
<td>TG(54:1)</td>
<td>C57H107O6</td>
<td>887.8</td>
<td>887.81</td>
<td>12.01</td>
</tr>
<tr>
<td>TG(55:7)</td>
<td>C58H197O6</td>
<td>889.7</td>
<td>889.73</td>
<td>27.57</td>
</tr>
<tr>
<td>TG(60:11)</td>
<td>C63H99O6</td>
<td>951.72</td>
<td>951.74</td>
<td>26.69</td>
</tr>
</tbody>
</table>

Table adapted from Agüí-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
3. Results

From 552 peaks that showed to be significant in the comparison between the control and the TTX groups, we could tentatively identify 51 lipid species or fragments. From the positive ion mode analysis, 14 identified peaks were significant on the cell body area (Figure A1) and 16 peaks on the neurite area (Figure A2). On the negative ion mode, 24 significant peaks were assigned on the cell body (Figure A3) and 16 significant peaks from the neurite area (Figure A4).

On the other hand, from the total of 277 peaks that showed to be significant in the comparison between the control and the BIC treated groups, we could tentatively identify 41 lipid species or fragments. In the positive ion mode, 20 significant peaks were identified on the cell body area (Figure A5) and 8 peaks on the neurite area (Figure A6) of the neuronal plasma membranes when comparing the control with the group of cells treated with BIC. On the negative mode, 16 significant peaks were assigned on the cell body (Figure A7) and 8 peaks on the neurite area (Figure A8).

These results showed that after treatments with drugs that induced opposite effects on the neuronal activity, TTX and BIC, significant modifications appeared on the lipids that constitute the plasma membranes on hippocampal neurons, proving that it may exists a relevant connection between the membrane lipid distribution and the neuronal activity. All peaks identified as lipid species that were significantly affected by any of the drug treatments, in positive and negative ion mode are summarized in (Table 3).
Table 3. Lipids and fragments significantly affected after drug treatments.

<table>
<thead>
<tr>
<th>Compound</th>
<th>ΔCDD</th>
<th>SEM(change+basal)</th>
<th>Compound</th>
<th>ΔCDD</th>
<th>SEM(change+basal)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive_TTX_Cell Body</strong></td>
<td></td>
<td></td>
<td><strong>Positive_BIC_Cell Body</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA PhE</td>
<td>4.71E-08</td>
<td>7.55E-09</td>
<td>AA PhE</td>
<td>3.45E-08</td>
<td>6.12E-09</td>
</tr>
<tr>
<td>AA Trp</td>
<td>1.92E-07</td>
<td>3.69E-08</td>
<td>AA Trp</td>
<td>1.61E-07</td>
<td>3.28E-08</td>
</tr>
<tr>
<td>PC fragment 166</td>
<td>1.24E-07</td>
<td>1.92E-08</td>
<td>PC fragment 166</td>
<td>1.75E-07</td>
<td>2.21E-08</td>
</tr>
<tr>
<td>PC fragment 184</td>
<td>2.23E-07</td>
<td>6.27E-08</td>
<td>PC fragment 184</td>
<td>3.38E-07</td>
<td>6.62E-07</td>
</tr>
<tr>
<td>PC fragment 224</td>
<td>1.60E-08</td>
<td>2.98E-09</td>
<td>PC fragment 224</td>
<td>3.03E-08</td>
<td>4.44E-09</td>
</tr>
<tr>
<td>PA(12:0)+H</td>
<td>3.33E-09</td>
<td>5.63E-10</td>
<td>OG (31:3)+Na</td>
<td>1.72E-09</td>
<td>6.57E-10</td>
</tr>
<tr>
<td>Ger (36:3)</td>
<td>1.67E-08</td>
<td>2.07E-09</td>
<td>OG (33:3)</td>
<td>1.79E-09</td>
<td>6.62E-10</td>
</tr>
<tr>
<td>DG (31:1)+OH</td>
<td>1.80E-09</td>
<td>6.74E-10</td>
<td>OG (35:6)</td>
<td>3.65E-09</td>
<td>8.26E-10</td>
</tr>
<tr>
<td>Cer (36:1)O2</td>
<td>3.28E-09</td>
<td>6.99E-10</td>
<td>OG (37:7)</td>
<td>7.39E-05</td>
<td>1.94E-05</td>
</tr>
<tr>
<td>Cer (36:0)O2+Na</td>
<td>8.26E-09</td>
<td>1.44E-09</td>
<td>OG (37:6)</td>
<td>5.63E-05</td>
<td>1.02E-05</td>
</tr>
<tr>
<td>CerP (34:1)O2+H</td>
<td>5.36E-04</td>
<td>7.55E-05</td>
<td>PG (30:1)</td>
<td>1.48E-05</td>
<td>4.23E-06</td>
</tr>
<tr>
<td>PC(28:2)</td>
<td>4.98E-05</td>
<td>9.81E-06</td>
<td>PG (30:0)</td>
<td>1.08E-04</td>
<td>4.23E-05</td>
</tr>
<tr>
<td>PG (30:0)+Na</td>
<td>2.17E-05</td>
<td>7.51E-06</td>
<td>PG (30:0)</td>
<td>7.05E-05</td>
<td>1.63E-05</td>
</tr>
<tr>
<td>PC (28:1)</td>
<td>2.04E-04</td>
<td>3.42E-05</td>
<td>FA (36:0)+Na</td>
<td>1.52E-04</td>
<td>3.07E-05</td>
</tr>
<tr>
<td>DG (40:1)</td>
<td>5.81E-05</td>
<td>1.12E-05</td>
<td>DG (43:2)+K</td>
<td>1.34E-05</td>
<td>4.52E-06</td>
</tr>
<tr>
<td>GalCer (32:3)+K</td>
<td>1.40E-02</td>
<td>1.56E-03</td>
<td>PC (32:1)+Na</td>
<td>3.61E-04</td>
<td>8.60E-05</td>
</tr>
<tr>
<td><strong>Positive_TTX_Neurites</strong></td>
<td></td>
<td></td>
<td><strong>Positive_BIC_Neurites</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA PhE</td>
<td>8.25E-05</td>
<td>2.13E-05</td>
<td>PC (34:1)+Na</td>
<td>3.70E-04</td>
<td>9.33E-05</td>
</tr>
<tr>
<td>PC fragment 184</td>
<td>3.45E-08</td>
<td>1.24E-08</td>
<td>FA (39:1)+K</td>
<td>1.11E-04</td>
<td>2.11E-05</td>
</tr>
<tr>
<td>PC fragment 224</td>
<td>3.46E-09</td>
<td>1.57E-09</td>
<td>FA (41:2)+K</td>
<td>1.14E-05</td>
<td>3.66E-06</td>
</tr>
<tr>
<td>PA (12:0)+K</td>
<td>1.92E-08</td>
<td>4.25E-09</td>
<td>PS (35:6)+K</td>
<td>1.52E-05</td>
<td>3.63E-06</td>
</tr>
<tr>
<td>Cer (36:1)</td>
<td>1.02E-08</td>
<td>1.34E-08</td>
<td>PS (40:6)+K</td>
<td>6.19E-05</td>
<td>1.27E-05</td>
</tr>
<tr>
<td>Cer (36:1)+H</td>
<td>1.72E-09</td>
<td>5.20E-10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cer (36:0)+Na</td>
<td>1.86E-09</td>
<td>9.66E-10</td>
<td>DG (37:7)</td>
<td>2.62E-05</td>
<td>5.43E-06</td>
</tr>
<tr>
<td>CerP (34:1)+Na</td>
<td>3.44E-04</td>
<td>9.89E-05</td>
<td>DG (37:6)</td>
<td>8.12E-06</td>
<td>3.58E-06</td>
</tr>
<tr>
<td>CerP (34:0)+H</td>
<td>6.59E-04</td>
<td>5.40E-05</td>
<td>PG (30:0)</td>
<td>5.95E-05</td>
<td>2.06E-05</td>
</tr>
<tr>
<td>PC (28:2)</td>
<td>1.80E-05</td>
<td>7.12E-06</td>
<td>FA (36:0)+Na</td>
<td>6.76E-05</td>
<td>1.98E-05</td>
</tr>
<tr>
<td>PG (30:0)+Na</td>
<td>2.24E-05</td>
<td>3.41E-05</td>
<td>FA (34:1)+K</td>
<td>1.77E-04</td>
<td>4.73E-05</td>
</tr>
<tr>
<td>PC (28:1)</td>
<td>1.33E-04</td>
<td>1.88E-05</td>
<td>FA (39:1)+K</td>
<td>4.09E-05</td>
<td>9.66E-06</td>
</tr>
<tr>
<td>PG (21:1)+H</td>
<td>2.49E-05</td>
<td>5.10E-06</td>
<td>PS (40:6)+K</td>
<td>5.52E-05</td>
<td>1.17E-05</td>
</tr>
<tr>
<td>DG (40:1)</td>
<td>3.48E-05</td>
<td>6.26E-05</td>
<td>PS (41:6)</td>
<td>9.74E-06</td>
<td>3.10E-06</td>
</tr>
<tr>
<td>GalCer (32:3)+K</td>
<td>1.55E-02</td>
<td>1.76E-03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA (44:8)+Na</td>
<td>4.78E-05</td>
<td>1.13E-05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS (43:6)+Na</td>
<td>4.36E-05</td>
<td>1.10E-05</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Lists of the tentatively identified lipid mass peaks and fragments that showed to be significantly affected by different drug treatments after the CCD analysis. The lipids are sorted by drug treatment, cell area and SIMS ion mode. Table adapted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
3. Results

3.1.6 Lipid distribution of hippocampal neuronal plasma membranes and its link to homeostatic plasticity.

The long incubations with TTX and BIC (72 h) were not expected to only modify acutely the activity of the hippocampal neurons but to further induce homeostatic plasticity modifications on them (Turrigiano et al. 1998). Thus, the changes that we observed in the lipid composition of the plasma membranes after these long incubations suggest that lipids may be part of the molecular mechanisms that contribute to homeostatic plasticity processes in hippocampal neurons.

Once we identified individual lipid species that were affected by this homeostatic process (Table 3), we wanted to go one level further, analyzing the relative abundance changes within particular lipid subcategories. These compositional changes were again analyzed dividing the neuronal plasma membrane into two areas, cell body, and neurites.

Only lipid subclasses that counted with a minimum of 3 assigned mass peaks (n ≥ 3) were included in our analysis. The included lipid subclasses were, Cer (n = 12), FAs (n = 3), PAs (n = 18), PCs (n = 9), PGs (n = 5), PSs (n = 5), and TGs (n = 11). Lipid subcategories such as PEs or PIs were excluded due to the insufficient number of identified peaks.

First, we compared the average intensity of individual mass peaks between the treatments and control groups, determining if their intensity increased or decreased under a particular treatment, in both cell regions. Then we calculated the percentage of lipids within a concrete subclass that changed following the same trend (Table 4) (e.g., 83% of the total of ceramides increased their presence in neurites and cell body in the cells treated with TTX).

Table 4. Relative changes of lipid subclasses in the plasma membrane of hippocampal neurons after their incubation with TTX and BIC.

<table>
<thead>
<tr>
<th>LIPID SUBCLAS</th>
<th>TTX</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Body</td>
<td>Neur</td>
</tr>
<tr>
<td>Cer</td>
<td>↑</td>
<td>↓</td>
</tr>
<tr>
<td>FA</td>
<td>33%</td>
<td>0%</td>
</tr>
<tr>
<td>PA</td>
<td>67%</td>
<td>0%</td>
</tr>
<tr>
<td>PC</td>
<td>22%</td>
<td>33%</td>
</tr>
<tr>
<td>PG</td>
<td>20%</td>
<td>0%</td>
</tr>
<tr>
<td>PS</td>
<td>0%</td>
<td>20%</td>
</tr>
<tr>
<td>TG</td>
<td>60%</td>
<td>0%</td>
</tr>
</tbody>
</table>

The percentages represent the relative number of lipid compounds that were affected by the drug treatments following a particular trend. The arrows, ↑ and ↓, respectively indicate when the abundance of a lipid subclass was enhanced or decreased under drug treatments in comparison with its abundance in the control samples. These relative changes were separately analyzed in the two cell areas, cell body and neurites. Table adapted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.

From this analysis, we obtained two general conclusions, first, the variation patterns were certainly different from a random distribution, supporting that variations on the synaptic activity can induce changes on the lipid composition of the neuronal plasma membranes. Second, the analysis showed that diverse lipid subclasses were influenced in a particular manner by the drug treatments and that in most of these variations were different between the cell body and the neurites.

Furthermore, we noticed particular features for individual lipid subclasses (Figure 38). For ceramides, we found out that their abundance was highly increased in both areas, the cell body, and neurite when the neuronal activity was chronically inhibited by TTX. On the
contrary, none of the lipids from this lipid subclass was significantly modified when the neuronal activity was promoted by the incubation with BIC. Some FAs enhanced their presence in both areas, especially with BIC treatment, but no FA showed to decrease its abundance under any treatment. Likewise, no PA decreased its abundance under any treatments, but the relative abundance of many PAs was increased, especially by TTX. In the case of PCs, we observed that the relative changes were quite heterogeneous. With both drugs, the relative abundance of several species decreased in the cell body (33 % with TTX and 44 % with BIC) but some species also increased their abundance with TTX (22 %) and BIC (33 %) incubations. Yet, on the neurites, PCs were only enhanced by both drugs. PGs, as well as TGs, showed a clear trend to enhance their abundance in both areas and under both treatments, however, no lipid species from these categories decreased under any analyzed condition or area. On the contrary, PSs abundance showed an obvious reduction when the neurons were silenced by TTX while its relative abundance only increased when the cells were stimulated with BIC.

![Figure 38](image.png)

**Figure 38. 3D representation of the relative change trends of different membrane lipid subclasses following TTX or BIC treatments.** Lipid subclasses are distributed across the Y-axis. Their trends (increase ↑ or decrease ↓) within the analyzed cell areas (cell body or neurites) and treatments (TTX or BIC) are displayed in the X-axis. The relative number of lipid species within a particular subclass that showed the same trend are indicated as percentages in the Z-axis. Figure adapted from Agui-Gonzalez et al. (2021a), courtesy of the American Chemical Society.

Furthermore, to determine if there were statistically significant correlations between particular subclasses and the neuronal activity in the analyzed cellular regions, we run Kruskal–Wallis tests in combination to a Tukey-Kramer post-hoc, applying a corrected alpha value of 0.05. Due to the low number of peaks that we could identify, some observed trends could not be statistically confirmed. However, we could prove that several lipid categories had statistically significant trends in relation with the neuronal activity modulation.

Among those categories, after the treatment of the neurons with TTX, ceramides exhibited a significant enriched presence in both, the cell body and neurites. Despite the concentration of PAs was augmented in both areas and under the two drug treatments, their presence on the cells incubated with TTX was significantly higher on the cell body (~ 45 % more respect to the neurites).
Besides conforming the main building blocks in the sphingolipid pathway, ceramides represent by themselves a major type of secondary messengers in the brain (Spiegel and Milstien 1995). Previous studies also showed that ceramides modify their distribution across cellular membranes, being involved in the activation of target proteins, and signal molecules clustering. The concentration of ceramides in the cellular plasma membranes varies within a narrow range, presenting in comparison to other lipid classes a relative low concentration (≤ 4 mol %) (Silva et al. 2007). Thus, small variations on its concentrations can strongly influence the structure and dynamics of the plasma membranes (Mencarelli and Martinez-Martinez 2013; Blitterswijk et al. 2003; Cremesti et al. 2002). An increase on the ceramide concentration has been directly related to an enhancement of action potentials and excitability in capsaicin-sensitive neurons (Zhang, Y. H. et al. 2002). In concordance with previous findings, our results showed that the chronic inhibition of hippocampal neurons by a long exposition to TTX triggers a dramatic increase of the membrane ceramides as part of the mechanism to overcome this inhibition. Contrastingly, the chronic enhancement of the neuronal activity by the incubation with BIC does not induce the accumulation of any of the identified ceramide species (Table 4).

On the other hand, PSs, the main anionic phospholipids in the inner leaflet of the plasma membrane, have already been associated with important signaling pathways in relation to membrane fusion and exocytosis (Kim, H.-Y. et al. 2014; Baudry et al. 1991; Murray et al. 2004). Due to its negative charge, PS is known to have a strong interaction with the GABA cationic species and it seems to be implicated in the internalization of this inhibitory neurotransmitter (Rolandi et al. 1990). Previous studies showed that the PS-GABA interaction is required to induce the effect of this neurotransmitter. This suggests that the levels of PS may vary according to the requirements at the synaptic membranes and according to the fluctuations on the GABA concentration. From our results, we found that the levels of PS decreased when the neuronal activity was chronically inhibited through the long incubations with TTX. On the contrary, the PS levels increased if the neuronal activity was stimulated by a GABA-antagonist (BIC) (Table 4). This results may confirm that the intake of GABA can be boosted to counterbalance the over excitation caused by BIC, while their levels remain low if the excitability of the neurons is already depressed by the chronic administration of TTX. Implying that PSs could play an important role in the neuronal activity regulation by modulating its presence on the plasma membrane of hippocampal neurons.

Additionally, in our analysis we found that PAs and TGs presence was significantly increased when incubating the neurons with both drugs. Since they are respectively known for being the precursors of glycerophospholipids and phospholipids (Tanguy et al. 2019; Tracey et al. 2018), this enhancement may be a response to the increased requirements of different lipid species to neutralize the changes induced in the neuronal activity.

### 3.2 RESULTS AIM II

#### 3.2.1 Fluorinated nanobodies: FluorLink

With the conjugation of nanobodies with $^{19}$F-containing molecules (named FluorLink) in a site-specific manner, our group aimed to obtain immunoprobes that offer all the specifications cited above together with further advantages over previously developed probes (Angelo et al. 2014; Wilson et al. 2012). The conjugation of two FluorLink molecules with
nanobodies that count with two ectopic cysteines (Figure 39) brings the presence of two Star-635 fluorophores and a total of 26 atoms of $^{19}$F per nanobody, producing enough signal to be detected in both techniques, fluorescence and SIMS imaging.

Figure 39. Scheme of a FluorLink nanobody. Two thiol-reactive FluorLink molecules, containing a Star-635 fluorophore and $13 \times 19$F atoms each, are conjugated to nanobodies that count with two ectopic cysteines. These nanoprobes can be used either in direct or indirect immunolabeling reactions.

To expand the applicability of this probe we tested FluorLink probes against two of the most commonly used targets in the detection of POIs in light microscopy; FluorLink nanobodies against fluorescent proteins and FluorLink nanobodies that specifically binds to mouse immunoglobulins.

To test the FluorLink-nanobodies against fluorescent proteins, HEK293 cells were transfected with the mitochondrial protein TOM70 linked to GFP and another batch of cells was transfected with TOM70 linked to m-Cherry. Then, the cells were respectively stained with two FluorLink–nanobodies anti-GFP clones (which bind to different epitopes) and two clones of FluorLink–nanobodies anti-mCherry. To localize the transfected cells, images of the entire sample were first taken with light microscopy. The samples were then loaded into the NanoSIMS and the same areas of interest were re-localized thanks to the CCD-camera of the NanoSIMS (Figure 40) and sequentially ion imaged.

Figure 40. Co-localization of ROIs using fluorescence and CCD camera images. A) Fluorescence microscopy image were obtained before the NanoSIMS analysis (FluorLink-stained cells in red). The fluorescent signal detected on the red channel comes from the fluorophore Star-635. We can also observe in grey the non-transfected cells thanks to their autofluorescence. B) CCD image of the same area before starting with the ion imaging. Scale bars: 10 $\mu$m.

From the ion images, a significantly higher level of $^{19}$F signal was obtained from the cells strongly transfected with TOM70-GFP (Figure 41A, red cells) and TOM70-mCherry (Figure 41C, red cells) (respectively labeled with FluorLink–nanobodies anti-GFP and anti-mCherry), in comparison with the cells that did not express, or slightly express, fluorescent proteins (grey cells in Figure 41A and 41C). Furthermore, the signal of $^{12}$C$^{14}$N was homogenously present across the entire cells, showing that no major topographical effect influenced the $^{19}$F signal. A good level of correlation was shown between the fluorescence and NanoSIMS images. In addition, for both, TOM70-GFP and TOM70-mCherry transfected cells, the $^{19}$F/$^{12}$C$^{14}$N ratio
image showed that the $^{19}$F label was circumscribed within the cytoplasm of transfected cells, forming tubular shapes that match the expected structure of labeled mitochondria (Figure 41C-D).

Figure 41. Direct targeting of specific proteins for fluorescence microscopy and NanoSIMS with FluorLink-nanobody. A, C) HEK293 cells were first transfected with TOM70-GFP and then labeled with anti-GFP FluorLink–nanobodies (clones #1 and #2). B, D) HEK293 cells transfected in this case with TOM70-mCherry were labeled afterwards with anti-mCherry FluorLink–nanobody (clones #1 and #2). A, B) The fluorescence microscopy images were obtained before their NanoSIMS analysis. The transfected cells are shown in red (signal emitted by the Star-635 fluorophore) while the non-transfected cells appear in grey (signal obtained from cell autofluorescence). On the first column, selected regions of interest are pointed with a dashed black line. On the second column, the zoomed-in images of those ROIs. C,D) NanoSIMS images of same areas. From left to right, $^{19}$F and $^{12}$C$^{14}$N, and ratio image of $^{19}$F/$^{12}$C$^{14}$N. Scale bars: 5 µm. Figure adapted from Kabatas et al. (2019b) with permission from the Royal Society of Chemistry.

Having determined that the $^{19}$F signal was measurable in these samples, we proceeded to test the signal level and specificity of FluorLink immunoprobes against mouse antibodies, the targeted proteins were first labeled with primary antibodies followed by the incubation with the anti-mouse secondary nanobodies conjugated to FluorLink. For this, HEK293 cells were first incubated with a rabbit primary antibody against the peroxisomal protein PMP70 (Figure 42A) and another batch of HEK293 cells was incubated with a mouse primary antibody against the nuclear envelope protein, Lamin-B2 (Figure 42B).
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Figure 42. NanoSIMS imaging of indirectly labeled proteins with FluorLink. HEK293 cells immunostained with a non-labeled mouse primary antibody together with a secondary nanobody anti-mouse conjugated to FluorLink. A-B) From left to right: SEM image of the cell, NanoSIMS images of 19F and 12C14N, 19F/12C14N ratio image, and line profile results over the 19F/12C14N images (pointed with red lines). A) An immunostaining against PMP70 was carried on HEK293 cells. The peroxisomes appeared as 19F bright dots and the line profile across two peroxisomes shows a significant signal-to-noise ratio of the 19F labeled structures. B) Immunostaining against lamin-B2 in HEK293 cell. Lamin-B2 was mainly identified at the edges of the nucleus, but interestingly also some spots appeared inside the nucleus. The line profile, which crosses the nucleus on the 19F/12C14N image (red line), shows that the 19F signal is mainly located along the nuclear envelope. Scale bars: 2 µm. Figure adapted from Kabatas et al. (2019b) with permission from the Royal Society of Chemistry.

From the 19F NanoSIMS images, we observed the expected pattern for cells stained with the peroxisomal marker PMP70 of bright rounded shapes distributed across the cytoplasm (Figure 42A). Likewise, for the cells stained with anti-lamin-B2 primary mouse antibody, the signal of 19F showed a fine line that surrounds the nucleus of the cells, as well as some signal in the inside of the nucleus, exactly where most lamin-B2 molecules are expected to be localized (Figure 42B). In both cases, by observing the 12C14N and the secondary electron microscopy (SEM) images, we could ensure that topographic artifacts were not causing the rise of 19F signal.

3.2.2 Boron containing-probes: BorEncode and BorLink

As already mentioned, several probes were earlier developed for the detection of specific proteins or cellular structures with SIMS (Wilson et al. 2012; Angelo et al. 2014). However, detectable probes in the positive ion mode, that enable the simultaneous detection of other positive ions such as cellular metal ions, were difficult to obtain. For this reason, two types of boron-containing dual probes were developed in our lab. In addition to facilitating the detection of POIs in positive SIMS ion mode, as in the case of FluorLink nanobodies, they enable the localization of POIs also under light microscopy. Both boron-conjugated probes, respectively called BorEncode and BorLink, contain a Star-635 and 20 atoms of boron (11B) (Figure 43). These two probes permit to follow different strategies to label newly synthesized proteins as well as to achieve the specific labeling of POIs.

Figure 43. Boron containing-probes. Both, BorEncode A) and BorLink B), contain hydrophobic aminobutyl-ortho-carboranes, bound to soluble short peptides carrying diverse functional groups, azide or maleimide, respectively, and a molecule of Star-635 fluorophore. BorEncode depends on a Copper (I)-catalyzed azide-alkyne cycloaddition (CuAAC) reaction to bind its target while BorLink counts with a nanobody that enables its binding to specific POIs.

BorEncode, is a conjugated probe based on the chemoselective reaction between UAAs and the carbonate probe, reaction also referred as click chemistry (Figure 43; strategy I) (Wang et al. 2003). Through their physiological metabolism, the incubation of cells with UAAs that carry an alkyne group, will promote their incorporation in the newly synthesized proteins and will later enable their detection with our clickable probe. Then, with the application of
BorEncode probes, it becomes possible to visualize the distribution of these newly synthesized proteins with both SIMS and fluorescence microscopy.

First, to test BorEncode with the NanoSIMS, baby hamster kidney (BHK) cells were incubated with a medium that lacks methionine and contains the UAA homopropargyl-L-glycine (HPG) instead. In this manner, the UAA was included in all the newly synthesized. Then, the cells were fixed, permeabilized, and stained with BorEncode. The samples were embedded in LR-White resin and cut sections of 200 nm were placed on top of a silicon wafer to be first imaged with light microscopy and then with NanoSIMS.

To detect secondary ions with the NanoSIMS, the RF-plasma oxygen source was selected as the primary ion source. In addition to the detection of $^{11}\text{B}$, we also collected other elements as $^{23}\text{Na}$ or $^{40}\text{Ca}$ at a subcellular resolution to observe their distribution across the cell and have an internal reference for $^{11}\text{B}$ level comparison among positive and negative control images (Figure 44A).

![Figure 44. Incorporation of HPG in BHK cells enables the labeling of all newly synthesized proteins with BorEncode. A) On the upper row, NanoSIMS images of a representative labeled cells and a non-labeled cells on the lower row. From left to right, $^{11}\text{B}$ (green) $^{23}\text{Na}$ (blue) and $^{40}\text{Ca}$ (red) and Overlay of the three ion images maintaining the colors. Scale bar: 5 mm. B) Fluorescence images of a labeled (upper row) and a non-labeled cell (lower row). From left to right, the fluorescence signal of the BorEncode (displayed in magenta), the autofluorescence signal from the cells (shown in gray), and an overlay image combining $^{40}\text{Ca}$ (in red) and the autofluorescence signal (in gray) of the same cells. The fluorescence and $^{11}\text{B}$ NanoSIMS images showed a good correlation. Scale bar = 5 mm. C) Plot of the $^{11}\text{B}$ intensity normalized to the background intensities of the respective images. The detected levels of $^{11}\text{B}$ were significantly higher in the labeled cells than in the negative controls. This difference was confirmed as highly significant ($p < 0.0001$) by a Wilcoxon rank-sum test. Analyzed circular regions of interest (ROIs) = 120 per condition. The middle line in the boxes represents the median, the box edges the 25th percentiles, the error bars the 75th percentiles, and the dots the 90th percentile. Figure extracted from Kabatas et al. (2019a), courtesy of Angewandte Chemie.

From the cells incubated with HPG, where the BorEncode probe was selectively added, $^{11}\text{B}$ was clearly visible across the cells showing an expected pattern for newly produced proteins.
On the contrary, on the batch of cells where the BorEncode probe was included but HPG was not present, the $^{11}\text{B}$ signal was neglectable showing that the probe is highly specific (Figure 44A). This was also statistically confirmed when comparing the $^{11}\text{B}$ intensity between the cells containing HPG and the negative controls that were not incubated with HPG (Figure 44C).

Thus, with the application of BorEncode on cells incubated with HPG, we were able to locate all newly produced proteins with both light microscopy and SIMS. However, BorEncode can also be employed to localize specific proteins of interest in the positive ion mode of SIMS. For this, the unnatural amino acids must be incorporated only into specific proteins, thus employing genetically encoded clickable UAA.

A plasmid to encode syntaxin-1, a transmembrane protein, linked to a yellow fluorescent protein (YFP) was transfected to BHK cells. Employing a expanded genetic code system (Vreja et al. 2015; Kabatas et al. 2015), the cells incorporated the UAA propargyl-l-lysine (PRK) specifically at the Amber stop codon site, which was placed between syntaxin-1 and YFP. Afterwards, the BHK cells were chemically fixed and labeled with BorEncode through click reaction. The labeling of syntaxin1-YFP with BorEncode was confirmed before embedding with fluorescence images, where it was clear the overlapping of the YFP with the BorEncode signal. Unfortunately, after embedding and sectioning, the signal of YFP was lost. However, the Star-635 fluorophore carried by BorEncode was still detectable, which was employed to locate the click-labeled cells (Figure 45B, cells in magenta). The non-labeled cells were detected by their autofluorescence (Figure 45B, cells in grey). Both, the labeled and the non-transfected cells were then be located and imaged by NanoSIMS.
From this experiment, we could observe that 11B was in good agreement with the fluorescence image, in which high intensity was obtained only from the transfected cells. As expected, the 11B signal obtained from cells expressing syntaxin1-YFP was lower than the HPG-cells, were all newly produced proteins were labeled (Figure 44), but still sufficient to reveal the location of the POI in the cellular context of other naturally present metal ions such as $^{23}$Na and $^{40}$Ca (Figure 45). Beside the positive results obtained with BorEncode, we also developed and test BorLink. In this case, the binding approach to label the POIs is based on a nanobody conjugated to the boron-dual probe (Figure 43B). BorLink represents a good alternative for specific protein labeling since this probe contains a nanobody that selectively binds its target epitope. Like in the case of BorEncode, BorLink counts with a Star-635 fluorescence molecule that enables its detection via light microscopy as well as two groups of 10 atoms of 11B (20 atoms per probe). Furthermore, two commercially available clones of nanobodies against GFP were employed to label simultaneously two different epitopes, increasing the number of boron atoms per POI.

To test the application of BorLink, cells derived from monkey kidneys (COS-7) were transfected with a plasmid that encoded the mitochondrial protein TOM70 together with a green fluorescent protein (GFP). After 18 hours, the cells were fixed and immunostained with two types of BorLink-antiGFP-Nbs (targeting two different epitopes of GFP).

By adding both nanobodies, up to 40 atoms of boron can point at each GFP protein. Like in the case of YFP, after embedding and sectioning the fluorescence of GFP was lost. The remaining fluorescence signal from the Star-635 fluorophore was enough to distinguish the labeled cells (Figure 46, cells in red), from the cells that were only visible by autofluorescence (Figure 46, cells in grey). As for the BorEncode specific labeling, once the embedded section has been imaged with light microscopy and the location of the positive and non-labeled cells and is known, we load the samples in the NanoSIMS and with the help of the CCD camera, we localize the same areas.

![Large-scale light microscopy image of COS-7 cells immunostained with BorLink-antiGFP-Nbs.](image-url) The light microscope images of the entire sections are later used as a reference to locate the positive cells with NanoSIMS. The autofluorescence signal of the cells is displayed in grey and the Star-635 signal from BorLink is displayed in red. Scale bar: 50 µm.
For BorLink, we also selected the NanoSIMS positive ion mode to detect $^{11}\text{B}$, and $^{23}\text{Na}$, and $^{40}\text{Ca}$ at a subcellular resolution to observe their natural distribution. This additional ions also serve us to have an internal reference for $^{11}\text{B}$ level comparison between transfected and non-transfected cells (Figure 47A). Running a Wilcoxon rank sum test we statistically confirmed that the difference of signal level obtained from transfected cells stained with BorLink and the non-transfected cells also incubated with BorLink, was significant (p < 0.0001) (Figure 47C).

Figure 47. COS-7 cells expressing TOM70-GFP labeled with anti-GFP BorLink nanobodies. A) NanoSIMS images of transfected and non-transfected cells. From left to right, $^{11}\text{B}$ (green), $^{23}\text{Na}$ (blue) and $^{40}\text{Ca}$ (red), and an overlay image of $^{11}\text{B}$, $^{23}\text{Na}$, and $^{40}\text{Ca}$ (maintaining same colors). Scale bars: 5 mm. B) Epifluorescence images of transfected and non-transfected cells obtained before the NanoSIMS analysis. Despite the different pixel sizes and imaging depth of the two procedures are different, the fluorescence and NanoSIMS images can be perfectly overlaid, showing that the fluorescence and $^{11}\text{B}$ signals are in agreement in the transfected cells. Scale bars: 5 mm. C) Plot of the $^{11}\text{B}$ signal intensity normalized to the background level of each image, to compare transfected and non-transfected cells (***: p < 0.0001). Analyzed ROIs: 150. Figure extracted from Kabatas et al. (2019a), courtesy of Angewandte Chemie.

With this, we confirmed that the labeling of newly synthesized proteins, as well as the labeling of specific POIs with our dual nanoprobes, enabled the localization of their distribution, offering high specificity and sufficient sensitivity for their localization with SIMS and fluorescence microscopy. At the same time, we proved that the use of this type of probes represents a straightforward method to combine fluorescence and NanoSIMS images, showing a great agreement between the images from both techniques. Furthermore, these tools can be combined with other elements for the study of metabolic turnover with NanoSIMS as well as with other SIMS imaging techniques such as ToF-SIMS, where it could be combined with the imaging of other small species present in the same sample such as metabolites, peptides, sugars, or lipids.
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3.3 RESULTS AIM III

The analyzed sections were obtained from the spinal cord of a MBP inducible knockout mouse. Starting at the age of 28 weeks, when most developmental myelination has been achieved, iKO mice were fed with a $^{13}$C-lysine diet for 45 or 60 days, followed by one week of chase with a non-isotopically labeled diet. Then, the animals were respectively sacrificed at 26 and 28 post tamoxifen injection (pti) weeks and the tissue samples were then collected for imaging.

The spinal cord samples were prepared following a standard TEM protocol but cutting the slices with a more compatible thickness for NanoSIMS. Thinner slices commonly used for TEM are too fragile to be imaged by directly applying the primary ion beam, therefore and after multiple tests, sections of 150 nm were used.

The samples were first mapped with TEM to identify morphological changes in the compact myelin structures induced by the lack of MBP. The most evident difference to the control mice was a tubular-vesicular enlargement of the inner tongue in the iKO spinal cord (Figure 48A). Afterwards, the same areas of interest were localized with the CCD detector of the NanoSIMS, thanks to the coordinates of the finder grids, and then analyzed with NanoSIMS. Regarding ion imaging, to work with these thin samples it is important to do not apply a high current for long periods, especially on small raster sizes, since the impact of the ion beam induces a rise of temperature that can critically damage the sample, and it may end up collapsing. Thus, 15 pA for only 30 seconds were applied to achieve a stable yield of the secondary ions before starting with the imaging. Then, the ion images from the $^{12}$C$^{14}$N- ($Figure 48-Ac and 48-Bc$) and $^{13}$C$^{14}$N- ($Figure 48-Ad and 48-Bd$) ion channels were taken from two consecutive layers. To obtain a higher signal-to-noise ratio, which becomes especially relevant for elements with lower abundance like $^{13}$C, the two layers are summed on expenses to loss some spatial resolution.

To analyze the $^{13}$C enrichment, we calculated the $^{13}$C$^{14}$N/$^{12}$C$^{14}$N ratio across the morphological regions of interest: axon, compact myelin, inner tongue, inner tongue tabulation, myelin debris, and myelinoid bodies. To proceed with the analysis, each TEM image was first aligned with its corresponding NanoSIMS ion maps and scaled to match the NanoSIMS data. Then, the ROIs were manually drawn on the TEM images, selecting them across the different morphological structures that were included in the analysis. Determining in this manner the local $^{13}$C enrichment, we observed and statistically confirmed, that after the tamoxifen induction of the knockout, the inner tongue structures that were unusually enlarged also presented a higher level of $^{13}$C than the myelin sheaths that were normally compacted (Figure 48C).
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Figure 48. Myelin turnover analysis with $^{13}$C-lysine feeding and NanoSIMS imaging in MBP iKO. TEM image of longitudinal sections from the spinal cord of an iKO mouse fed for 45 days with SILAC diet (containing $^{13}$C-Lysine) and sacrificed (at 26 weeks pti) after 1 week of chase with non $^{13}$C-enriched diet. A) A tubular-vesicular enlargement of the inner tongue while on B) a myelinoid body is visible at the inner tongue on the TEM images. (Aa and Ba) Aligned to NanoSIMS TEM image, (Ab and Bb) $^{13}$C/$^{12}$C ratio, (Ac and Bc) $^{13}$C image, and (Ad and Bd) $^{13}$C image. Scale bars: 5 µm. C) $^{13}$C enrichment of ROI. To define the ROIs, the TEM images were first aligned to their corresponding NanoSIMS images, then the ROIs were manually drawn over the stack of images guided by the morphological structures observed on the TEM image. The $^{13}$C-enrichment was calculated from the $^{13}$C/$^{12}$C ratio of every pixel in the ROI and then averaged. Every data point corresponds to the average value of the sampled ROI. Statistical analysis: two-tailed unpaired t-test; *: p < 0.05, **: p < 0.01, ***: p < 0.001. Figure extracted from Meschkat et al. (2022), courtesy of Nature.

Besides, we analyzed the $^{13}$C enrichment in different morphological structures from an iKO mouse that was pulse-labeled for 60 days and sacrificed after 1 week of chase with a non-labeled control diet at 28 weeks pti. Similar results to the 45 days pulse labeling were obtained and statistically confirmed (Figure 49).
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Figure 49. TEM and NanoSIMS imaging of MBP iKO spinal cord after 60 d 13C-lysine diet feeding. TEM image of a longitudinal spinal cord section from an iKO mouse fed for 60 d with SILAC diet (13C-Lys) and sacrificed after 1 week of chase with non 13C-enriched diet at 28 weeks pti. Structures were analyzed by manually selecting small ROI on the isotope map and calculating the 13C/12C isotopic ratio of every pixel in the ROI. A) Myelin outfolding, myelinoid bodies in the inner tongue and myelin debris. B) TEM image of a paranode with juxtaparanodal myelin tubulation. (Aa and Ba) Aligned TEM image, (Ab and Bb) ratio of 13C/12C, (Ac and Bc) 12C NanoSIMS image, (Ad and Bd) 13C NanoSIMS image. C) 13C enrichment of the sampled ROI. Each data point corresponds to the average value of the sampled ROI drawn manually on the analyzed structure. The numbers on the TEM image correspond to the sampled structures in C. The results were statistically confirmed by a two-tailed unpaired t-test; * : p < 0.05, ** : p < 0.01, *** : p < 0.001. Scale bars: 5 µm.

Therefore, correlating 3D TEM and NanoSIMS, we could visualize that newly formed non-compacted membranes appeared most prominently at the inner tongue at the juxtaparanodes. The presence of myelinoid bodies indicated degradation of existing myelin at the abaxonal side and the inner tongue of the sheath. This, together with other results from the same study that are not included here but in the manuscript (Meschkat et al. 2020), revealed that there was myelin thinning and shortening at the internodes, with about 50% myelin lost after 20 weeks, which ultimately led to axonal pathology and neurological disease.

3.4 RESULTS AIM IV

3.4.1 Sample preparation

After testing different conditions to improve the lateral resolution achieved with the three techniques, we found that we were not able to achieve satisfactory SIMS imaging with samples cut thinner than ~ 90 nm, regardless of the chosen resin, or the grid coating. Oppositely, much thicker samples become a problem for TEM imaging. Thus, we employed sections of ~ 160 nm. These samples, still relatively thick for TEM, required a grid thin coating that ensured a good conductivity. This can be achieved through the application of a thin carbon layer (Lovrić et al. 2017). We found that copper grids incorporating a support film of 10 nm Formvar and 1 nm Carbon coating offered a suitable conductivity while also improved the stability of the samples.

3.4.2 NanoSIMS imaging

The samples, previously imaged by light microscopy and TEM, were loaded on the NanoSIMS and first inspected with its in-built optical camera (CCD camera). In this manner, we could roughly localize the areas of the samples that were previously imaged by the two other techniques, guided by the marks inscribed on the finder grids. Once a particular area of interest was found with the camera, we could switch to SIMS mode. Additionally, the secondary electron detector was employed to fine-tune the exact imaging position, since it enabled the visualization of the grid bars, as well as showing the characteristic shapes and arrangement of the cells.

A relatively low current was applied for a short time to implant the area, enhancing the signal obtained, visualizing better the cells, and reaching a stable secondary ion yield. These relatively thin samples cannot be hit by high currents, as they can be damaged and collapse, especially when trying to image areas < 20 x 20 µm, or implanting for longer time. Therefore, we applied an ion current of 15 pA for ~ 30 seconds that was sufficient to reach a stable
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secondary ion yield and a current of 0.5 - 1.5 pA during imaging that allowed us to detect all the deserved ions at an acceptable level (Figure 50).

Figure 50. Detailed views of CLEM-SIMS. A) Displayed in blue, we can observe the fluorescence emitted by the uranyl acetate, and in magenta, the MitoTracker fluorescence. Then, the different isotopes detected by NanoSIMS are shown with their respective ion images ($^{12}\text{C}_2$, $^{12}\text{C}^{13}\text{C}$, $^{12}\text{C}^{14}\text{N}$, $^{12}\text{C}^{15}\text{N}$, $^{31}\text{P}$, and $^{32}\text{S}$). The low abundance of $^{13}\text{C}$ and $^{15}\text{N}$ is caused by the lack of exogenous isotopically labeled components in this experiment. The last image corresponds to the TEM image of the same cell. Scale bars: 2 μm. B) Higher zoom views of the regions marked by white squares in the fluorescence microscopy image of panel a). From left to right: CLEM images, TEM, and NanoSIMS image of $^{12}\text{C}^{14}\text{N}$. Scale bars: 500 nm. Figure extracted from Lange et al. (2021), courtesy of PlosOne.

3.4.3 CLEM-SIMS image and data analysis

As a proof of concept, and to prove what can be done in future experiments, we combined CLEM-SIMS to analyze the isotopic composition of diverse cellular components along with a more specific analysis of the mitochondria. For the first analysis, we selected from several cells the fluorescent-labeled mitochondria together with other cellular components such as cellular granules, which are presumably similar to dense-core vesicles (Kim,T. et al. 2006), euchromatin and heterochromatin, and regions that apparently did not belong to specific organelles, and we therefore considered as cytosol (Figure 51B-D). To normalize the signal levels obtained from each isotope, we normalized all signals by calculating their ratio with the ubiquitous $^{12}\text{C}$ signal. With this, we could detect significant differences between the mentioned cellular components. For example, the heterochromatin showed higher levels of $^{31}\text{P}$ and $^{32}\text{S}$ than the euchromatin. This is an expected result due to the higher levels of nucleic acids in heterochromatin, which implies also a higher concentration of phosphorus. The same trend was statistically determined in the comparison between the mitochondria and granules against the cytosol. The dense granules and the heterochromatin also showed a high
14N enrichment (Figure 51B), suggesting that these components are particularly protein-rich when compared to other cellular constituents.

**Figure 51. Analysis of CLEM-SIMS data determines isotopic distribution differences between cellular compartments in cultured HeLa cells.**

A) CLEM-SIMS images of a HeLa cell labeled with MitoTracker. From left to right: TEM, MitoTracker signal obtained with light microscopy, NanoSIMS (12C14N) image, and CLEM (with MitoTracker signal displayed in magenta). On the overlay, the letters refer to mitochondria (m), granules (g), cytosol (c) heterochromatin (h) and euchromatin (e). The white arrowheads point to several mitochondria that did not get labeled with MitoTracker, but were visible in the TEM image. Scale bars: 5μm.

B-D) Comparison charts of the isotopic levels between multiple cellular compartments. The ROIs were selected on the already aligned TEM image and to normalize the intensities, the signal of the different isotopes was divided by 12C (present both in the cells as in the plastic resin). To statistically confirm the results, a Kruskal-Wallis tests, followed by Tukey post-hoc tests were applied; (*: p < 0.05 ; **: p < 0.01; ***: p < 0.001).

B) 14N/12C analysis. C) 31P/12C analysis. D) 32S/12C analysis. E) Zoom-in view of a cell area containing several mitochondria (delimited with a green dashed line on panel A). Not all mitochondria was labeled with MitoTracker (magenta), the unlabeled ones are pointed with a white arrowheads. Scale bars: 500nm. F) Isotopic analysis to compare the labeled and non-labeled mitochondria. For this analysis, 85 fluorescent mitochondria and 24 non-labeled ones were selected. The differences were statistically tested by Mann-Whitney tests; (***: p < 0.001). Figure adapted from Lange et al. (2021), courtesy of PlosOne.

To carry the second analysis, we employed MitoTracker (organelles displayed in magenta in Figure 51), a commercially available fluorescent dye that labels mitochondria in live cells based on the mitochondrial membrane potential. Interestingly, along with the numerous labeled mitochondria, there were some that despite being clearly visible by TEM and not showing obvious morphology problems, were not visible in light microscopy (white arrowheads in
Figure 51A and 51E). Since MitoTracker requires an intact mitochondrion (Chazotte 2011), it is possible that the mitochondria missing the fluorescence label are dysfunctional ones.

The resolutions obtained with fluorescence microscopy (Figure 52A) and EM (Figure 52B) was similar to the typical performance of these techniques. To measure the NanoSIMS lateral resolution, we applied the most common calculation for SIMS, which measures the distance across which the signal intensity drops from 84 % to 16 % of its maximum (Gorman and Kraft 2020), obtaining an average resolution of ~ 160 nm (Figure 52C). The NanoSIMS lateral resolution was better than the resolution of fluorescence microscopy but worse than the resolution that we have obtained on similar samples placed on silicon wafers (~ 80-110 nm) (Saka et al. 2014; Agüi-Gonzalez et al. 2021b). This declining is caused by the particular NanoSIMS settings that must be adapted to work with these considerably fragile samples.

Figure 52. CLEM-SIMS lateral resolutions. A) Lateral resolution analysis of the light microscopy imaging. Intensity profiles were drawn crossing areas with high MitoTracker signal. From 10 measurements, we obtained an average resolution of 321 ± 36 nm. The full width at half maximum (FWHM) was determined from Gaussian curves fitted on the spots. Scale bar: 5 μm. B) Lateral resolution analysis for TEM images. Like for SIMS, we calculated the distance in which the maximum intensity of the signal drops from 84 % to 16 %, resolving from 10 measurements an average resolution of 22 ± 6 nm. Scale bar: 500 nm. C) Lateral resolution analysis for NanoSIMS images. Applying the 84 %-16 % resolution method on the 12C14N images on 7 measurements, we obtained an average resolution of 164 ± 27 nm. Scale bar: 5 μm. Figure adapted from Lange et al. (2021), courtesy of PlosOne.
4. DISCUSSION

4.1 GENERAL DISCUSSION

Secondary ion mass spectrometry has traditionally been a technique practically reserved for geology and material science. Nonetheless, during the last decades numerous research teams have incorporated SIMS into many other fields. The evolution of these instruments and the continuous optimization of the methods have progressively facilitated the application of SIMS in the study of biological samples. The arrival of new primary ion sources together with the improvement of the spatial and mass resolution have allowed mass spectrometry to become a competitive imaging alternative able to reveal cellular and subcellular information. The capabilities of these instruments and their compatibility with other imaging techniques such as light microscopy, TEM or AFM, make SIMS a very promising tool that will keep gaining relevance in biology.

There is not a unique SIMS imaging instrument valid for all types of analysis, thus, depending on the experimental questions, it is crucial to determine beforehand the type of analysis that must be performed and the instrument features that are more relevant for our study. In this regard, ToF-SIMS is a very versatile tool able to carry out exploratory investigations to examine hypotheses that are not necessarily based on specific targets. For example, the study of the lipid composition of the neuronal plasma membrane and its variations linked to the neuronal activity or the study of the lipid accumulation in the heart after myocardial infarction. Likewise, if we already know the specific molecules involved in these processes ToF-SIMS can typically show the distribution of molecules up to 2.5 kDa, and, thanks to its mass accuracy and MS/MS capabilities to ensure a reliable mass peak identification. Alternatively, NanoSIMS is an ideal approach to image surfaces with a higher lateral resolution when only a few monoatomic or very small molecules are the targets of the study. Also, compared to the high dimensionality of ToF-SIMS data, NanoSIMS output implies a much elementary data analysis. Nonetheless, NanoSIMS can still provide more details at a subcellular level thanks to its coaxial configuration, which reduces the focus size of the primary ion beam, as well as reducing aberrations and increasing the transmission efficiency of the instrument (~ 80%). However, to ensure homogeneous NanoSIMS images, only small areas of < 300 µm can be analyzed, and multiple tiles must be concatenated when trying to image bigger areas. Thus, ToF-SIMS represents a better option to image larger areas when the required lateral resolution is not a limitation.

Independently of the chosen instrument, applying imaging mass spectrometry in the study of biological samples still presents numerous limitations and challenges, including: 1) the impossibility of live-cell imaging and difficulties regarding sample preparation, 2) the need of improving the spatial resolution of SIMS to match the level of other imaging techniques, 3) the mass range limits and the accurate identification of secondary ion species, 4) the time cost of SIMS imaging and the high dimensionality of the data. Thus, it is also crucial to keep in mind that we can circumscribe such limitations by combining SIMS with other techniques.

Fluorescence imaging, which can conveniently accomplish live imaging with a spatial resolution beyond the light diffraction limit, represents with no doubt the most common tool for high-precision imaging in biology. Nevertheless, light microscopy cannot provide all the information that SIMS can offer and always requires the use of light-emitting probes,
either immunoaffinity or genetically encoded labels that facilitate the localization of particular analytes. On the contrary, SIMS allows the analysis of unlabeled samples, which represents a big advantage since some biomolecules such as lipids, present abnormal behavior when labeling them with fluorophores or when employing fluorescent analogs. Therefore, SIMS represents a more suitable approach for the study of certain biomolecules such as lipids in physiological conditions. Still, given its own nature and the high vacuum conditions, SIMS is not compatible with live-cell imaging, however, it can reveal the chemical composition of solid biological samples, determining the distribution of different types of biomolecules across tissues, cells and even subcellular structures. Additionally, SIMS can trace the metabolic fate of certain analytes. On the one hand, the addition of exogenous biomolecules that contain rare stable isotopes enable the study of their metabolic turnover. On the other hand, it is possible to directly study the pharmacokinetics of certain drugs, providing information about their distribution among different tissues, cell types and cellular compartments.

Regarding fixation methods employed in SIMS, when analyzing biological specimens, the ultimate aim is to preserve intact their original morphology, as well as the distribution and innate arrangement of their molecules. Several fixation methods, such as freeze-hydrated, freeze-drying, high-pressure freezing, chemical fixation, or plastic embedding, are employed in SIMS providing reliable results. Nonetheless, all these methods carry certain risks and drawbacks regarding the maintenance of the native state of the samples. For example, to avoid molecular rearrangement and possible ultrastructure damage caused by ice crystal formation, applying high-pressure freezing would be a safer alternative to freeze samples. However, the samples must then be quickly transferred from the liquid nitrogen storage into the imaging device, which is in the end not so trivial, or to proceed with freeze-substitution if we want to analyze such samples on instruments that do not incorporate a cold stage. In the case of freeze-drying samples, the water removal may induce a certain degree of shrinkage, and, also like in the case of freeze substitution, small water-soluble molecules may be dragged by the extracted water. Currently, only ToF-SIMS is compatible with the analysis of frozen-hydrated samples. This ensures less shrinkage, and regardless of the risks of ice crystal formation, it has shown to induce fewer changes in the biomolecular arrangement. The main handicaps are the sample handling itself and that frozen-hydrated samples are not compatible with some other imaging methods like TEM. Oppositely, the use of chemical fixatives, which have been employed on SIMS imaging correlation, is often not compatible with ToF-SIMS due to the generation of chemical interferences but perfectly compatible with NanoSIMS. The problem is that some molecules can be still washed away after chemical fixation since not all chemical fixatives are capable to equally stabilize every type of molecule. The final consequence is that, independently of the fixation method, we can clearly determine what remains, but we cannot identify what is missing, in the same manner that we cannot ascertain how the addition of fixatives are interfering with our results. Thus, further optimization and new alternatives for sample preparation, as well as a deeper analysis and identification of losses must be accomplished, bringing a better understanding of SIMS results in biology and determining the precise effects of the sample preparation.

Despite SIMS can achieve a depth resolution of only a few nanometers, their current lateral resolution (axis X and Y) cannot match TEM or compete with super-resolution microscopy, which can record single fluorophores and provide absolute quantification of the targets. Nevertheless, the resolution of NanoSIMS also goes beyond the light diffraction limit and can achieve < 50 nm in both negative and positive secondary ion modes. The problem is that further optimization of SIMS lateral resolution has to deal with several encounters. Among others, the abundance of particular species within small analyzed volumes together with their ionization probability, especially for biological high-resolution images, where the number of secondary ions can be too low for being detected. The yield of secondary ions is
mainly affected by the features of the primary ion source but also by the properties of the targeted analytes and their chemical and topographical environment. Thus, the heterogeneity of biological samples may induce big variation on the secondary ion yield and only relative quantifications can be granted.

The fragment reduction induced by the new primary ion sources is accompanied by a contraction of the secondary ion yield, however, alternative approaches like laser secondary neutral mass spectrometry (laser-SNMS) can compensate the low emission of secondary ions. Further improvements, not only regarding the yield of ionized secondary species but also to increase the transmission power and sensitivity of the instruments are required to minimize the gap between available molecules and detected ions to keep increasing the lateral resolution of SIMS.

The mass limit of ToF-SIMS, detecting molecules up to 2 kDa, capacititates it for the detection of small protein fragments, lipids, and even small proteins but does not permit the detection of proteins which are often much heavier. NanoSIMS mass range is far more limited, detecting only single atoms or small molecules. For both approaches, the mass restrictions can be bypassed with the use of SIMS-compatible probes which carry non-common elements that can be distinguished from the biological material. In this manner, it is possible to locate specific biomolecules that otherwise could not be detected.

Another relevant point is the mass accuracy of SIMS instruments and the correct identification of the secondary ion species. For instruments that collect the entire spectrum at each pixel, such as ToF-SIMS, the use of cluster primary ion beams can produce secondary ions up to thousands of Da offering a lower level of ion fragmentation. Especially at the high mass range, the ability to resolve the identity of isobaric interferences still represents a huge challenge for SIMS. The use of tandem mass spectrometry (MS/MS or MS\textsuperscript{n}), which breaks the initial secondary ions (precursor ions) into smaller components (product ions), facilitates the identification of high mass peaks when the mass resolution of the regular ToF instruments is not enough. Also, when employing traditional ToF-SIMS configurations, either high lateral resolution or high mass resolving power has to be chosen. Delayed extraction, which decouples the impact of the primary ion beam from the extraction of secondary ions can enhance the mass resolution power while maintaining the spatial resolution. Those, among other options based for example on computational analysis, may be quite helpful to determine with higher confidence the identity of the visualized species.

Due to the time cost of SIMS biological studies (considering the sample preparation, imaging, and data analysis), the sample size accepted for this image modality tends to be lower than the approved for other imaging modalities such as light microscopy. The time consumed on preparing samples, including cell culture, immunostainings or fixation, as well as the time required to optimize the instruments and running images with SIMS, have still a large margin to keep improving.

Furthermore, since some modalities such as ToF-SIMS do not require prior molecular targets, a huge number of secondary ion species are collected in a single experiment. The large amount of data and its high dimensionality make it a perfect candidate for semi-automated or automated computational analysis. The implementation of computerized analysis could considerably reduce the time spent on this task and also help to uncover hidden mass associations, even when combining data from multiple imaging modalities. This speed-up, together with a time reduction on the previous steps, could help to increase the sample size in SIMS studies, bringing more solid and reliable results.
4.2 DISCUSSION AIM I

In conclusion, the lipid composition of the plasma membranes of hippocampal neurons seems to reflect the variations of the basal neuronal activity. After long incubations times with TTX and BIC, significant modifications on the lipid profile were observed, principally ceramides, PSs, PAs, and TGs. This suggests that the membrane lipids organization can be modified to fit to, or even to mediate, neuronal and synaptic activity. In addition to further physiological investigations, this shows that mass spectrometry imaging can be also used to understand better the lipid alterations behind several neurodegenerative diseases as well as psychiatric conditions.

4.3 DISCUSSION AIM II

These novel dual probes enable the labeling of all newly synthesized proteins (BorEncode) as well as the labeling of specific POIs (possible with BorEncode, BorLink and FluorLink), enabling the visualization and analysis of their distribution with both imaging techniques, SIMS and fluorescence microscopy, at a high spatial imaging and precision of labeling. Due to the lack of detectable probes for the positive ion mode of SIMS, the development of Boron conjugated probes provide a high affinity and specificity alternative for fluorescence and SIMS imaging that can be crucial for the study of other positive ions such as Na⁺, K⁺, Mg²⁺, or Ca²⁺. Moreover, these probes are not only useful for the analysis with NanoSIMS but also can be employed in investigations carried by other SIMS techniques that allow the simultaneous imaging of specific POIs together with other small molecules such as metabolites, sugars or lipids that are naturally present in biological samples. Thus, these new SIMS compatible probes can be very useful to investigate cellular and molecular processes where multiple types of molecules are involved.

Additionally, in order to increase the detectability of low abundance proteins, the nanobody-conjugated probes allow the amplification of the signal through intermediate steps of staining with sequential addition of secondary antibodies or nanobodies. From our experiments, this enhancing strategy has shown high selectivity and sensitivity for target molecular imaging with NanoSIMS, the addition of more affinity probes worse the spatial resolution by increasing the linkage error from the original POI position. Therefore, this strategy would be more suitable for other SIMS techniques, such as ToF-SIMS, which works in a lower range of spatial resolution.

To produce a more accurate alternative to the enhancing strategy, further development of nanoprobes, which can offer a higher sensitivity for SIMS detection by increasing the amount of atoms of the chosen isotope, would be highly desirable. However, this is not a trivial issue and requires a very careful design to avoid the risk of precipitation and the loss of immunoaffinity. Furthermore, the production of future probes, carrying different labeling elements and different fluorophores for targeting different primary antibodies, would enable the generation of multicolor images on SIMS.
4.4 DISCUSSION AIM III

Based on our $^{13}$C enrichment analysis and confirming what other studies also determined (Snaidero et al. 2014; Stadelmann et al. 2019), we found that the inner tongue and especially at the juxtaparanodes show higher metabolic activity rates. Supported by the NanoSIMS mapping of our iKO mice, these cytoplasm-rich compartments represent the most likely places where newly synthesized components incorporate into the myelin sheath, also in adulthood.

Thus, in the presented work, combining the capabilities of electron microscopy and nanoscale secondary ion mass spectrometry, we investigated the stability of myelinated tracts after experimentally avoiding the compaction of newly synthesized myelin in the CNS of adult mice, using a tamoxifen-inducible MBP null allele. Thanks to the combination of transmission electron microscopy, nanoscale mass spectrometry imaging, and the mouse model of adult myelin turnover, we could reveal the insertion sites of newly synthesized myelin. The determination and spatial localization of myelin turnover areas can help to understand how myelin sheaths behaves during aging, revealing further details about its dynamics and the stability of the structures and revealed that functional axon-myelin units require a continuous incorporation of newly generated myelin membranes.

However, we cannot exclude that also the outer tongue has an active role in the myelin renewal process. With our data, discriminating the tubulated leftovers from potentially outer tongues get complicated, since the association between the respective axon and the membrane tubules is commonly lost. A further and more detailed investigation could be carried in the future to resolve this uncertainty. Withal, the inclusion of light microscopy or the use of immunoprobes, detectable either by SIMS or EM, to point at specific proteins of interest could provide additional information (Agüi-Gonzalez et al. 2021).

4.5 DISCUSSION AIM IV

The protocol here presented enabled a straightforward analysis of several subcellular structures, demonstrating an excellent preservation of the organelles, revealing their isotopic composition and at the same time, the localization of specific proteins of interest.

This approach enables a look into the basic chemical composition of several cellular organelles, determining the abundance of endogenous elements, like nitrogen, carbon, phosphorus, or sulfur. With this, multiple differences can be detected among the analyzed organelles. Some of them can be attributed to their already known composition, while others can be more surprising, and require further study. In addition, including pulses of isotopically labeled biomolecules in future experiments, would enable to not only analyze the chemical composition of different cell compartments with this protocol but also to address their metabolic turnover.

The main issue regarding the chemical fixation used in this protocol is that this procedure may induce strong modifications to the samples. Since it is not an instant process, until the sample gets totally fixed, the cells are slowly dying and probably acquiring some aberrant biological activity like osmotic swelling (Smith and Reese 1980). Also, depending on the chemical fixation method, some other cellular components may not get fixed and possibly relocate from their original positions (Schnell et al. 2012; Tanaka et al. 2010). The protocol here presented involves the replacement of water by organic solvents and then the sample is
embedded into a plastic resin. Consequential modifications in the ionic composition of the sample are expected, together with a considerable loss of lipids and small, non-fixable metabolites (Donselaar, van et al. 2007). Together with the intrinsic matrix effect present in biological samples (Panuwet et al. 2016), the plastic embedding may also alter the ionization of particular species, unpredictably affecting SIMS measurements. The misinterpretation of these effects should be minimized by treating all experimental and control samples following identical protocols and keeping these aspects in mind to evaluate the type of analysis that can be performed. Additionally, pre-embedding immunolabeling typically requires cell permeabilization, which also affects cell morphology (Melan 1994). Replacing the common used antibodies with nanobodies, which are considerably smaller, can facilitate the immunolabeling of POIs without requiring the permeabilization of the cellular membranes (Fang et al. 2018).

Due to the relatively long time required to obtain a NanoSIMS image, especially when using a high number of pixels (≥ 512 x 512), or even more when we add consecutive layers to increase the signal of low abundance ion channels, we have to expect a certain degree of drift. Minimizing this is an important aspect in this correlative approach, despite most likely it may still require a certain level of image processing to achieve an optimal overlap. For the correlation of the light microscopy image, it is important to count not only with the channel employed to visualize the POI but to also have the autofluorescence image. Since several cell elements such as cellular and nuclear edges, can be clearly visualized in all techniques, they can be used as an internal guide for the overlay of the images, without the need for additional fiducial markers. Nevertheless, the use of special tools such as gold nanoparticles (Urban et al. 2018; Agüi-Gonzalez et al. 2021b), could be useful for increasing the overlay precision since this type of probe could be visualized by all imaging methods, acting not only as a label for specific proteins but as an internal fiducial marker.

Even after optimizing the sample preparation, and due to the fragility of these thin samples, some areas of interest collapsed during the NanoSIMS imaging procedure, both during the initial implantation and the imaging phase. This could be simply avoided by reducing the applied Cs+ ion dose. Likewise, to achieve the best possible lateral resolution, the primary ion beam diameter must be limited by selecting the smallest possible aperture, which as a downside also implies the reduction of the primary ion current and a reduction of the secondary ion yield.

The main issue in in biological samples in this regard is the abundance of the species of interest, which may differ in several orders of magnitude (e. g.: the natural abundance of 13C represents only 1.1 % against the 98.9 % for 12C) and also their different ionization yields. Therefore, it is required to find a balance between increasing the spatial resolution of the SIMS images and the ability of the instrument to still detect low abundance ion species. Furthermore, we should keep in mind that the average probability of ionization is < 10⁻⁴. Even counting with the high sensitivity of NanoSIMS (in the ppm to ppb range), the emitted number of ions could be insufficient to offer a good signal-to-noise ratio when working at high resolutions (Agüi-Gonzalez et al. 2019). With the NanoSIMS settings that we applied, we obtained a satisfactory spatial resolution of ~ 160 nm, while still obtaining a good signal level from all of the targeted ions. Nonetheless, the low amount of signal registered for some elements, due to the absence of exogenous isotopes in the presented experiments would be overcome with the addition of isotopic labeled biomolecules in future experiments. Alternatively, other studies can simply target elements with higher natural abundance (such as calcium or sodium), in which the primary current could be further reduced obtaining a better lateral resolution and still good signal.

Despite the already discussed limitations, and that the work here presented only aimed to demonstrate the potential of this technology, we have shown that the procedure enables a
better and more specific application of SIMS in biology, by facilitating a straightforward correlation of the SIMS signals to specific cellular structures, observed in electron and fluorescence microscopy. This will enable a variety of future experiments, bringing new insights into cellular composition and metabolic turnover.

4.6 FINAL CONCLUSIONS

In this thesis, different approaches and tools have been presented to show how SIMS can be a suitable technique to decipher the chemical composition of biological specimens and the study of metabolic processes, enabling the visualization of a big spectrum of biomolecules at a subcellular resolution level.

As described in aim I of this work, ToF-SIMS was employed to unravel the lipid distribution across the plasma membrane of hippocampal neurons and showed how its composition was modified when changes in the activity of the nerve cells were induced with drugs. Significant alterations of lipid levels, particularly ceramides, PSs, PAs, and TGs, were observed under long incubations with TTX and BIC. These results reinforce the evidence that not only proteins, which are the most common target in biology investigations, are responsible of major modifications related to cellular behavior and suggest that membrane lipids modify their organization to fit to, or even mediating, neuronal and synaptic activity. In addition to promote further studies to address how diverse lipid species are related to physiological and pathological processes, our findings support that mass spectrometry imaging can be also employed to investigate the lipid alterations that are behind several neurodegenerative diseases as well as psychiatric conditions and how to regulate them.

Within the aim II of this thesis, different dual-probes, compatible with both SIMS and light microscopy, were presented. These dual probes enable either the detection of newly synthesized proteins or specific proteins of interest together with the visualization of other species in both negative and positive secondary ion modes. The mass limits of SIMS instruments, especially for NanoSIMS which can only detect monoatomic or small molecules of two or three atoms, require the use of alternative tools to detect the presence of particular species that overpass their detection limits. One of these alternatives is the use of rare stable isotopes (such as $^{13}$C or $^{15}$N), which can help to visualize the presence of certain analytes. However, the multiple metabolic pathways of the cells reduce the scope of these isotope-labeled precursors and make them helpless to visualize specific species. At best, they provide an overview of certain types of biomolecules. For example, newly synthesized proteins that incorporate isotope-labeled amino acids or the localization of a particular lipid subclass when employing isotope-labeled precursors. Thus, the development of alternative probes that label specific targets is a very valuable achievement in SIMS. Additionally, the probes presented in this thesis can be detected by more than one imaging technique, becoming a considerable advantage since they also serve as internal fiducial markers and help to minimize the localization error between techniques. Furthermore, the diverse spatial resolutions achieved by the correlated modalities could help to resolve the number of probes present within analyzed volumes allowing an absolute quantification of the target while also obtaining an overview of their local chemical environment. In this regard, probes with a higher signal-to-noise ratio like the gold-conjugated nanobodies can facilitate the visualization targets with low abundance. Yet, and until SIMS turns into a more common tool for imaging in biology, the use of dual probes, which are compatible with mass spectrometry and other techniques, not only increases their usability but reinforces the trust in the results offered by SIMS.
Covered by the last two aims, the correlation of SIMS with other imaging techniques was illustrated. We proved that the combination of several imaging techniques maximizes the information obtained through one single experiment and generates synergic results that reach far beyond the scope of the individual data. On the third aim of this thesis, electron microscopy, which has traditionally been employed to analyze the structure and morphology of cells and cellular components was combined with NanoSIMS imaging to investigate the myelin turnover in adult animals. The combination of these two techniques, together with the use of an iKO mouse model, enabled to reveal the insertion sites of the newly synthesized myelin. Likewise, within aim IV, a suitable protocol was presented, showing how thanks to the correlation of NanoSIMS with CLEM and the sum of their capabilities, it was possible to obtain information that was invisible to the individual techniques. To analyze the relative positions and functions of specific proteins, one of the most common options falls onto the correlation of EM with fluorescence microscopy. The addition of SIMS into this equation includes that also the chemical composition of the imaged areas can be decoded. Following a straightforward CLEM-SIMS protocol, we could clearly visualize cellular structures with EM, specific mitochondrial markers with fluorescence microscopy, and analyzing the diverse chemical composition of selected areas of interest with NanoSIMS.

In conclusion, the SIMS imaging approaches, the protocols, and the probes presented in this thesis could help to address from a multimodal and reproducible perspective diverse questions involving the investigation of particular biomolecules, but also to reveal non-targeted information from explorative experiments, obtaining relevant insights that were not accessible through other imaging techniques.
Figure A1. Lipid species that showed significant differences analyzing the CCD on cell bodies from control and TTX treated cell in positive ion mode. Figure extracted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
Figure A2. Lipid species that showed significant differences analyzing the CCD on neurites from control and TTX treated cell in positive ion mode. Figure extracted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
Figure A3. Lipid species that showed significant differences analyzing the CCD on cell bodies from control and TTX treated cell in negative ion mode. Figure extracted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
Figure A4. Lipid species that showed significant differences analyzing the CCD on neurites from control and TTX treated cell in negative ion mode. Figure extracted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
Figure A5. Lipid species that showed significant differences analyzing the CCD on cell bodies from control and BIC treated cell in positive ion mode. Figure extracted from Agüí-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
Figure A6. Lipid species that showed significant differences analyzing the CCD on neurites from control and BIC treated cell in positive ion mode. Figure extracted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
Figure A7. Lipid species that showed significant differences analyzing the CCD on cell bodies from control and BIC treated cell in negative ion mode. Figure extracted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
Figure A8. Lipid species that showed significant differences analyzing the CCD on neurites from control and BIC treated cell in negative ion mode. Figure extracted from Agüi-Gonzalez et al. (2021a), courtesy of the American Chemical Society.
Table S1. Media and solutions used for the preparation of primary hippocampal neurons.

<table>
<thead>
<tr>
<th>Component</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>10× Hanks’ BSS</td>
<td>Invitrogen 14185-052</td>
</tr>
<tr>
<td>1 M HEPES buffer, pH 7.3</td>
<td>Invitrogen 15630-080</td>
</tr>
</tbody>
</table>

Glia Medium

<table>
<thead>
<tr>
<th>Component</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEM with Earle’s salts and L-glutamine</td>
<td>Sigma</td>
</tr>
<tr>
<td>Glucose</td>
<td>Sigma 68769</td>
</tr>
<tr>
<td>Penicillin-streptomycin</td>
<td>Invitrogen 15140-122</td>
</tr>
<tr>
<td>Horse serum</td>
<td>Invitrogen 16050, SAFC Biosciences 12449, or Atlanta Biologicals 512150</td>
</tr>
</tbody>
</table>

Neuronal Plating Medium

<table>
<thead>
<tr>
<th>Component</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEM with Earle’s salts and L-glutamine</td>
<td>Invitrogen 11095-080</td>
</tr>
<tr>
<td>Glucose</td>
<td>Sigma 68769</td>
</tr>
<tr>
<td>Horse serum or fetal bovine serum</td>
<td>Horse serum, see above; fetal bovine serum, Invitrogen 16000</td>
</tr>
</tbody>
</table>

Neuronal Maintenance Media

N2 medium

<table>
<thead>
<tr>
<th>Component</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 mM sodium pyruvate</td>
<td>Sigma P2256</td>
</tr>
<tr>
<td>1 mM putrescine</td>
<td>Sigma P5780</td>
</tr>
<tr>
<td>0.2 µM progesterone*</td>
<td>Sigma P8783</td>
</tr>
<tr>
<td>0.5 µM selenium dioxide**</td>
<td>Sigma 200107</td>
</tr>
<tr>
<td>1 mg ml⁻¹ bovine transferrin</td>
<td>Sigma T5428</td>
</tr>
<tr>
<td>50 µg ml⁻¹ insulin***</td>
<td>Sigma 35500</td>
</tr>
</tbody>
</table>

Neurobasal/B27 Medium

Prepare according to the manufacturer’s instructions by supplementing Neurobasal Medium with GlutaMAX-I and B27 supplement.

Table extracted from Kaech and Banker (2006), courtesy of Nature.
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