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Abstract

Poverty remains one of the most pressing global challenges, affecting peo-
ple’s livelihood in far more than the mere income dimension: The poor suffer
from limited access to education, health care and nutrition, face discrimina-
tion, and lack societal participation. Tackling poverty in all its dimensions
is therefore at the core of national governments’ and international institu-
tions’ policy agenda, contributing towards Sustainable Development Goal
(SDG) 1. While the underlying causes of poverty are as complex and multi-
dimensional as their implications, it is generally agreed that the role of the
government and its policies is decisive: It establishes a conducive environ-
ment for economic development and provides social protection systems for
people in need. The right policies are therefore at the heart of successful
poverty alleviation, yet often constrained by limited financial resources and
technical capacity.

Assessing the effectiveness of such policies is an essential prerequisite for
their careful design. In the context of development cooperation, a long-
standing scholarly debate has questioned its effectiveness. This comprises
not only whether intended goals were accomplished, but also the less promi-
nent debate on unintended—both positive and negative—consequences of
development interventions. Only more recently, a growing body of re-
search on the unintended and, in particular, adverse impacts of international
donor-supported development interventions has emerged. This literature
has been fueled by the growing use of rigorous evaluations, better data cov-
erage and the realization that more scrutiny on unintended consequences
is needed. Researchers can thus increasingly uncover policies’ side effects,
crucially complementing assessments of what development interventions
bring about.

In this thesis titled Local Dimensions of Development, I aim to make a contribu-
tion towards understanding the unintended consequences of interventions
aimed at promoting development. I discuss three policies in the context of
three distinctive phenomena that developing countries often experience: (i)
Governance reforms and environmental degradation; (ii) migration restric-
tions and natural disasters; and (iii) social protection systems and violence.
As introductory analysis, I examine the success determinants of policy inter-
ventions supported by an international development institution.
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Zusammenfassung

Armut ist eine der drängendsten globalen Herausforderungen und beein-
trächtigt die Lebensgrundlagen von Menschen in mehreren Dimension: Die
Armen haben eingeschränkten Zugang zu Bildung, Gesundheitsversorgung
und Ernährung, und können sich weniger an der Gesellschaft beteiligen. Die
Bekämpfung von Armut in all ihren Dimensionen steht daher im Mittelpunkt
der Agenda von nationalen Regierungen und internationalen Institutionen,
um die nachhaltigen Entwicklungsziele (SDGs) zu erreichen. Obwohl die
Ursachen von Armut komplex sind, besteht allgemein Einigkeit darüber,
dass die Rolle des Staates entscheidend ist: Er schafft ein passendes Umfeld
für wirtschaftliche Entwicklung und stellt soziale Absicherung bereit. Die
richtigen Politikmaßnahmen sind daher das Kernstück erfolgreicher Armuts-
bekämpfung, werden jedoch häufig durch begrenzte finanzielle und technis-
che Mittel eingeschränkt.

Die Bewertung der Wirkungen solcher Maßnahmen ist eine wesentliche
Voraussetzung für deren sorgfältige Gestaltung. Im Kontext von Entwick-
lungszusammenarbeit gibt es eine lange Debatte über deren Wirksamkeit.
Dabei geht es nicht nur darum, ob angestrebte Ziele erreicht wurden, son-
dern auch um die weniger prominente Frage zu unbeabsichtigten Folgen
von Entwicklungsmaßnahmen. Erst seit Kurzem gibt es eine wachsende
Zahl von Studien über die unbeabsichtigten und insbesondere negativen
Auswirkungen solcher Maßnahmen. Diese Literatur wird durch den Ein-
satz rigoroser Evaluierungsmethoden, größerer Datenverfügbarkeit und
der Erkenntnis, dass unbeabsichtigte Folgen genauer untersucht werden
müssen, vorangetrieben. Forschende können so zunehmend die Neben-
wirkungen von Maßnahmen untersuchen, was die Bewertung von Entwick-
lungsmaßnahmen und deren Auswirkungen entscheidend ergänzt.

In dieser Arbeit mit dem Titel Local Dimensions of Development möchte ich
einen Beitrag zum Verständnis der unbeabsichtigten Folgen von Entwick-
lungsprojekten leisten. Dabei erörtere ich drei Maßnahmen im Kontext von
drei charakteristischen Phänomenen, die in Entwicklungsländern häufig
auftreten: (i) Staatsreformen und Umweltauswirkungen; (ii) Migrations-
beschränkungen und Naturkatastrophen; und (iii) Soziale Sicherungssys-
teme und Gewalt. Einleitend untersuche ich die Erfolgsfaktoren von Maß-
nahmen, die von einer internationalen Entwicklungsinstitution unterstützt
werden.
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Chapter 1

Introduction

1.1 Motivation

Poverty remains one of the most pressing global challenges, affecting peo-
ple’s livelihood in far more than the mere income dimension: The poor suffer
from limited access to education, health care and nutrition, face discrimina-
tion, and lack societal participation (Alkire et al., 2014). Tackling poverty
in all its dimensions is therefore at the core of national governments’ and
international institutions’ policy agenda, contributing towards Sustainable
Development Goal (SDG) 1 to end poverty in all its forms everywhere by 2030
(UN General Assembly, 2015). While considerable progress has been made,
in 2019 an estimated 700 million people—or 9% of world population—still
lived in extreme poverty (World Bank, 2023). Recently the Covid-19 pan-
demic has even exacerbated these figures, pushing millions of people into
poverty within a brief period (World Bank, 2021). Future prospects are also
pessimistic, as climate change has the potential to endanger future eradica-
tion efforts (Hallegatte et al., 2017): At an estimated worldwide poverty rate
of 7.4% in 2030 (Lakner et al., 2022), projections highlight the need to contin-
uously address the causes and consequences of poverty around the globe.

The underlying causes of poverty are as complex and multi-dimensional as
their implications (Brady, 2019). It is generally agreed however that eco-
nomic development is a crucial ingredient to long-term poverty reduction
(Islam, 2004; Dollar et al., 2016). While this perspective puts emphasis on
the private sector, the role of the government and its policies is equally de-
cisive: It establishes a conducive environment for economic development
(Acemoglu et al., 2005) and provides social protection systems for people in
need (Banerjee et al., 2022). The right policies are therefore at the heart of
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successful poverty alleviation, yet often constrained by limited financial re-
sources and technical capacity. SDG 1a consequently calls for enhanced devel-
opment cooperation (UN General Assembly, 2015), reflecting that developing
countries often rely on financial and technical resources provided by inter-
national donor organizations. These institutions will continue to play a key
role in shaping interventions targeted at poverty eradication (Greenhill et al.,
2015).

From a global perspective, developing countries have made progress in
terms of economic development and poverty eradication to very different
degrees. Within the World Bank’s income status framework, this is reflected
in categories classifying countries’ developmental status and needs. Nations
that graduate to higher income groups often experience comparable socio-
economic, political and environmental developments: Structural economic
transformation (Herrendorf et al., 2014), altered migration patterns (Catta-
neo et al., 2019a), environmental degradation (Grossman et al., 1995) and
(social) governance reforms are only few of many changes. To reach eco-
nomic development and poverty reduction targets as outlined in the SDGs,
public policy needs to account for these intertwined phenomena with tar-
geted interventions adapted to countries’ specific needs. In an increasingly
complex environment due to, e.g., climate change, such considerations will
become ever more important in the future (Beegle et al., 2019).

Assessing the effectiveness of such policies is an essential prerequisite for
their careful design. In the context of development cooperation, a long-
standing scholarly debate has questioned its effectiveness (Bourguignon et
al., 2007; Easterly, 2007; Doucouliagos et al., 2008). This comprises not only
whether intended goals were accomplished, but also the less prominent de-
bate on unintended—both positive and negative—consequences of develop-
ment interventions (Koch et al., 2018). Only more recently, a growing body
of research on the unintended and, in particular, adverse impacts of inter-
national donor-supported development interventions has emerged (Collier
et al., 2007; Crost et al., 2014; Nunn et al., 2014; Isaksson et al., 2018). This
literature has been fueled by the growing use of rigorous evaluations, better
data coverage and the realization that more scrutiny on unintended conse-
quences is needed (Jabeen, 2016). Researchers can thus increasingly uncover
policies’ side effects, crucially complementing assessments of what develop-
ment interventions bring about. This particularly holds because adverse side
effects have the potential to confine otherwise desirable impacts. Against
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the backdrop of immense financial gaps in fostering development (OECD,
2022b), more evidence is essential for informed policy-making that translates
into intended, beneficial impacts (Jabeen, 2016; Koch et al., 2018; Marschall,
2018).

In this thesis titled Local Dimensions of Development—based on four chapters
written with my co-authors—I aim to make a contribution towards under-
standing the unintended consequences of interventions aimed at promoting
development. I discuss three policies in the context of three distinctive phe-
nomena that developing countries often experience: (i) Governance reforms
and environmental degradation; (ii) migration restrictions and natural disas-
ters; and (iii) social protection systems and violence. As introductory analy-
sis, chapter 2 examines the success determinants of policy interventions sup-
ported by an international development institution. Results from this meta-
study indicate that policy design adapted to the country context is crucial,
motivating a more detailed analysis of individual policies. In chapter 3, I
analyze a policy often prescribed by international donors to improve public
service delivery—decentralization reforms—in the context of environmental
protection. Findings implicate that re-shaped government responsibilities al-
tered incentives for local government actors, resulting in temporary, but not
sustained improvements of forestry protection as an unintended, yet posi-
tive side effect. As part of chapter 4, I examine the consequences of a pol-
icy that restricted emigration in a disaster-prone and migration-dependent
context. Results imply that curtailing migration and thus associated remit-
tances has detrimental impacts on communities’ capability to cope with nat-
ural disaster-induced income shocks. Lastly, in chapter 5 I analyse how an
important poverty alleviation policy—conditional cash transfers—relates to
violence. As a considerable adverse side effect, results suggest that such pay-
ments can fuel incidents of violence.

Of the four thesis chapters, all but chapter 2 are set in Indonesia. The coun-
try’s recent history makes it the ideal case study to analyze policies in the
context of developmental patterns experienced in the Global South: First, the
country is a major emerging market with the world’s fourth largest popu-
lation. Second, it is a resource- and biodiversity-rich archipelago, making
it prone to natural disasters and resource exploitation. Third, it has em-
barked on the largest governance reforms witnessed in recent decades, pilot-
ing social protection policies that are now commonplace around the world
(Cahyadi et al., 2020). Fourth, it has a religiously and ethnically very diverse
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population, resulting among others in heterogeneous migration dynamics.
In short, along with accessible and superior data from official statistics, In-
donesia represents the ideal setting to study local dimensions of develop-
ment policies and their unintended consequences. My empirical research
combines detailed information on the implementation of the policies studied
with official Indonesian village census (PODES) and remotely sensed data.
The consistent unit of observation across my studies—Indonesian villages, or
Desa—allows for tracing heterogeneous development patterns at the lowest
administrative level. In combination with topical causal inference methods,
I can therefore derive precise and evidence-based relationships.

The thesis consists of four chapters corresponding to four stand-alone re-
search articles, followed by concluding remarks. Individual (co-) author con-
tributions are appended to the thesis. In the following, a short summary of
each chapter is given.

1.2 Research agenda

Development policy success determinants

Global challenges related to climate change, poverty and conflict are partic-
ularly felt in developing countries, rendering international cooperation via
financial transfers and technical training ever more important (Greenhill et
al., 2015). Yet the effectiveness of such development cooperation—where
policies are often implemented as individual projects—is debated (Easterly,
2007). While the recent wave of rigorous project evaluations can contribute
towards understanding the intended impacts at the individual policy level,
it cannot explain under which circumstances impacts materialize on a more ag-
gregate level (Denizer et al., 2013). This understanding is crucial to design-
ing the most impactful policy measures. Existing literature has highlighted
the role of policy design features—e.g., its funding and implementation—vs.
country characteristics such as the economic growth for the success of mea-
sures, mostly in the framework of policies supported by multilateral donors
(Denizer et al., 2013; Feeny et al., 2017; Briggs, 2020). In this context, the con-
tribution I make together with my co-authors in chapter 2 is twofold:1 First,

1Yota Eilers, Jochen Kluve, Jörg Langbein and Lennart Reiners: “Volume, risk, complex-
ity: What makes development finance projects succeed or fail?".
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I significantly extend the depth of information on policy design features, al-
lowing for more detailed insights into the success determinants of develop-
ment policies using more than 30 characteristics. Second, the data covers
a bilateral donor agency, German KfW Development Bank, complementing
existing insights based mostly on multilateral organizations data with more
than 5,000 individual success measurements.

In an empirical framework, I first document that in line with multilateral
donors, KfW development projects’ success varies more within than between
countries. This motivates investigating individual policy’s characteristics in
more detail, which our comprehensive data allows for. Correlating these
characteristics with measures of policy success derived from evaluation re-
ports, two observations stand out: First, I find that ex-ante risks such as part-
ner capacities and negative externalities are well identified, yet often cannot
be mitigated sufficiently to make policies successful. Second, policy design
choices correlate with success very heterogeneously across regions and sec-
tors, underlining that one size does not fit all. Results highlight the importance
of each policies’ careful design to the local context—even within a country—
in order to foster intended developmental impact.

Based on three key Indonesian policies from the 21st century, in the following
chapters I illustrate how design choices can yield unintended consequences
that can peril their intended impact.

Governance reforms and environmental degradation

International organizations such as the World Bank and IMF often mandate
large-scale decentralization reforms in developing countries. While these re-
forms are ultimately aimed at improving public service delivery, research has
found mixed evidence with regards to this objective (Gadenne et al., 2014).
Because local governance is key to protect natural resources (Wehkamp et
al., 2018) and such reforms fundamentally reshape governance at all levels,
they can indirectly and unintentionally affect resource exploitation patterns.
In chapter 3, together with my co-authors, I study how decentralization in
Indonesia affected local governments’ incentive to foster land-use changes
on forested lands.2 The country embarked on “big-bang" decentralization
reforms in 1998 (Fitrani et al., 2005), capacitating local governance by both

2Elías Cisneros, Krisztina Kis-Katos and Lennart Reiners: “Losing territory: The effect of
administrative splits on land use in the tropics".
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vertical power devolution and the creation of new administrative units. Ex-
isting literature has found conflicting evidence on the impact of these reforms
on deforestation (Burgess et al., 2012; Alesina et al., 2019), and disregarded
important incentives by local actors (Grossman et al., 2014). By analyzing the
reforms and associated creation of new administrative units in a spatial re-
gression discontinuity design framework at the lowest administrative level, I
address the identified gaps and provide causal effects of the reforms on forest
use.

Results indicate that the decentralization reforms induced immediate behav-
ioral response at the local level: Not only did deforestation rates decelerate
in new administrative units after their creation, but already up to two years
before such administrative splits were legislated. These effects suggest con-
siderable anticipatory, strategic action by local policy makers which led to
temporary improvements in forest protection. This materializes via altered
land-use decisions by local policy makers as a response to the reforms: I doc-
ument decreased expansion rates of oil palm plantations in areas that will
form part of new administrative units before the split. These plantations of-
ten replace primary forests, and associated rents are an important income
source for local governments. In the medium run, both deforestation and
oil palm expansion accelerate in new administrative units, reflecting a self-
interest in rents on part of new local governments. The results illustrate how
policies can have far-reaching impacts beyond their original intent.

Migration restrictions and natural disasters

International migration and accruing remittances are a major income source
for many developing countries around the world (Yang, 2011). Migration
also serves as an important risk-coping mechanism against the backdrop of
aggravating climate change (Hornbeck, 2012; Kleemans et al., 2018). How-
ever, this response is increasingly curtailed, as both sending and receiving
countries legislate more restrictive policies (Haas et al., 2018). While this
trend has the potential to deprive sending communities’ ability to absorb nat-
ural disaster-induced income shocks, this relationship has not been empiri-
cally demonstrated in the literature. Together with my co-author, in chapter
4 I show how a policy aimed at protecting migrants had adverse side effects:3

Indonesia introduced an emigration ban for all women wanting to migrate to

3Andrea Cinque and Lennart Reiners: “Confined to Stay: Natural Disasters and Indone-
sia’s Migration Ban".
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Saudi Arabia in 2011 in order to protect them from abuse abroad. Saudi Ara-
bia was an important destination for Indonesian migrants, and as a conse-
quence the stock of overseas workers significantly decreased. However, due
to heterogeneous migration ties, the policy constrained communities’ migra-
tory options abroad to very different degrees. I compare how this affected
communities’ ability to cope with natural disasters—an ever more common
phenomenon in Indonesia—in the aftermath of the ban.

In the analysis, I exploit the ban’s sudden implementation as a natural ex-
periment in a triple-difference estimation framework. Results show that the
policy considerably reduced the number of overseas workers in villages with
strong migration ties to Saudi Arabia. Once hit by natural disasters in the
aftermath of the ban, these villages experience significant poverty increases.
These results are among the first causal estimates in the literature and further
illustrate the mechanisms underlying the observed effect. In an environment
of curtailed migratory options, natural disaster-induced income shocks can
no longer be compensated for via emigration and remittances. Against global
trends of intensifying climate change and migration restrictions, this nexus
will translate to communities in developing countries around the world. At
the same time, the results exemplify how policies can have unintended con-
sequences: Protecting citizens came at an adverse cost for many communi-
ties, highlighting the need for careful policy design that takes account of all
potential benefits and downsides.

Social protection and violent crime

Social protection systems are important policy instruments to alleviate pov-
erty, particularly in developing countries where the share of vulnerable pop-
ulation is significant (Banerjee et al., 2022). In these often institutionally-weak
and violence-prone countries, large-scale payments schemes can however in-
centivize elite capture and other behavioral responses that trigger impacts
beyond policies’ original intent. A growing literature has examined the ef-
fect of welfare policies on conflict and crime (Crost et al., 2016; Bratsberg et
al., 2019; Carr et al., 2019), but gaps in methodological and regional focus re-
main, particularly in the context of development policies. Together with with
my co-authors, in chapter 5 I add evidence on the welfare-violence nexus by
examining Indonesia’s flagship conditional cash transfer program, PKH, and
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its effect on violent crime.4 By studying an unintended outcome, my analy-
sis adds to a more holistic assessment of the program which has been found
to be successful in targeted dimensions like educational attainment (Cahyadi
et al., 2020).

In the analysis we combine data from both an experimental pilot and national
program roll-out with panel data on local-level violence incidents. Assessing
the program’s impact using two-way fixed effects estimation, I find robust
evidence for considerable violence increases in areas with program access.
The results contradict crime-reducing impacts found for similar Latin Amer-
ican programs (Camacho et al., 2013; Chioda et al., 2016), mirroring how
one policy can have conflicting impacts in different environments. In the
framework of a supply-side crime model, I show that the program induced
idleness among beneficiary household members not directly targeted by the
program, contributing to the observed violence hikes. Such intra-household
spillover effects as a response to social protection policies have been docu-
mented before (Bratsberg et al., 2019), yet present a novel finding in relation
to cash transfers and crime. The results add an additional piece of evidence
on the potentially adverse side effects of policies targeting development and
poverty reduction. Policy making will crucially depend on accounting for
such unintended consequences as otherwise the intended impact of welfare
policies can be significantly thwarted.

4Elías Cisneros, Krisztina Kis-Katos, Jan Priebe and Lennart Reiners: “Cash Transfers and
Violent Crime in Indonesian Communities".
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Chapter 2

Volume, risk, complexity: What
makes development finance
projects succeed or fail?

Yota Eilers, Jochen Kluve, Jörg Langbein and Lennart Reiners

Abstract

In 2021, governments around the world committed more than USD 170 bn.
to official development assistance. Despite these high contributions, system-
atic assessments of the determinants of success—or failure—of development
projects are still limited, particularly for bilateral development cooperation.
In this paper, we provide such a systematic, quantitative analysis: We con-
struct a unique database covering over 5,600 evaluation results—success
ratings—for bilateral development cooperation projects financed through
one of the biggest global donors, KfW Development Bank. Our detailed data
on project characteristics provides insights into important factors along the
entire project life-cyle: (i) In terms of project financing, we find a significant
positive correlation between the financial budget volume of the project and
its success ratings, ceteris paribus. Second, concerning the (ii) project struc-
ture, the type of project partner—government, private sector, multilateral
organizations—shows no significant correlation with project success; (iii)
project complexity as measured by longer preparation and implementation
exerts negative influence. Regarding (iv) project risks, a highly relevant and
significant predictor for less successful projects is the share of ex-ante identi-
fied risks that eventually materialized—suggesting that project designs often
correctly identify the relevant risks but are not able to mitigate (all of) them.
Finally, concerning (v) the project context there is some indication that higher
rates of GDP p.c. growth are positively associated with project success.
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2.1 Introduction

Today’s world is shaped by multiple crises like climate change, rising in-
equality and an increasing number of conflicts. Their consequences are par-
ticularly felt in developing countries, where the capacity to financially cush-
ion the impact of these crises is limited. Many see development finance as
a panacea to these issues with an increasing volume of development coop-
eration being committed over the past decades. At the same time, the ef-
fectiveness of such commitments is ambiguous, with only scarce evidence
available (Qian, 2015). A common evaluative approach to infer the impact of
development projects are rigorous analyses using counterfactual methods.
These project-level results are key to assess individual project effectiveness;
however, they cannot inform a more aggregate perspective as to under which
circumstances and conditions projects can succeed in delivering intended im-
pacts. Only more recently, studies have tried to analyze the role of country-
as well as project-characteristics on project outcomes in more detail, mostly
using data from the World Bank and the Asian Development Bank (ADB)
(e.g., Denizer et al., 2013; Feeny et al., 2017; Ashton et al., 2023).1 In the con-
text of this emerging strand of aid effectiveness literature, project outcomes
are commonly measured using success ratings assigned by institutions’ in-
dependent evaluation units (Honig et al., 2022).

The systematic assessment of the degree of success—or failure—of develop-
ment cooperation projects is key for several reasons. First, it is important for
the individual project itself, to serve transparency and accountability, and to
learn whether the project, in fact, worked or not. Second, it informs the de-
sign of future projects. Third, if these assessments are conducted systemati-
cally across a (large) set of development projects, they can feed into structures
of institutional learning. Fourth, such a systematic analysis of development
cooperation project results is informative for both the institution implement-
ing the projects as well as for other donors implementing similar projects.

This paper analyzes the success determinants of KfW Development Banks’
projects. KfW is one of the largest bilateral donors worldwide and manages
Germany’s development finance commitments. With a portfolio spanning
across most developing countries and sectors, KfW’s engagement scope is
comparable to that of large multilateral donors. We compile a database of
KfW project evaluations accumulating to more than 5,600 individual ratings

1See Ashton et al. (2023) for a recent literature review.
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that are representative of the institution’s entire portfolio. The data contain
extensive information on project structure, financing, complexity and risks,
which we coded from evaluation reports as well as internal project documen-
tation. After merging these data with contextual country-level characteris-
tics, we can thus analyze a set of holistic factors that matter for the success of
these projects.

Our results document the most in-depth bilateral donor contributions yet.
We concur with past research results that project success varies more within
than between countries. Project characteristics thus deem particular atten-
tion in comparison to the country context: While a favorable economic con-
text supports the success of the projects, factors such as the project financ-
ing structure and complexity exert much bigger influence. Notably, we find
that initial project design matters less than expected—neither institutional
setup of the recipient country implementing agency nor whether a project
was co-financed is significant. In contrast, the financial volume of a project as
well as counterpart contributions favor successful outcomes. Unsurprisingly,
projects’ complexity measured along multiple dimensions displays strong
and negative correlations with assigned ratings.

In the debate on development projects’ effectiveness, our results are particu-
larly relevant because they implicate that characteristics under the influence
of donor agencies and partners matter most for projects delivering on their
intended impact. To improve the success of projects, particularly project risk
anticipation and management during implementation is key. While identi-
fication appears to work well, mitigation measures implemented do not ap-
pear to be sufficient to keep the projects on track. We also uncover important
heterogeneities across regions and sectors which further underlines that “one
size fits all" does not hold. Lastly, partner ownership and integration in the
project does matter. Given that research has found project characteristics to
correlate similarly with project success across different donors (Bulman et al.,
2017; Briggs, 2020), our results are also relevant for the diverse panorama of
donor institutions as well as recipient countries.

With this paper, our contribution to the literature is fourfold: First, we con-
siderably expand the depth of data on project characteristics. Existing re-
search has found that these aspects matter more than the country context
(Denizer et al., 2013; Bulman et al., 2017; Feeny et al., 2017), highlighting



Chapter 2. Volume, risk, complexity: What makes development finance projects succeed or fail? 12

the need for more detailed data. By coding more than 30—partially novel—
variables across projects’ entire life-cycle from previously unexploited sour-
ces, we provide the most detailed project data to our knowledge. This di-
rectly addresses the gap in existing literature regarding quality and depth of
micro-level variables.2 Second, most systematic analyses of project success
determinants has focused on multilateral agencies (e.g., Mubila et al., 2000;
Denizer et al., 2013; Feeny et al., 2017).3 Because bi- and multilateral devel-
opment cooperation commitments function differently (Biscaye et al., 2017;
Findley et al., 2017; Dreher et al., 2022), the lack of detailed bilateral donor
analyses presents a notable gap. With more than 5,600 individually assigned
ratings from projects in 96 countries, we introduce the most extensive and up
to date single-donor database. As third contribution, we provide a more nu-
anced perspective of what constitutes development project success: Existing
research solely focuses on the overall project rating, neglecting the fact that
projects’ success is measured following distinct dimensions. By analysing
a total of five success dimensions as measured by OECD-DAC criteria and
splitting the sample by region and sector, we provide further insights into
important heterogeneities of project success. Lastly, our approach presents
more evidence on the quality and independence of evaluative ratings used
in aid effectiveness analyses. Comparable research partially relies on self-
assigned grades from project leaders heading the project (Denizer et al., 2013;
Feeny et al., 2017; Rommel et al., 2020; Ashton et al., 2023). In comparison,
all our data points are independently assigned by an evaluation department,
which we can empirically discuss.

More generally speaking, the paper is also related to literature discussing the
relationship between individual project or country characteristics and suc-
cess in more detail (e.g., Chauvet et al., 2010; Kilby, 2015). For example, we
can provide additional empirical evidence on literature discussing the role of
implementing agencies (Shin et al., 2017; Winters, 2019; Marchesi et al., 2021).
By adding evidence on a previously understudied donor, we also add to the

2For example, our variables respond to Bulman et al. (2017), who argue that “[t]his points
to the importance of further work to understand the sources of this variation, for example, by
systematically measuring the contribution to project success of project implementing agen-
cies within recipient governments.", or to Ashton et al. (2023) who, based on a recent litera-
ture review, conclude that “(...) the quality and suitability of project design, have rarely been
investigated (...)" and that existing literature has been “(...) concerned mainly with easily
observable characteristics like size, duration, and sector".

3Wood et al. (2020) researched Australian bilateral aid, a comparatively small donor.
Honig et al. (2022) also compile data for bilateral donors including KfW, but the scope of
project characteristics is considerably more limited and relies on web-scraped data.
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discussion on the comparability of success correlates across donors (Bulman
et al., 2017; Briggs, 2020).

The next section 2.2 provides background information on KfW Development
Bank. Section 2.3 describes the data in detail and gives insights into descrip-
tive and graphical analyses. Section 2.4 delineates the estimation strategy,
and sections 2.5 and 2.6 present and discuss the regression results and ro-
bustness tests. Lastly, section 2.7 concludes.

2.2 Development finance and project evaluations

at KfW Development Bank

2.2.1 Bilateral development finance

The German Development Bank (KfW) handles the majority of Germany’s
official Financial Cooperation (FC).4 In 2021, for instance, KfW committed
EUR 8.6 bn. (USD 10.2 bn.) to developing countries around the world (KfW,
2022a), making it one of the largest bilateral donors worldwide. The funds
mainly stem from the German Federal Ministry for Economic Cooperation
and Development (BMZ) and finance projects in Africa, Asia, Latin America
and the Caribbean, and South-Eastern Europe. Sector-wise, these engage-
ments address all areas from agriculture to water supply. The institution’s
breadth of engagement is comparable to that of large multilateral develop-
ment financiers, but its bilateral nature makes it a particular interesting case
to study given that bi- and multilateral aid operate differently (Biscaye et al.,
2017; Dreher et al., 2022; Findley et al., 2017; Rommel et al., 2020).

Funds committed by KfW are implemented via projects that comprise ded-
icated investments. They are designed with and implemented by local—
mostly public—partner agencies such as line ministries, with whom financ-
ing agreements are concluded, at times together with international co-financ-
ing institutions. This process entails defining the Theory of Change (ToC),
outlining the results framework including target indicators for the project’s
performance. Once projects are completed, a completion report is conducted,
summarizing the project’s results from the perspective of KfW project man-
agers. For a subset of projects, this is followed by an independent ex-post

4In contrast, Germany’s other major institution dedicated to implementing development
cooperation, GIZ, is responsible for Technical Cooperation (TC).
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evaluation of project success (or failure), taking place approximately three
years after project completion.

2.2.2 Project evaluations

At KfW, the independent evaluation department FCE (Financial Cooperation
Evaluation) is responsible for carrying out project evaluations. A random
sample of 50% of the projects, stratified by nine sectors, is drawn from all
completed projects for each year. The sample is, hence, representative for
KfW’s entire FC portfolio. All ex-post evaluations conducted at KfW adhere
to the internationally established OECD-DAC criteria. That is, each evalu-
ation systematically assesses the five criteria (i) relevance, (ii) effectiveness,
(iii) efficiency, (iv) impact and (v) sustainability of the given project.5 Each
criterion is rated on a discrete scale from 6 (best) to 1 (worst), i.e. ranging
from “very good" to “highly unsatisfactory". In KfW parlance, scores 6-4 im-
ply that the project was “successful", while scores 3-1 imply that the project
was “unsuccessful" (KfW, 2022b). Each evaluation also assigns an overall
rating.6

From the annual sample of projects, one third is evaluated by FCE staff, one
third by external consultants, and one third by seconded colleagues from
KfW’s operational departments. The governance of every single evalua-
tion, however, lies with FCE. That is, (i) FCE supervises external consul-
tants and seconded colleagues; (ii) all reports are peer-reviewed internally
within FCE; and (iii) the absence of conflicts-of-interest is ensured: Specifi-
cally, any person involved in the evaluation process must not have worked
on the project or within the responsible department during its implementa-
tion. Each evaluation follows a structured process entailing conceptual de-
sign, desk study, on-site visit and/or support from a local consultant, and
report writing. Summary evaluation reports—with standardized table of
contents—are published on KfW’s website.

5These five criteria were defined by OECD-DAC in the 1990s. A sixth criterion, “coher-
ence", was only added in 2020, and therefore most evaluation reports in our sample cover
five criteria. Note that one evaluation can cover two or more projects in one report if they
are directly related. In this case individual grades for each DAC-criterion are still assigned
for each project.

6In general, the overall rating is calculated as the rounded, unweighted average of the
five criteria ratings. There is one specific exception, however: If one or more of the three
criteria sustainability, effectiveness or impact are rated as unsuccessful (1-3), then the overall
project cannot be rated as successful (4-6), independent of the ratings assigned to the other
criteria. This particular scenario applying the so-called Knock Out-Criteria concerns 37 of the
1,124 project evaluations, or 3.3% of our sample.
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The evaluations thus constitute an expert assessment of projects, following
an internationally established methodology. Another benefit from exclu-
sively relying on DAC-criteria is that all project evaluations are guided by the
same normative framework—independent of regional or thematic focus—
addressing concerns that development objectives cannot be compared across
sectors (Denizer et al., 2013; Feeny et al., 2017). For the purpose of our study,
therefore, the use of DAC-criteria provides us with a large sample of individ-
ual success ratings that were systematically and consistently assigned over
the entire sampling period.

In contrast to the ADB and World Bank, KfW’s evaluation portfolio does not
include self-assessments from operational staff, and it is selected on a strictly
random basis. Thus, our data are not prone to selection biases (Kilby et al.,
2019), or to overly favorable ratings assigned by project managers themselves
(Bulman et al., 2017; Ashton et al., 2023). Still, even when conducted by a
formally independent evaluation department, the autonomy of such bodies
can be called into question given that they are based within the institution
(Denizer et al., 2013). While the same critique could, in principle, be trans-
lated to KfW, several reasons speak against it: First, the department head is
recruited externally from academia, and reports directly and only to the exec-
utive board; second, evaluation results are publicly shared; third, the broad
set of evaluators (FCE staff, external consultants, seconded operational staff)
guarantees the absence of conflicts-of-interest; fourth, FCE’s methodology is
reviewed by an external body, the German institute for Development Eval-
uation (DEval). Moreover, we can empirically test the independence of as-
signed ratings and evaluator characteristics and discuss this in a dedicated
part of section 2.4.

2.3 Data and descriptive analysis

2.3.1 Meta sample construction and summary statistics

The sample is constructed from all N = 1, 124 evaluations of development fi-
nance projects that FCE conducted between 2007 and 2021, yielding a sample
of N = 5, 608 observations on project success ratings (five ratings per evalu-
ation). This is, to our knowledge, the most extensive and up to date database
on bilateral financial cooperation evaluations worldwide from a single donor.
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It covers projects implemented in a total of 96 low and middle income part-
ner countries and is representative for KfW’s FC portfolio (cf. Appendix Table
A.1). As evaluations are conducted after project completion, different project
durations imply that our sample effectively contains development projects
that started as early as 1990 and as late as 2019. Each of the 1,124 develop-
ment finance projects in our sample has a unique ID, allowing us to merge
system variables from KfW databases with information coded from evalua-
tion reports, covering rich information on project characteristics (the “micro"
variables). In addition, we combine these data with external statistics on
contextual factors in the countries during the time of project implementation
(the “macro" variables). Conceptually, the resulting analytical sample com-
bines three types of data sources—(i) key variables coded from the hardcopy
evaluation reports, (ii) KfW operational project databases, (iii) external data
on economic indicators—and therefore corresponds to data constructed for
quantitative meta-analysis (e.g., Card et al., 2018).

Dependent variable: Standardized project success ratings

The main variable of interest is the individual rating assigned for each DAC-
criterion on a 6-1 scale for a given project. This allows us to utilize the gran-
ularity of the full set of individually assigned ratings instead of only relying
on the overall project rating. Appendix Figure A.1 displays the respective
distribution of each DAC-rating in the data at the project evaluation level
(N = 1, 124 each). The majority of overall success ratings (top left) are either
“4" or “5", with more than 400 cases each, while only few evaluations rate
projects in the most successful category “6" (44 projects in total). The overall
share of ratings with “2" and “3"—i.e. projects evaluated as unsuccessful—
amounts to 19%, or 204 projects. The overall mean success rating is 4.21.
In sum, this descriptive statistic indicates aggregate project success and fail-
ure rates of about 80% and 20%, respectively. Whereas the success rate can
thus be considered as high, the overall mean success rating is just above the
threshold required for a successful appraisal (“4"), suggesting hitherto un-
used potential for improvement.

The remaining panels for the five individual criteria indicate several patterns:
First, the distributions for “effectiveness" and “impact" are rather similar to
the overall rating, each with an average rating of 4.34. Second, “relevance"
displays the highest share of successful ratings with “5" and “6", and thus
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the highest overall mean rating (4.85). Third, both “efficiency" and “sustain-
ability" show slightly less successful average ratings, attaining 4.07 and 4.18,
respectively.

The core of our analysis uses the pooled sample of these individual ratings.
For robustness and comparability with the related literature, we also con-
struct two additional outcome variables: (i) An alternative overall project rat-
ing based on an unrounded, unweighted average of all five individual DAC-
Criteria (“arithmetic rating"); and (ii) a binary variable indicating whether a
given project was successful overall, i.e. whether the overall rating was “4"
or above.

Explanatory variables (i): Micro-level characteristics

At the micro level, we construct more than 30 variables capturing all dimen-
sions of key project characteristics. Specifically, we can distinguish the four
clusters (i) financing of the project, (ii) structure of the project, (iii) complexity
of the project, and (iv) risks for implementation. Appendix Table A.2 presents
summary statistics for the main variables within each dimension, along with
several macro variables and the distribution by sector.7 The table shows the
full sample (column 1) and a stratification by major regions, i.e. Sub-Saharan
Africa (SSA, column 2), Asia/Oceania (3), Europe/Caucasus (4), Latin Amer-
ica and the Caribbean (5), and Middle East and Northern Africa (MENA, col-
umn 6). Recall that this sample of project evaluations is representative for
KfW’s development finance portfolio, indicating that the majority of projects
are in SSA (N = 428 evaluations), followed by Asia/Oceania (N = 281).

The “average" development finance project (column 1) has a total volume
of EUR 41.7 million, 16% of which are contributed by the country counter-
part (top panel on “Financing"). The panel on “Structure" shows that co-
financing occurs in 21% of projects on average, varying across regions from
11% (MENA, column 6) to 30% in SSA (column 2). The average number
of institutions involved in a development finance project is 4. The variable
“project manager turnover" relates the total number of project managers in a
given project to the project duration in years—implying that at an average of
0.48, every second year the project manager changes.

Looking at project “complexity" (third panel), the average project duration
amounts to 7 years, ranging by region from 5.7 (Europe/Caucasus) to almost

7For a detailed codebook of all variables used, see Appendix Table A.3 and A.4.
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9 years (MENA). These averages relate to the fact that in MENA the execution
of projects is delayed in 48% of cases, while this is the case for only 12% in
Europe/Caucasus. The overall average share of delayed execution is 23%
(column 1). The share of technically complex projects ranges widely from
15% in Latin America to 67% in Asia/Oceania (average: 48%).

Project appraisals identify and specify potential risks for project success ex-
ante. As the fourth panel (“Risk") indicates, the average number of ex-ante
identified risks is 4, with very little variation across regional sample splits.
Our data also capture to what extent these risks actually occurred during
implementation: 55% of ex-ante identified risks occurred in practice, an av-
erage that is somewhat higher in SSA (62%), and somewhat lower in Eu-
rope/Caucasus (49%).

Explanatory variables (ii): Macro-level contextual factors

Data on the country context that projects were implemented in are taken from
official, publicly accessible databases and are merged to our micro-variables
using country ISO-codes and information on the project life-cycle: Indicators
are always measured for the specific country at the specific time the project
was implemented. We incorporate four variables in our analyses: GDP p.c.
growth, measures of democracy as well as fragility and total population.8

The bottom panel of Table A.2 displays the distribution of projects by sec-
tor. Some patterns by region are notable: In SSA (column 2), water supply
(17%) and health (19%) are major sectors, the latter also being the case in
Asia/Oceania (column 3). In Europe/Caucasus, water supply (28%) and fi-
nance (24%) are the main sectors, while in Latin America agriculture and
environment are predominant (34%). In MENA, again water supply plays a
major role (32%, column 6).

2.3.2 Descriptive analysis

Both the country and the sector where projects are allocated constitute two of
the most distinctive project characteristics, as highlighted in the previous sec-
tion. Indeed, typically donor institutions are institutionally organized along
these dimension. This is also the case for KfW Development Bank and re-
flects how vital this distinction is for project implementation processes. The

8Sections A.3.1 and A.3.2 in the Appendix detail how averages over the time and missing
observations are computed for these variables.
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descriptive analysis therefore continues with a visual inspection of project
success patterns by region and sector, respectively, using forest plots. This
representation also reflects the meta-analysis nature of our data.

FIGURE 2.1: Forest plot of success ratings by region

Note: The figure displays mean values of evaluation ratings by region: Blue squares
denote average overall ratings (i.e. calculated from the rounded unweighted overall
grade assigned to a project in the evaluation), red dots denote average arithmetic rat-
ings (i.e. the unrounded arithmetic mean of the five DAC criteria ratings), diamonds
denote means of the highest DAC-ratings per project and triangles denote means of the
lowest DAC-ratings per project. 95% confidence intervals illustrated by whiskers. The
blue and red dashed lines mark the sample mean of overall and arithmetic, respec-
tively. “SR" denotes the success rate as the share of projects that received an overall
rating of 4 or above. Observations are weighted by the inverse number of projects
evaluated in the corresponding evaluation report. The y-axis on the right hand side
gives the number of observations per category. 10 projects implemented in multiple
regions excluded.

Overall success rating by region

Figure 2.1 shows a forest plot of overall success ratings by region. The blue
square represents the average overall grade, i.e. the rounded (to a full grade)
average of the five criteria grades that is reported in the evaluation report.
The red dot represents the average arithmetic grade, i.e. the unrounded, un-
weighted average of the five criteria grades. The respective average of the
lowest (triangle) and highest (diamond) DAC-criterion rating are also shown,
as is the success rate (SR) for each region.

The figure indicates several patterns. First, the overall, rounded rating as-
signed to the project in the evaluation is always lower than the arithmetic
mean of the individual criteria ratings. The difference, however, is not very
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large (4.21 overall vs. 4.36 arithmetic). Second, the respective regional aver-
ages are relatively close to the overall averages rather than widely dispersed.
However, third, there are some visible regional differences. In SSA, both
means are statistically significant below the overall means (4.06 overall, and
4.23 arithmetic). This is also reflected in the success rate, which is the lowest
in this region at 75%. In Asia/Oceania, on the other hand, the mean ratings
are statistically significant above the overall means (4.39 and 4.48, respec-
tively). Finally, in SSA and MENA the worst sub-rating (triangle) is consis-
tently lower than in the other regions.

FIGURE 2.2: Forest plot of success ratings by sector

Note: The figure displays mean values of evaluation ratings by sector. See notes for
Figure 2.1.

Overall success rating by sector

Figure 2.2 displays the corresponding forest plot of average success ratings
by main economic sector. The y-axis on the right indicates the sectoral dis-
tribution of project evaluations and reflects the summary statistic shown in
Table A.2: Inter alia, the three largest sectors are finance, health, and water
supply, with a share of 15% each (N = 156, N = 161, and N = 174 evalua-
tions, respectively).

The figure illustrates notable variation in project success ratings across sec-
tors: Looking at overall average grades (i.e. blue squares), finance (4.44) and
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health (4.32) display the most successful grades, the former statistically sig-
nificant above the overall average. Projects in the energy sector are also com-
paratively successful and slightly above average (4.27), with relatively wide
confidence bands. On the other hand, budget support (3.89) and governance
sector (3.98) lie statistically significant below the overall average.

2.4 Methodology

2.4.1 Empirical specification

As delineated in the previous section, our meta sample combines rich infor-
mation on several dimensions of project characteristics with contextual infor-
mation. Given this structure of our data, we fit the following regression to
explain variation in project success:

Ratingirtc = α Finir + β Structir + γ Complexir + η Riskir + λ Evalr

+θ Macrocp + δZ′
ir + ϵct,

(2.1)

where Ratingirtc denotes the respective DAC-rating dimension of project i,
located in country c and evaluated as part of evaluation-report r, written
in year t. Finir, Structir, Complexir, Riskir and Evalr are vectors of relevant
project-specific variables capturing the clusters financing, structure, com-
plexity, risks, and evaluation, respectively, while vector Macrocp captures
country-specific characteristics at the time of project implementation p. Spe-
cific variables within each dimension are discussed further in the results sec-
tion.

Lastly, Zir controls for a comprehensive set of additional project-specific vari-
ables comprising fixed effects for sector, region, period of implementation as
well as evaluation (5-year intervals). Robust standard errors are clustered at
the country-evaluation-year level. We estimate equation (2.1) using weighted
least squares (WLS), where the weights are given by the inverse number of
projects evaluated in the corresponding evaluation report. This approach ap-
propriately reflects the research question and data structure (Denizer et al.,
2013; Card et al., 2018).

The main analysis focuses on the pooled sample, using the full set of projects’
individual DAC-criteria ratings as outcome variable. It is organized along
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the key thematic dimensions of interest: That is, we first investigate evalua-
tion features and the independence of assigned ratings (in section 2.4.2), and
then in the results section (section 2.5) we stepwise introduce and present
results for the four project characteristics clusters, as well as for the country
context.

Adding to the full sample results, we stratify the sample by region and sector,
respectively, to investigate and highlight heterogeneities in project success
along these dimensions. From a methodological perspective, several addi-
tional analyses and robustness checks are added subsequently: First, we fit
equation (2.1) for each DAC criterion separately to see whether micro and
macro variables correlate across these dimensions differently. Second, sensi-
tivity of the outcome variable is verified using (ordered) probit models. Fi-
nally, as a robustness check for the selection of the variables and to reduce the
potential of overfitting, we also estimate the model using an adaptive Least
Absolute Shrinkage and Selection Operator (LASSO) technique (Zou, 2006).
Such an approach reduces the model to the key variables in a first step before
the normal WLS model is estimated on the reduced set of variables.

It has to be noted that the obtained coefficients are prone to endogeneity simi-
lar to other related research (e.g., Denizer et al., 2013; Ashton et al., 2023). De-
velopment cooperation responds to macro-economic deterioration and po-
litical incentives, which will simultaneously affect the observed outcomes.
Despite a rather detailed set of project characteristics, we cannot measure
all project design features, which in the given context may also respond to
unobservable conditions on the ground. Furthermore, finding valid instru-
mental variables in such settings has proven to be challenging, impeding the
identification of causal effects (Bulman et al., 2017; Feeny et al., 2017). When
discussing our findings, we therefore point to immediate as well as alterna-
tive interpretations that potentially underlie observed estimates. Given that
the empirical analysis relies on an extensive set of fixed effects and control
variables, we are confident that our results account for unobserved factors
to the extent possible, thereby providing interpretable, relevant, and infor-
mative results on the success and failure of development finance projects, in
particular in combination with past studies on the topic (Denizer et al., 2013;
Feeny et al., 2017; Ashton et al., 2023).
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2.4.2 Independence of ratings

Our analysis benefits from the fact that all success ratings are based on a co-
herent evaluation methodology. In fact, it is precisely due to the systematic
rating framework provided by the DAC-criteria—and applied to more than
1,000 evaluations over 1.5 decades—that it is possible to construct these data.
This coherent, systematic foundation of the data generation process notwith-
standing, there is a possibility that other evaluation-specific characteristics
may be significantly related to the assigned outcomes due to potential bi-
ases arising in the evaluation process. We test for these concerns in turn, and
report the corresponding results in Table 2.1.

First, the sample time lag between the project completion report (i.e., the
formal end of the project) and the evaluation report is 3.27 years. This dura-
tion might be structurally related to the success rating, since information for
projects assessed later might not be as readily available. Also, certain evalu-
ations may only be conducted with delay due to ongoing conflicts in a given
country. Such instances might simultaneously affect the outcome. The first
row of Table 2.1 reports some evidence for such a relationship: In column 1,
the coefficient is negative but not significant; when including the entire set
of controls, however, the estimate turns significant, indicating that projects
assessed at a later stage receive lower ratings, on average (column 5). We
therefore control for the time lag between project completion and evaluation
in all models.

A second potential bias concerns the type of evaluator. Whereas all evalua-
tions, ultimately, are conducted under the governance and quality assurance
mechanisms of FCE, in practice there are four evaluator categories (cf. section
2.2): FCE staff, seconded colleagues from KfW operational units (“internal"),
external evaluation consultants, and internal plus external combined. Ex-
ante, it is a theoretical possibility that certain types of evaluators systemati-
cally assign, on average, too positive or too negative grades (e.g., one could
plausibly speculate that internal evaluators might be tempted to rate too suc-
cessfully given their expectation that at some time in the future their own
project will also be evaluated). It is one strength of our data that they con-
tain evaluator type information, allowing us to empirically investigate this
potential bias. Rows 2–4 in Table 2.1 report the results. Both the reduced
(columns 2 and 4) and full specifications (column 5) indicate that the mag-
nitude of the point estimates is small and there is no statistically significant
correlation between evaluator type and assigned rating. This is a reassuring
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finding: The unbiasedness of success ratings is not only plausible given the
structural independence of the evaluation unit and its evaluators, but is in
fact an empirical reality.

TABLE 2.1: Results: Evaluation-specific characteristics

Dep. variable: Rating (pooled) (1) (2) (3) (4) (5)

Time between final review and EPE -0.013 -0.016 -0.034**
(0.012) (0.012) (0.015)

Evaluation type (base: FC E):
-External -0.046 -0.088 -0.088

(0.222) (0.221) (0.200)
-Internal + external -0.009 -0.008 -0.019

(0.073) (0.074) (0.070)
-Internal 0.085 0.078 0.078

(0.075) (0.074) (0.070)
Evaluation month (base: December):
-January 0.184 0.201 0.206*

(0.138) (0.140) (0.112)
-February 0.044 0.049 0.113

(0.123) (0.122) (0.108)
-March 0.080 0.095 0.080

(0.098) (0.099) (0.103)
-April 0.202** 0.211** 0.271***

(0.094) (0.098) (0.099)
-May 0.014 0.023 -0.008

(0.110) (0.109) (0.103)
-June -0.019 -0.003 0.046

(0.108) (0.109) (0.114)
-July -0.012 0.008 0.039

(0.112) (0.113) (0.105)
-August 0.070 0.087 0.003

(0.090) (0.089) (0.092)
-September -0.099 -0.080 -0.085

(0.118) (0.116) (0.100)
-October -0.024 -0.023 -0.001

(0.091) (0.090) (0.092)
-November 0.016 0.021 0.025

(0.082) (0.081) (0.078)

Full specification Yes
Sector and region indicators Yes Yes Yes Yes Yes
Sub-rating indicators Yes Yes Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes

Observations 5,608 5,608 5,608 5,608 5,458
Adjusted R2 0.14 0.14 0.14 0.14 0.23

Note: Table entries are coefficients from WLS regressions with the pooled rating as dependent variable.
Weights are given by the inverse of the number of projects evaluated in the corresponding evaluation
report. Other controls include the year of project start as well as evaluation year (both 5-year intervals). In
the full specification, all other variables from Tables 2.3-2.6 are included. Standard errors in parentheses
clustered at the country-evaluation-year level. */**/*** denote significance levels at 10/5/1% respectively.

A third internal process that could potentially influence ratings is the timing
of evaluations during the calendar year. Due to the annual sampling pro-
cess, the evaluation unit has to achieve a certain number of evaluations each
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fiscal year, and the annual count to achieve that number stops on December
31st. This leads to a clustering of evaluation reports at the end of the fiscal
year: 30% of reports in our sample were finalized in December, and 15% in
November. The remaining 55% are relatively equally distributed across the
other ten months. Whereas the pure number of reports per month is no cause
for concern, one might conjecture that last-minute reports might potentially
be associated with either more positive (in order to finish the report on time)
or more negative (the reason why the evaluation took so long) success rat-
ings. Rows 5–15 in Table 2.1 report the corresponding estimation results and
indicate that there is no such pattern recognizable in the data, in particular
not concerning any end-of-the-fiscal-year pattern. Only April and January
are (marginally) significantly different from the other months, but these are
the two months with the lowest number of evaluation reports and simultane-
ously have slightly more positive mean overall grades (4.45 and 4.47, respec-
tively, the remaining ten months all in-between 4.08 and 4.44), such that we
interpret this as a deviation at random. Nonetheless, we include evaluation
month as a control variable in all subsequent specifications.

A final issue in which institutional evaluation processes might be correlated
with success ratings is trends: Over the years general trends toward better
projects—and/or even more ambiguously—better ratings could potentially
bias our results. In fact, we observe a slight trend towards better ratings
over the sample period, however, mean ratings using five-year evaluation
completion brackets from 1990 onward are not significantly different from
one another (not shown in the table for brevity). Nonetheless, all regressions
control for year of evaluation by means of these five-year period indicators.

2.5 Empirical results

The existing literature has highlighted the importance of project-level factors
to explain the success or failure of development projects (Denizer et al., 2013;
Bulman et al., 2017; Feeny et al., 2017). Our results provide support to the
importance of project-level factors to explain the determinants of success or
failure of development aid. To further motivate our analysis, we calculate
the between-country variation in project success and regress country fixed
effects on a binary success outcome variable for each year the projects in our
sample were active.9 From the resulting averaged R2, we derive the share

9See section A.3.3 in the Appendix for a detailed description of the methodology.
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of variation that can be explained by country factors, i.e. the environment
in which the projects are implemented. Our result is comparable to that for
World Bank projects (Denizer et al., 2013) and indicates that 34% (20% for
the pooled sample) of project variation stems from between-country varia-
tion. In the following empirical analysis, we thus examine an extensive set of
project-level micro variables to contribute towards better understanding the
determinants of success and failure.

2.5.1 Cluster (1): Project financing

Whereas previous research had to revert primarily to financial volume as the
only proxy for complexity, we are able to address project complexity and
project financing separately. Project financing is the first cluster of project-
level variables we analyze, providing a nuanced perspective by including
information on seven financial variables such as cooperation type or share of
counterpart contributions. The regression results are presented in Table 2.2.

There is some indication (row 1) that financially larger projects are systemat-
ically correlated with more successful ratings.10 The point estimate is posi-
tive and statistically significant in the reduced specification (column 1), but
becomes insignificant in the full specification (column 9). Financially larger
projects may comprise straightforward infrastructure investments or politi-
cally prominent showcases receiving more attention, thus making implemen-
tation easier.

From a donor perspective, beyond total investment volume, more leverage
potentially lies with the budget funds that are committed—i.e. broadly loan
vs. grants—as well as the share of counterpart financing contributed by the
partner government. KfW staff might, for example, be able to exert higher
pressure on contractual and regulatory procedures like due diligence when
funds are committed as a loan, possibly resulting in better outcomes. Look-
ing at the results in Table 2.2, when compared to grants—which represent
90% of development finance projects in the sample—loans do not perform
significantly better (row 2). At the same time, the correlation between the
share of counterpart contributions and project success is (marginally) statis-
tically significant and positive (row 3, columns 3 and 8, though not in the
full specification in column 9). Intuitively, greater commitment by local part-
ner governments could be expected to be associated with better ratings, such

10Recall that the total volume refers to the costs of the entire project, i.e. including com-
mitments by the government itself and/or other donors.
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that this finding underlines the importance of ownership as a key principle
of development cooperation. The overall tendency of a positive association
between variables related to project financing and project success that can be
taken from Table 2.2 is further highlighted by a significant positive correla-
tion between budget funds and project ratings in the reduced specification
(row 4, column 4).

TABLE 2.2: Results: Project financing

Dep. variable: Rating (pooled) (1) (2) (3) (4) (5) (6) (7) (8) (9)

Total volume (log) 0.049** 0.029 0.037
(0.021) (0.028) (0.029)

Aid type (Base: Loan):

-Grant 0.052 0.093 0.105
(0.088) (0.098) (0.087)

% counterpart contributions 0.241** 0.196* 0.145
(0.112) (0.117) (0.118)

Budget funds (log) 0.070** 0.057 0.095**
(0.029) (0.037) (0.042)

% budget funds of ODA 0.000 -0.000 -0.000
(0.000) (0.000) (0.000)

% project funds of GDP 0.000 -0.000 -0.000
(0.000) (0.000) (0.000)

Disbursement vs. commitment 0.169 0.178 0.137
(0.165) (0.163) (0.156)

Full specification Yes
Sector and region indicators Yes Yes Yes Yes Yes Yes Yes Yes Yes
Sub-rating indicators Yes Yes Yes Yes Yes Yes Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes Yes Yes Yes Yes

Observations 5,608 5,608 5,608 5,608 5,608 5,608 5,608 5,608 5,458
Adjusted R2 0.15 0.14 0.15 0.15 0.14 0.14 0.14 0.15 0.23

Note: Table entries are coefficients from WLS regressions with the pooled rating as dependent vari-
able. % budget funds of ODA and % projects fund of GDP are re-scaled by 1 million. Weights are
given by the inverse of the number of projects evaluated in the corresponding evaluation report.
Other controls include the year of project start as well as evaluation year (both 5-year intervals)
and evaluation month. In the full specification, all other variables from Tables 2.1-2.6 are included.
Standard errors in parentheses clustered at the country-evaluation-year level. */**/*** denote signif-
icance levels at 10/5/1% respectively.

2.5.2 Cluster (2): Project structure

Details of the project structure are decided at project appraisal and at the dis-
cretion of KfW. Structural design features are, in theory, highly relevant from
a policy perspective and could help improve development project effective-
ness. There is some evidence that a tailored project design is a determinant
for development outcomes on both the individual project (e.g., Khwaja, 2009)
and aggregate level (e.g., Wane, 2004). This entails, e.g., deciding whether to
implement a project along international partners in a co-financing arrange-
ment, which is the case for 21% of projects in our sample. To increase co-
operation is a common pledge among donors, largely due to the supposed
positive effects attributed to it: More streamlined efforts toward develop-
mental impacts and increased efficiency with regards to disbursement condi-
tions have been affirmed in both the Paris Declaration and the Accra Agenda
(OECD, 2022c). Our results provide only limited support for this hypothesis,
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as the coefficient on co-financing arrangements in Table 2.3 is positive and at
the margin of significance (row 1, column 1, t-value 1.65).

Development finance projects are often implemented along with technical
assistance to support local partner agencies (27% of projects in the sample).
A plausible prior belief is that these measures are associated with improved
project outcomes. However, the direction is not straight-forward, as it could
be the particularly weak partners who receive such support in the first place.
Such negative selection bias has been argued, e.g., to influence the relation-
ship between more diligent project preparation time and unfavorable ratings
(Denizer et al., 2013). The estimation results for accompanying measures in
Table 2.3 are not statistically different from zero (row 2, columns 2, 8, and 9),
a result that does not allow to disentangle the role these measures play or
not. In fact, the insignificant point estimate could indicate that, on average,
successful accompanying measures mitigate the negative selection effect.

Several more structural design features are worth considering: For instance,
donors work with a multitude of local implementing partners, yet existing re-
search cannot provide detailed insights regarding these agencies’ capacities.
Increasingly, projects are implemented with non-state actors, responding to
the recognition that governmental partners’ capacity is limited (Feeny et al.,
2012), and potentially allowing for more participatory development partner-
ships with the civil society. In fact, such projects have been shown to per-
form better in some instances (Shin et al., 2017). While certain sectors such as
micro-finance are already dominated by private agencies, in our sample most
implementing partners—around 68%—are governmental institutions. Dis-
tinguishing different agency types, rows 3–6 in Table 2.3 find no significant
relationship between any of these types and corresponding project success.
This is an informative empirical finding for future project design: Agency
type is not a key factor for project success, and neither is whether previous
cooperation existed (row 7) nor the number of institutions involved (row 8).

In row 9 of Table 2.3 we estimate the role of project manager turnover. Project
managers are in charge of the team at KfW and are the focal point for all in-
teractions with the partner country and project implementing unit. Their
importance for the success of a project is key, and therefore greater turnover
could lead to knowledge loss and thus lower ratings (Ashton et al., 2023).11

11Since projects have different durations, we normalize the number of project managers
by the number of operational years. A value of one therefore indicates that a project was
managed by a new manager during each year when it was operational.
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Our results indicate an—at first sight—counter-intuitive, positive relation-
ship between the number of project managers per year and evaluation out-
comes (reduced specification, column 6). Once we control for all other factors
in the full specification (column 9), however, this association is no longer sta-
tistically significant. Finally, as a last hypothesis concerning this cluster of
project variables, we explore whether a local KfW office in the project im-
plementing country supports the success of a project. The assumption be-
hind this is that such office presence might translate into higher engagement
and knowledge in the partner country, resulting in more successful projects
(Honig, 2020). We do not find any support for this hypothesis.

TABLE 2.3: Results: Project structure

Dep. variable: Rating (pooled) (1) (2) (3) (4) (5) (6) (7) (8) (9)

Co-financing 0.091 0.075 0.002
(0.055) (0.056) (0.064)

Accompanying measure -0.066 -0.048 -0.015
(0.058) (0.058) (0.056)

Agency type (Base: NGO):

–Mixed -0.034 -0.032 -0.099
(0.126) (0.128) (0.130)

–Multilateral 0.113 0.080 -0.009
(0.127) (0.127) (0.131)

–Private sector 0.031 -0.008 0.006
(0.138) (0.139) (0.139)

–Government -0.052 -0.056 -0.101
(0.105) (0.107) (0.107)

Previous cooperation 0.079 0.074 0.066
(0.053) (0.053) (0.051)

Number of institutions 0.008 0.005 0.005
(0.009) (0.010) (0.009)

Project manager turnover 0.402* 0.348* 0.328
(0.216) (0.209) (0.248)

Country office -0.018 -0.008 -0.043
(0.053) (0.053) (0.056)

Full specification Yes
Sector and region indicators Yes Yes Yes Yes Yes Yes Yes Yes Yes
Sub-rating indicators Yes Yes Yes Yes Yes Yes Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes Yes Yes Yes Yes

Observations 5,608 5,608 5,608 5,608 5,608 5,608 5,608 5,608 5,458
Adjusted R2 0.15 0.15 0.15 0.15 0.14 0.15 0.14 0.15 0.23

Note: Table entries are coefficients from WLS regressions with the pooled rating as dependent
variable. Observations are weighted by the inverse of the number of projects evaluated in the cor-
responding evaluation report. Other controls include the year of project start as well as evaluation
year (both 5-year intervals) and evaluation month. In the full specification, all other variables from
Tables 2.1-2.6 are included. Standard errors in parentheses clustered at the country-evaluation-year
level. */**/*** denote significance levels at 10/5/1% respectively.

2.5.3 Cluster (3): Project complexity

The design and, in particular, the implementation of development finance
projects is often complex and challenging. Our meta sample allows us to
investigate in more detail five features of this complexity. The overall finding
from the corresponding results presented in Table 2.4 is that more complex
projects have a lower likelihood of success.

In particular, the first dimension of project complexity captures the duration
of the project. As row 1 of the table shows for all specifications (columns
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1, 6, and 7, respectively), a longer project duration is strongly and signif-
icantly correlated with worse success ratings. The eventual duration of a
project has both an implementational component, e.g., delays in contracting
or executing, and a structural component, as it also depends on the sector or
region where it is placed, which in turn also influence outcomes as described
in 2.3.2. Row 2 of the table specifically investigates the role of delays, and
shows that these are not a significant explanation of lower project ratings.

Concerning another, related factor of complexity, the length of time between
the official commitment of governmental funds and their translation into ac-
tual projects as part of a contract, is theoretically ambiguous. While a longer
duration could be an early flag for eventually hard-to-manage projects, they
could also fare better due to thorough preparation (Deininger et al., 1998;
Bulman et al., 2017; Kilby, 2015). Row 4 of Table 2.4 depicts some evidence
for the former hypothesis, as the coefficient for the full specification (column
7) indicates a negative, marginally significant correlation between the length
of time from mandate to contract and the success rating.

TABLE 2.4: Results: Project complexity

Dep. variable: Rating (pooled) (1) (2) (3) (4) (5) (6) (7)

Project duration (log) -0.234*** -0.215*** -0.149**
(0.069) (0.073) (0.075)

Delay -0.032 0.009 0.009
(0.069) (0.070) (0.069)

Revised ToC -0.071 -0.060 -0.048
(0.049) (0.049) (0.047)

Years mandate to contract -0.030 -0.026 -0.048*
(0.024) (0.023) (0.027)

Technical complexity -0.117** -0.083 -0.130**
(0.055) (0.056) (0.055)

Full specification Yes
Sector and region indicators Yes Yes Yes Yes Yes Yes Yes
Sub-rating indicators Yes Yes Yes Yes Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes Yes Yes

Observations 5,608 5,608 5,608 5,598 5,608 5,598 5,458
Adjusted R2 0.15 0.14 0.15 0.14 0.15 0.16 0.23

Note: Table entries are coefficients from WLS regressions with the pooled rating as dependent variable.
Weights are given by the inverse of the number of projects evaluated in the corresponding evaluation
report. Other controls include the year of project start as well as evaluation year (both 5-year intervals) and
evaluation month. In the full specification, all other variables from Tables 2.1-2.6 are included. Standard
errors in parentheses clustered at the country-evaluation-year level. */**/*** denote significance levels at
10/5/1% respectively.

Additionally, we consider whether the Theory of Change (ToC) outlined at
the time of project appraisal was adjusted as part of the evaluation. A change
could indicate that the project framework was not adequate in the first place
or had to be updated to reflect operational adjustments, hinting towards
increased complexity and thus potentially lower ratings (Blanc et al., 2016).
However, we find this measure to be irrelevant for the rating obtained. As
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the last factor in this cluster, we analyze whether technically complex projects
are correlated with better or worse evaluation ratings. This “Technical com-
plexity" is a binary indicator variable taking on the value of one if the project
required the support of a specific technical advisor, e.g., engineers for infras-
tructure projects. Row 5 of Table 2.4 shows that indeed technically complex
projects—even when controlling for sector fixed effects—are significantly
correlated with less successful project ratings.

2.5.4 Cluster (4): Project risks

A particularly interesting cluster of micro variables contained in the data is
KfW’s internal risk assessment information. Specifically, the data contain
information on (i) the number of risks that were identified ex-ante (i.e. before
project start); (ii) the percentage of these that actually materialized during
project implementation; (iii) the severity of the overall risk to project success
ex-ante (low/medium/high); and (iv) the expected level of controllability of
that overall risk (low/medium/high).

Row 1 of Table 2.5 presents estimation results for the number of risks iden-
tified ex ante. In theory, a larger number implies a more complex project,
yet could also mean that the design is more deliberately thought through
to cope with uncertainties during implementation. The results indicate no
correlation between the pure number of identified risks and average project
success. They key factor that matters for project success, however, is whether
and at what rate these pre-identified risks actually materialize: Row 2 con-
sistently shows a strong and statistically significant negative correlation be-
tween the share of risks that occurred and the success rating (columns 3, 5,
and 6). In fact, the point estimate for the full specification (column 6) implies
that projects for which all risks materialize are rated 0.5 points lower. This is
a considerable effect size.

Furthermore, rows 3–5 of the table show that high-risk and medium-risk
projects are statistically significantly associated with a lower success rating,
relative to low-risk projects. Again, the effect is sizable (full specification, col-
umn 6) at -0.35 grades on average for high-risk projects, and -0.2 grades for
medium-risk projects. Whether any of these risks was deemed controllable
or not does not affect success ratings (rows 6–8 of the table).
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TABLE 2.5: Results: Project risks

Dep. variable: Rating (pooled) (1) (2) (3) (4) (5) (6)

Number ex-ante identified risks -0.004 0.002 0.001
(0.013) (0.013) (0.013)

% ex-ante identified risks occurred -0.504*** -0.464*** -0.486***
(0.068) (0.067) (0.067)

Overall risk (base: low)
-Medium -0.251*** -0.185** -0.203**

(0.080) (0.078) (0.082)
-(Very) high -0.460*** -0.326*** -0.352***

(0.086) (0.084) (0.088)
-Not assigned -0.285*** -0.159 -0.219*

(0.109) (0.116) (0.116)
Overall risk control (base: low)
-Medium 0.075 0.070 0.084

(0.058) (0.055) (0.058)
-High 0.001 -0.065 -0.061

(0.253) (0.193) (0.169)
-Not assigned 0.090 - -

(0.096) (.) (.)

Full specification Yes
Sector and region indicators Yes Yes Yes Yes Yes Yes
Sub-rating indicators Yes Yes Yes Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes Yes

Observations 5,608 5,608 5,608 5,608 5,608 5,458
Adjusted R2 0.14 0.18 0.16 0.15 0.19 0.23

Note: Table entries are coefficients from WLS regressions with the pooled rating as dependent variable.
Weights are given by the inverse of the number of projects evaluated in the corresponding evaluation
report. Other controls include the year of project start as well as evaluation year (both 5-year intervals)
and evaluation month. In the full specification, all other variables from Tables 2.1-2.6 are included.
The risk control category “not assigned" is omitted due to collinearity in column 5–6. Standard errors
in parentheses clustered at the country-evaluation-year level. */**/*** denote significance levels at
10/5/1% respectively.

2.5.5 Contextual variables

Historically, macroeconomic outcomes such as GDP have shaped the dis-
cussion around the success of development aid (Isham et al., 1999; Qian,
2015). However, development projects ultimately are not only supposed to
fuel development, but they are simultaneously affected by the economic en-
vironment in which they operate. This holds particularly for GDP growth,
the most immediate variable measuring the general economic environment
and shocks. Related literature has shown that an environment conducive to
growth is a significant predictor for project success—and this is an empirical
relationship we also observe in most of our specifications as shown in row 1,
columns 1 and 5 of Table 2.6.

The role of civil liberties and citizen freedom is theoretically more ambigu-
ous: Policies in democracies could be more aligned with citizens’ needs than
in autocracies, yet the latter might provide a more stable institutional envi-
ronment. Indeed, existing literature has found conflicting relationships for
World Bank- and ADB-financed projects (Isham et al., 1997; Feeny et al.,
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2017). We correlate Freedom House Democracy scores with success ratings,
however cannot confirm previous results in either direction (row 2). In light
of donor-targeting decisions partially based on governance criteria (Feeny et
al., 2017), this is highly relevant. This particularly holds for German bilateral
cooperation, which has recently put more emphasis on good governance cri-
teria in commitment decisions as part of its reform partnerships (BMZ, 2022).

TABLE 2.6: Results: Country context

Dep. variable: Rating (pooled) (1) (2) (3) (4) (5) (6)

GDP p.c. growth (annual) 0.017** 0.016* 0.011
(0.008) (0.009) (0.008)

Freedom House Democr. score 0.000 -0.006 -0.018
(0.018) (0.021) (0.021)

State Fragility Index -0.008 -0.008 -0.006
(0.006) (0.007) (0.008)

Population (log) -0.002 0.002 -0.029
(0.017) (0.017) (0.022)

Full specification Yes
Sector and region indicators Yes Yes Yes Yes Yes Yes
Sub-rating indicators Yes Yes Yes Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes Yes

Observations 5,608 5,468 5,468 5,608 5,468 5,458
Adjusted R2 0.15 0.14 0.15 0.14 0.15 0.23

Note: Table entries are coefficients from WLS regressions with the pooled rating as dependent variable.
Weights are given by the inverse of the number of projects evaluated in the corresponding evaluation re-
port. Other controls include the year of project start as well as evaluation year (both 5-year intervals) and
evaluation month. In the full specification, all other variables from Tables 2.1-2.4 are included. Standard
errors in parentheses clustered at the country-evaluation-year level. */**/*** denote significance levels at
10/5/1% respectively.

The institutional environment plays a crucial role for the success of aid in-
terventions, particularly because most projects are implemented jointly with
governmental partners. A reasonable expectation is that in conflict-prone
countries, i.e. where state fragility is more pronounced and institutional
quality lower, it is more difficult for projects to deliver on their objectives
(Caselli et al., 2021). For example, World Bank projects have been shown to
be more fruitful in post-conflict settings with sustained peace (Chauvet et
al., 2010). Using the State Fragility Index—incorporating measures of gover-
nance effectiveness and legitimacy—we however find no statistically signifi-
cant relationship (row 3).

The size of a country in terms of population is potentially negatively related
to the likelihood of success, as the complexity of governing more people in-
creases (Feeny et al., 2017). We find no evidence for this in our meta sample
either (row 4). Lastly, contextual factors beyond the country level that are not
specific to projects and vary over the period of implementation likely also
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matter. An example would be institutional arrangements among donors that
increase delivery on projected outcomes. While we cannot account for those
directly, we include indicators for five-year brackets of the year of project
appraisal, capturing changes in institutional arrangements over time.

2.6 Heterogeneities and robustness

Disaggregating the results potentially yields further insights and can unmask
different trends within the sample. In addition to the findings for the pooled
sample, we stratify the analysis by region and sector, and fit separate regres-
sions for the individual DAC criteria.

2.6.1 Empirical results by region

Development institutions regularly identify striking differences in projects’
success depending on the region where the project was implemented in, with
Sub-Saharan Africa often providing the most challenging environment. Ap-
pendix Table A.5 disaggregates empirical results by region and shows that in-
deed the correlation between the various determining factors and the project
success rating is heterogeneous. In particular, there are only few variables
that play the same significant role throughout all regions.

In the SSA-sample shown in column 2, two variables stand out: Projects fi-
nanced via grants fare considerably better than loans, potentially explained
by the fact that these instruments are used particularly for fundamental pub-
lic services such as water supply, where ownership could thus be greater.12

At the same time, projects led by governmental agencies are significantly
rated worse as compared to NGO-led ones. As the flip side of the ownership
argument, it could hint towards public institutions’ limited capacity when
it comes to providing basic infrastructure. Turning to Asia in column 3, the
country-context appears to matter more than elsewhere. While a positive re-
lationship with GDP p.c. is intuitive, it runs counter comparable findings for
state fragility (e.g., Chauvet et al., 2010). In contrast, larger population size is
significantly associated with lower outcomes.

Micro-variables are more often significantly related with outcomes in Europe
(column 4). Particularly project structure- as well as complexity-related vari-
ables correlate negatively with outcomes, implying that KfW would have a

12This instrument however only makes up 2% in the SSA-sample.
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higher leverage to address underlying obstacles ex ante and during imple-
mentation. While for example the number of institutions involved appears
to make projects over-complex, at the same time the projects’ outcomes are
less affected by ex-ante identified risks that eventually materialized. Notably,
greater democracy is negatively related to project success in our data, which
adds to the already ambiguous results found in the related literature (e.g.,
Isham et al., 1997; Kosack, 2003).

2.6.2 Empirical results by sector

In a next step, we conduct the sub-sample analysis on the projects’ main sec-
toral focus as shown in Appendix Tables A.6 and A.7. While many of the
patterns identified for the pooled sample and the regional stratification are
visible in the sectoral results, too, several additional results warrant atten-
tion.13

First, in the energy sector (Table A.6, column 4), projects with more institu-
tions involved are associated with weaker outcomes, possibly due to undue
complexity in a sphere dominated by large-scale utility companies on the
partner-side. Longer preparation times before contract closings however re-
late positively with ratings, potentially hinting towards the role of due dili-
gence in these mostly large-scale infrastructure investments. Two variables
are noteworthy for governance interventions (Table A.7, column 2): Against
the pattern in most sectors, more institutions involved in the implementation
appear to yield better outcomes. Due to the complexity of these projects, a
holistic approach might therefore be beneficial for this sector. Similarly sur-
prising, these projects fare better in more fragile contexts, where governance
might have already been weak in the first place. On the contrary, fragility is
negatively related with agriculture-related projects (Table A.6, column 2). In
this sector, larger projects with greater counterpart contribution shares—thus
potentially inducing more ownership on part of the partners—are also rated
better on average.

For transport-themed projects (Table A.6, column 3), the number of ex-ante
identified risks stands out. It’s negative relationship with evaluation ratings
raises the question how well institutions can mitigate these risks that were
already apparent before project inception. The identification is a key compo-
nent of any due diligence, yet the ex-post perspective suggests that investing

13For this thematic split, some variables had to be excluded due to the limited sample sizes
for individual sectors.
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in projects with large uncertainties should potentially be questioned more
thoroughly in the first place. Lastly, water-sector projects (Table A.7, column
4) are the only ones significantly related to an ex-post revised ToC.

2.6.3 Individual DAC-criteria

In the next analytical step, we estimate our main specification for five DAC-
criteria and the overall rating separately and present results in Appendix Ta-
ble A.8. Each criterion addresses a unique dimension of project success and
thus provides an additional, detailed perspective on relevant success deter-
minants. While relevance’s focus is on the project layout at the time of incep-
tion, when adjustments are still viable, efficiency, effectiveness and impact eval-
uate actual outcomes during implementation. Lastly, sustainability concerns
outcomes observed at the time of the evaluation, taking into account poten-
tial future scenarios of project outcomes. Across the criteria, a first glance
reveals that existing heterogeneities in previous sub-samples do not neces-
sarily translate to this level. Nevertheless, only one variable is consistently
significant—the share of eventuated risks—and correlates vary considerably.

Given that relevance concerns project design and its ability to address de-
velopmental challenges, project structure variables are of particular interest
(column 2). However we find that none of our micro variables are signifi-
cantly related to the rating. This includes financing variables which are still
partially—as in the case of the budget funds committed—at the scrutiny of
KfW. In terms of complexity, the share of risks that materialized is negatively
related with relevance. Due to the structural break in time—ex-ante relevance
and operative risks—this relationship is not entirely concise and suggests a
level of risk tolerance: KfW correctly anticipates operational risks at the time
of appraisal, but from an evaluative point of view, they may have already
been rooted in the project design itself. Furthermore, the negative relation-
ship with an ex-post adjusted indicator framework and therefore potentially
inappropriate ToC corroborates this deliberation. With regards to efficiency
(column 3), projects with greater budget volumes appear to fare better. This
potentially stems from large-scale infrastructure investments that undergo
more extensive cost-benefit analyses on part of KfW than projects with re-
gionally spread, small-scale investments. The efficiency-criterion is closely
related to the rate of economic return, which has been found to be positively
related with the country environment, particularly GDP (Isham et al., 1999).
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When assessing the effectiveness of interventions (column 4), beyond risks
that eventually occurred, the relationship with delays before actual imple-
mentation—i.e. the time between intergovernmental agreements and the ac-
tual project financing contract—is negative. Potentially, this could already
constitute a red flag for later implementation challenges due to, e.g., partner
capacity constraints. However, either relationship does not materialize fur-
ther down the project logic as displayed in column 5 for the impact criterion.
Projects with more budget funds are associated with greater developmental
results. Lastly, the only positive significant correlates of project sustainabil-
ity (column 6) are larger investments and previous cooperation with project
implementing agencies. In contrast, technical complexity hampers the dura-
bility of achieved impacts. Because sustainability is evaluated several years
after project completion, these findings could motivate more peculiar atten-
tion on part of project managers towards sustainability concerns during the
operational phase. At the country level, projects in more fragile environ-
ments receive more pessimistic ratings, a result that is in line with the exist-
ing literature (Chauvet et al., 2010).

2.6.4 Robustness

Our selection of the explanatory variables relies on existing theories and past
studies. In an robustness check, we automize the variable selection and apply
an adaptive LASSO technique. This strips the model to its most predictive
variables in a first step, before re-estimating equation (2.1) with the reduced
set of variables. Results are presented in Table A.9. The approach drops
several control and main analytical variables from the clusters of interest in
our main specification: (i) The share of counterpart contributions, (ii) indi-
cators for co-financing and accompanying measures, (iii) sub-categories of
the agency type and risk control variables, (iv) the delay variable and (v) the
number of ex-ante identified risks. Re-estimating the model with the reduced
number of variables in a next step mainly confirms the previous results, as
the coefficient size for most variables remains similar. However, two addi-
tional variables turn statistically significant: The total project volume and the
number of project managers in a given project, counter-intuitively implying
that a greater project manager turnover increases the rating. The reduction
of variables goes along with a reduced adjusted R2 of 0.19, compared to 0.23
in the WLS regression.
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In our main specification, the outcome variable represents individual DAC-
ratings that are assigned on an ordinal scale. While estimating the models
using WLS allows for straight-forward interpretation of the coefficients, we
also estimate equation (2.1) in other specifications to assess the robustness
of the coefficients: Appendix Table A.10 displays results from OLS and or-
dered probit models for the pooled ratings, the overall project rating and a
binary success measure (cf. section 2.3) as outcome variables. By and large,
we find that the coefficients (significance levels) are comparable across these
specifications.

2.7 Conclusion

This paper presents a systematic, quantitative analysis of the success—and
failures—of three decades of German bilateral financial cooperation. We con-
struct a unique meta database covering 5,600 evaluation ratings, the most
comprehensive and up-to-date database on bilateral financial cooperation re-
sults worldwide from a single donor. Together with extensive and novel data
on project characteristics, our analysis yields new insights on the question of
what works in development finance. Those results are transferable to some
degree given the scope of the the dataset and the comparability with previ-
ous research that has shown similar results for bi- and multilateral donors
(Bulman et al., 2017; Briggs, 2020).

Four general findings emerge from our analysis: First, we find that project
characteristics can explain variation in project success better than contextual
country-factors. This does not only motivate further scrutiny in project im-
plementation for practitioners, but also underlines the importance of more
detailed variables on project characteristics, also for bilateral cooperation.
Second, these characteristics show that variables related to (i) factors ex ante
and, hence under the influence of project managers, do not matter signif-
icantly for eventual outcomes and, (ii) complexity consistently exerts neg-
ative influence on the success of interventions. Third, we find that differ-
ent dimensions of project success as measured by DAC-criteria relate very
heterogeneously to our variables of interest, indicating that considering the
mere overall success rating masks important relationships otherwise not vis-
ible. And finally, our results show that when it comes to project design and
implementation, one size does not fit all. Disaggregating the sample by region
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and theme suggests that all our variables influence success to varying signs
and significance levels.

From the host of variables included in our four clusters of project character-
istics plus contextual factors, the following specific results stand out: First,
larger shares of partner counterpart financing are partially associated with
greater likelihood of project success, favoring the view that ownership mat-
ters for development to work. Overall, there is also the indication that the
total financial volume is positively correlated with project success. Second,
we find that the type of implementing agency—private, public or non-gov-
ernmental—does not matter for the eventual result of the project. Against the
backdrop of increasing cooperation with non-state actors in fragile contexts
or private agencies in middle-income countries, this is notable. Third, the
share of ex-ante identified risks that eventually materialized is a significant
predictor of success, suggesting that project designs often correctly identify
the relevant risks but may not be able to mitigate (all of) them during imple-
mentation. Finally, neither democracy or fragility are significantly related to
project success, further substantiating the ongoing debate on the inclusion of
governance criteria in aid allocation.

Our research significantly extends the literature on aid effectiveness with ex-
tensive data on a bilateral donor and project characteristics. Nevertheless,
there are several gaps in the analysis of the determinants of project success
that need to be addressed by future research. Given the surprising finding
on the irrelevance of structural project characteristics, more detailed infor-
mation on project design could help to better understand how to favourably
influence outcomes. Moreover, the depth of project characteristics presented
here provides novel insights that would benefit from verification by research
drawing on other donor data, such as that from the World Bank. Finally, our
approach shares the fate that causal analysis based on, e.g., appropriate in-
struments on such a broad set of variables is difficult to implement. While
we can control for a wide range of observable characteristics, causally identi-
fied impacts on topical issues in development finance, such as co-financing,
ownership and governance, will be key to making projects more effective in
the future.
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Chapter 3

Losing territory: The effect of
administrative splits on land use in
the tropics

Elías Cisneros, Krisztina Kis-Katos and Lennart Reiners

Abstract

State decentralization is often promoted as a way to improve public service
delivery. However, its effects on forest are ambiguous. Decentralization
might not only improve local forest governance, but also change the incen-
tives to promote agricultural expansion into forests. This study focuses on
the power devolution stemming from the proliferation of new administrative
units in Indonesia during the last two decades. The discontinuous changes
in government responsibilities at new administrative borders provide exoge-
nous spatial variation to study forest outcomes. Using a spatial boundary
discontinuity design with 14,000 Indonesian villages, we analyze the effects
of 115 district splits between 2002 and 2014. Results show a 35% deforesta-
tion decline within new (child) districts relative to the existing (mother) dis-
tricts both immediately before and after the splitting. In pre-split years, these
changes can be explained by agricultural divestment on part of the mother
districts on territories that are soon to be lost. In post-split years, the short-
term forest conservation benefits are neither rooted in an increased social
cohesion nor stronger development. Instead, newly formed districts seem to
be temporarily suffering from administrative incapacity to attract large-scale
agricultural investments. In the long run, no lasting local forest conservation
benefits persist as deforestation equalizes between child and mother districts
few years later.
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3.1 Introduction

Tropical forests are under strong pressure from the demand for land con-
version for alternative use. Their existence is essential for both climate and
biodiversity protection, making conservation efforts a key policy goal world-
wide. To be successful, interventions crucially rely on local governance and
institutions (Burgess et al., 2012; Wehkamp et al., 2018). In recent decades,
sub-national administrations have gained substantial influence on conserva-
tion outcomes due to broad decentralization reforms that sought to improve
public service delivery (Besley et al., 2003; Faguet, 2004). While the empirical
evidence on the effects of decentralization is extensive, its results are at times
mixed (Gadenne et al., 2014). Conceptually, decentralization policies often
combine both a transfer of administrative responsibilities and an increase
in the number of sub-national jurisdictions, also referred to as government
fragmentation (Grossman et al., 2014; Pierskalla, 2016). In a decentralized
state, these (new) administrative entities become influential actors, yet un-
derstanding how their proliferation affects developmental outcomes remains
understudied (Pierskalla, 2016; Grossman et al., 2017).

We focus on Indonesia, which provides the ideal environment to study the
relationship between sub-national government fragmentation and deforesta-
tion: After the fall of the Suharto-regime in 1998, the country embarked on
far-reaching decentralization reforms labelled as a “big bang" (Fitrani et al.,
2005). The new legislation paved the way for jurisdictional adjustments, al-
lowing for the formation of new districts, which received considerable power
as part of the reforms (Ostwald et al., 2016). Consequently more than 150
new administrative units across the entire Indonesian archipelago came into
existence within 14 years, which were carved out of existing ones and had
to establish new capitals and corresponding institutions from scratch. At
the same time, Indonesia—home to one of the world’s most pristine tropi-
cal rainforests—has experienced rampant deforestation and land-use change
(Austin et al., 2019).

Our analysis exploits the fact that administrative boundaries between the
newly split entities were idiosyncratic to local conditions in both topographic
and socioeconomic terms. In the framework of a spatial regression discon-
tinuity design, the new administrative boundaries represent sharp cutoffs
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between otherwise comparable villages.1 Existing literature in the Indone-
sian context has focused on the impact of splits at the district and provincial
level, highlighting the role of inter-administrative competition and ethnic
homogeneity. In contrast, our analysis (i) is conducted at the highly local-
ized village level and by that deals with a series of important heterogeneities
(Grossman et al., 2014); and (ii) studies a new mechanism through which
the creation of new jurisdictions affects deforestation: Anticipatory strategic
land-use decisions with regard to oil palm expansion by local administra-
tions.

From a theoretical perspective, ex-ante it is ambiguous how villages’ land-
use trajectories in a close neighborhood of the new boundary might develop
once a split is expected and implemented. In our cross-sectional analysis of
115 district splits realized between 2002–2014, we show that deforestation
in villages located in the newly formed child districts decreases compared
to the ones located in the existing mother districts. This effect materializes
from up to two years before to three years after the split came into effect. At
around 35%, the reduction in deforestation is considerable and is supported
by a host of robustness and placebo tests.2

Guided by existing research in the context of decentralization and land-use
decisions, we identify mechanisms related to altered cost-benefit considera-
tions that both existing and new governments face with regards to promot-
ing or preventing land-use change. Taking into account both anticipatory
short-run and strategic medium-run effects before and after the splits, we
discuss and empirically verify five potential mechanisms: The role of (i) im-
mediate land-use rents from deforestation; (ii) medium-term land-use rents
by strategic investments into oil palm plantations; (iii) changing constituency
preferences through decreasing ethnic fractionalization; (iv) temporarily di-
minished administrative capacity in new districts; and (v) the creation of new
political centers and the subsequent expansion of human settlements in the
neighborhood of new capitals. From these proposed mechanisms, we find
empirical evidence for strategic divestment from land-use conversion by the
existing district government. Because medium-term rents from investments

1Note that we use the terms districts and jurisdictions as well as new district boundary
and split boundary interchangeably.

2Annual deforestation in our sample is around 1.5% of 2000 forest cover. Our results
thus imply that annual deforestation rates are temporarily reduced to 1.0% in villages at the
boundaries of a child district.
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into oil palm expansion on contested land will go towards the new govern-
ment, deforestation pressures are temporarily reduced already before the dis-
trict split takes place. While this mechanism has not been documented be-
fore, it reconciles well with the fact that in Indonesia, deforestation responds
strongly to political-economic incentives (Burgess et al., 2012), fostering espe-
cially land-use change towards oil palm cultivation (Angelsen, 2007; Austin
et al., 2019; Cisneros et al., 2021). A few years after the split, both oil palm
expansion and deforestation in the child districts accelerate once again, yield-
ing no sustained protection of natural resources at the boundaries of newly
formed districts in the longer run.

Our paper is related to several strands of literature. First, by focusing on the
role of district splits for deforestation, it contributes to the literature on the
determinants of deforestation in the tropics, and especially on the political
economy of deforestation (Burgess et al., 2012; Austin et al., 2019; Cisneros
et al., 2021). Second, by showing temporary localized effects of government
fragmentation, our paper also relates to the ongoing debate on decentral-
ized natural resource management (Blackman et al., 2021). Third, the paper
adds to the growing literature on the unintended outcomes of decentraliza-
tion (Pierskalla, 2016), by showing that decentralization reshapes land-use
incentives: While most studies find negative side-effects (Grossman et al.,
2017), our result implies a positive temporary impact in terms of forest pro-
tection. Lastly, we add to the growing literature that uses administrative
borders as spatial discontinuities in economics more broadly (Michalopoulos
et al., 2013; Pinkovskiy, 2017) and in environmental economics in particular
(Bonilla-Mejía et al., 2019; Burgess et al., 2019; Cuaresma et al., 2019).

The remainder of the paper is organized as follows: Section 3.2 outlines our
study’s context, followed by a discussion of the theoretical framework in sec-
tion 3.3. Section 3.4 presents an overview of data and the empirical method-
ology. Section 3.5 discusses the results and section 3.6 concludes.

3.2 Background

3.2.1 Indonesia’s decentralization reforms

After the fall of the Suharto-regime in 1998, a period of rapid reforms trig-
gered massive decentralization (Fitrani et al., 2005). It involved two related,
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however conceptually notably different components: On the one hand, clas-
sical decentralization resulted in vertical power devolution to lower tiers of
government in administrative, fiscal, and political terms. While the admin-
istrative hierarchy remained unchanged, the second tier administrative dis-
tricts (Kabupaten, or so-called regencies and Kota, or cities) received substan-
tial new administrative and fiscal powers.3 Increased fiscal transfers along
some competencies to levy taxes were accompanied by the responsibility to
deliver a large part of local public services (Ostwald et al., 2016). On the
other hand, these reforms paved the way for the creation of new districts,
additionally leading to horizontal power devolution by increasing the num-
ber of administrative units. Known as pemekaran (or the “blossoming” of
districts), from 2001 onward, more than 150 new districts were created in a
process of government fragmentation. This sequence of vertical, followed
by horizontal power devolution is typical for developing countries’ decen-
tralization reforms worldwide (Grossman et al., 2014), yet it is considered
particularly pronounced in Indonesia.4

FIGURE 3.1: Administrative reorganization in an exemplary
district split

Note: The original mother district Kabupaten Sanggau (left) split into two units in 2003
(right), establishing the new administrative child district, Kabupaten Sekadau. The dot-
ted line depicts the new boundary between the mother and child district and the grey
lines correspond to village boundaries. The white dots show the locations of the re-
spective two capitals.

3Indonesia’s administration is organized along provinces (Propinsi), districts (Kabu-
paten/Kota), sub-districts (Kecamatan) and villages or urban precincts (Desa/Kelurahan).

4For a discussion of the different dimensions of Indonesia’s decentralization reform see
for example Sjahrir et al. (2014), Ostwald et al. (2016), and Kis-Katos et al. (2017). The deter-
minants of district splits are discussed in Fitrani et al. (2005) and Pierskalla (2016).
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New districts were formed through administrative splits of existing ones,
where the original district—referred to as the mother—retained its admin-
istrative capital and institutions, while the new district—referred to as the
child—had to establish these institutions from scratch in a newly designated
capital. Figure 3.1 illustrates this process for the district of Sanggau, from
which the new district of Sekadau seceded in 2003. Between them, a new ju-
risdictional border was formed, which due to the preceding decentralization
reforms, now divides the sphere of control between two local and influential
decision-making units. Legislation foresaw that splits may only be facilitated
within provincial boundaries, hence new boundaries do not overlap with ex-
isting provincial boundaries.5 Given that mountain ranges and large rivers
mostly coincide with upper-tier provincial boundaries, the newly established
district boundaries are also largely independent of important geographical
features (Burgess et al., 2012).

FIGURE 3.2: District splits and forest cover across Indonesia

Note: Black lines denote the new boundaries between mother and child district of the
115 splits included in our sample, described in section 3.4. Green shading indicates the
extent of forest cover in 2000 from Global Forest Change (GFC) data based on 30×30m
grid cells (Hansen et al., 2013), grey lines outline the extent of Indonesian land territory.

The legislation guiding the district splitting process was complex and re-
quired the fulfilment of numerous criteria (Alesina et al., 2019). This resulted
in an average gap of one to three years between the first proposal and an of-
ficial decree legislating the split (Burgess et al., 2012). Because early lobbying
for splits was commonplace even before the proposal (Pierskalla, 2016), the
actual waiting time from first plans to the final realization of the administra-
tive split was at times even longer. In practice, more than 150 splits fulfilled
the criteria, leading to an increase in the number of districts from 341 in year
2000 to 511 districts in year 2014. In terms of regional coverage, splits were

5Splits usually followed sub-district lines, which do not play a relevant role as polities
within Indonesia and were themselves also subject to splits in the same period (Pierskalla,
2016).



Chapter 3. Losing territory: The effect of administrative splits on land use in the tropics 46

dispersed across the entire Indonesian archipelago, covering all major islands
as shown in Figure 3.2.6

3.2.2 Forestry and natural resource management

Districts also became in charge of forestry management, which underwent
the most drastic decentralization reforms (Barr et al., 2006). Instead of re-
porting to the Ministry of Forestry, the newly created district forest depart-
ments became responsible for monitoring and levying taxes (Thung, 2019).
In the early stages of decentralization, they were also granted the right to
issue logging licenses, but continued to do so even in later years (Alesina
et al., 2019). At the same time, legislation foresaw that districts receive 80%
of forestry sector revenues and royalties from other natural resource extrac-
tion, e.g., from oil and mining, that originated on their own land.7 While
these revenues—generated from, e.g., concessionaire dues—are collected by
the central government, the original fiscal distribution scheme remained in
place despite later recentralization tendencies (Ostwald et al., 2016). As a re-
sult, resource rents have quickly become an essential source of funding for
district governments and local elites (Thung, 2019).

In contrast to forestry revenues, fiscal decentralization did not mandate di-
rect revenue sharing between central and local governments with respect
to rents from oil palm, which became the dominant agricultural crop in In-
donesia since the reforms. As the world’s largest producer, the Indonesian
oil palm sector employs more than 20 million people directly or indirectly
(Nurfatriani et al., 2022) and is a crucial revenue source. Instead, the central
government collects revenues related to palm oil as a commodity via, e.g.,
export levies, while district governments receive legal revenues from taxing
land and income (Nurfatriani et al., 2022). However they have also been il-
legally selling land concessions (Smith et al., 2003; Barr et al., 2006), ignoring
illegal deforestation (Amacher et al., 2012), and accepting electoral campaign
contributions from the oil palm sector (Mongaby, 2018; Cisneros et al., 2021).
District governments thus have an incentive to attract oil palm plantations,
often by facilitating forest conversion (Irawan et al., 2013; UNEP, 2016), and
consequently became important players in terms of their leverage to issue
licenses (Sahide et al., 2015).

6Figure 3.2 displays only those splits that we use in our analysis (cf. section 3.4).
7Decentralization law UU 25/1999 Article 6.2 stipulates that such revenues go towards

the originating district government. See Thung (2019) for a detailed discussion of Indonesian
forestry sector decentralization.
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Alongside the Amazon and Congo basins, Indonesia is home to the largest
tropical forests worldwide. With its abundant wildlife and as a natural car-
bon sink, its protection plays a key role for reaching international climate-
change and biodiversity targets. Over the past decades, this rich natural habi-
tat has been under heavy deforestation pressures due to both human settle-
ment and agricultural land expansion. In the first decade of the 21st century
alone, Indonesian forests have been cut at an average rate of 47,600 hectares
per year, reducing the extent of primary forest by 6% over 12 years (Margono
et al., 2014). These trends have also persisted in the following decade. Recent
estimates show that deforestation is primarily driven by large-scale oil palm
and timber plantations (40%), followed by grassland conversion and small-
scale agricultural activities (20%) (Austin et al., 2019). As a consequence of
the decentralization reforms, district governments have become key actors
for forest protection not only directly (Burgess et al., 2012), but also indi-
rectly by controlling one of the major drivers of deforestation in Indonesia,
oil palm expansion (Austin et al., 2019; Cisneros et al., 2021).

3.3 Theoretical framework

Land-use change creates large economic benefits for local administrations via
revenues from land rents or illegal collusion (e.g., Alesina et al., 2019; Thung,
2019). 80% of revenues from the forestry sector are transferred to the origi-
nating district (cf. section 3.2). Beyond taxes and payments from the central
government, such revenues have become an important income source for
district governments and local elites (Thung, 2019). In the aftermath of the
decentralization reforms, district governments had considerable influence on
land-use change decisions. This included the expansion of agribusinesses,
most notably oil palm, which became an important resource base for district
governments and local elites, creating incentives for rent-seeking (Cisneros et
al., 2021). In fact, opportunities to generate greater income from natural re-
sources are seen as a key motivation behind district splits (Fitrani et al., 2005;
Pierskalla, 2016). As a consequence, together with rising global demand for
palm oil, the oil palm plantation area has significantly expanded since the
early 2000s. At the same time, land-use change also bears political costs
when associated for example with land grabbing, labor market marginaliza-
tion, the loss of environmental services, or environmental damages (Krishna
et al., 2017; Brito et al., 2019; Xu et al., 2022). Local administrations there-
fore face a benefit-cost calculation when deciding to support the conversion



Chapter 3. Losing territory: The effect of administrative splits on land use in the tropics 48

of natural forests into agricultural use. District splits change this benefit-
cost calculation of both the existing (mother) districts and the newly formed
(child) districts.

Immediate land-use rents District splits fundamentally alter the local gov-
ernments’ prospects to access land rents in the future, starting from the mo-
ment that a split becomes foreseeable and likely. Mother governments will
have an increased incentive to extract immediate rents that are to be gener-
ated through legal (or illegal) deforestation before the split is legislated, and
the jurisprudence of the territory is passed to the new child district. Once
a split is formalized, the relevant district area is transferred to the sphere of
influence of the new child government. Immediate rents from forest con-
version now yield income opportunities for the new government. Together
with the fact that new districts need to build their own institutions and re-
source base (Grossman et al., 2014), this might exert an upward pressure on
deforestation after districts splits.

Medium-term land-use rents A mother district aims to maximise the eco-
nomic benefits from land use and will therefore reassess its investment strat-
egy in anticipation of future district splits. Once a district split is expected
to take place, mother governments will face a much lower incentive to foster
the establishment of new oil palm plantations on the area of the prospective
child district as their future revenues will not go towards the mother gov-
ernment. This is especially true as there is a time-lag of about three years
between the seeding of trees and the first harvest (Ismail et al., 2002). In
the short-run, the anticipation of a split thus potentially de-incentivizes land
conversion and hence deforestation. Once the split is effective, future rents
associated with investments in oil palm in the new area will go towards the
child government. Because palm oil is a key industry in rural areas—where
most of the split (boundaries) are located—and payments contribute towards
district governments’ revenues, child districts will also face an incentive to
expand oil palm plantations. In the medium run after the splits, deforestation
thus potentially increases due to land-conversion pressures.

Constituencies’ preferences Splits might also substantially reduce defor-
estation rates by moving government policies closer to the preferences of
district constituencies. New districts have tended to become ethnically more
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homogeneous (Pierskalla, 2016; Alesina et al., 2019; Bazzi et al., 2021b),8

which is associated with improved public service delivery—both in general
(Alesina et al., 1999) and in Indonesia in particular (Bandiera et al., 2011).9

This has been shown to improve forest protection, where homogeneous pop-
ulations can control elected leaders more closely (Alesina et al., 2019). Local
administrations therefore consider the political costs of land-use change and
contrast them to the potential rents they generate. If a district split results
in greater ethnic homogeneity in the new child district and forest conserva-
tion and the protection of small farmers are valued by the local population,
we should observe a sustained longer-term slowdown of deforestation rates,
but only in the aftermath and not before of district splits.

Administrative incapacity As long as the new district governments are in
the process of formation, their capacity to monitor illegal deforestation might
not yet be fully-fledged, which could increase deforestation rates immedi-
ately after the split. Moreover, as new district governments still need to set-
up licensing processes and attract industries to exploit land-use associated
rents, larger investments into new oil palm (or other) plantations may only
materialize in the medium-run after the split. This could cause a decline in
deforestation rates in the short-run but at the same time increase deforesta-
tion and oil palm expansion in the medium-run.

The creation of new political centers Existing literature suggests that
when cities become administrative capitals, significant economic growth and
an expansion of urban settlements is induced (Bluhm et al., 2021). While the
mother district’s capital retains its role in the process of jurisdictional splits,
a new capital with all its relevant institutions has to be formed in the child
district. This way, previously administrative-subordinate cities suddenly
become central hubs for the new jurisdiction, inducing local construction
booms and thereby stimulating the economy (Fitrani et al., 2005; Grossman
et al., 2014; Thung, 2019). At the same time, urbanization is known to be a
small, yet significant driver of deforestation in Indonesia (Austin et al., 2019).
Spillovers from urban expansion in new centers thus potentially increase de-
forestation rates once a split has taken place, but not before. The distance to

8This has also been documented for other countries, where underrepresented areas tend
to split off more frequently (Grossman et al., 2014).

9Greater homogeneity in new districts has also been shown to reduce conflicts (Bandiera
et al., 2011; Bazzi et al., 2021b). Government fragmentation improves the fiscal resource base
of new administrative entities by triggering yardstick competition between them (Grossman
et al., 2017), which potentially improves service delivery for residents.
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the new capital however potentially has heterogeneous effects as land rents
decrease with the distance to cities (Angelsen, 2007). Once a district splits,
the spatial relationship between child villages in close proximity to the new
boundary and their expanding new capital changes profoundly. While on
average most villages move closer to the capital, some are located in new
peripheries and thus have less access to resources accumulated in the center
(Grossman et al., 2017). In short, the literature suggests that in the aftermath
of district splits, child villages that come closer to the newly formed capitals
will face larger deforestation pressures.

In summary, we expect decentralization and the creation of new districts
to affect deforestation patterns both before and after the district splits take
place. The interplay of opposing incentives makes ex-ante predictions about
the direction of the effect ambiguous: In anticipation of a split, the mother
governments’ land-use decisions depend on a trade-off between short-term
gains from deforestation and the expected revenue losses in the medium-run
if oil palm plantations locate in the soon-to-be-lost areas. If short-term in-
centives dominate, deforestation might increase before the split. By contrast,
if anticipatory considerations—particularly with regard to oil palm planta-
tions—play a dominant role, deforestation might decrease before the split.

After a split has taken place, deforestation trends in neighboring villages will
depend on differences in the decisions by the mother and the newly formed
child government. Children continue to face the incentive to extract short-
term rents from forestry, and deforestation might also be exacerbated due to
a temporarily more limited monitoring capacity. At the same time, increases
in the ethnic homogeneity of the population might alleviate deforestation
pressures. Changes in the spatial relationships with respect to the new capital
will have heterogeneous effects: Spillovers from the development of new
capitals could increase deforestation in more central locations, but decrease
it in new district peripheries. Finally, in the medium run, the incentives to
raise revenues from oil palm plantations are likely to foster land-use change
and increase deforestation, whereas in the immediate aftermath of the split
these dynamics might be still mitigated by limited administrative capacity.
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3.4 Data and methodology

3.4.1 Data

We identify 115 newly created relevant boundaries between mother and child
districts by relying on official district boundaries from 2014 from Statistics In-
donesia (BPS), tracing back administrative entities to their historical bound-
aries for each year between 2000 and 2014.10 These district splits reshape
the administrative environment of 33,787 villages within the boundaries of
mother and child districts, which we track from 2000 to 2018 using admin-
istrative and remotely sensed land-use data. Villages can appear multiple
times in our analytical sample if they are located close to several new bound-
aries: For instance, because a child district was subject to a further split in
a later year, or because they are located close to several newly formed child
districts. Our sample therefore consists of repeated cross-sections of villages
recorded at different periods in time, re-centered relative to the year of the
district split. The empirical strategy will account for potential issues raised
by duplicate villages as treated or controls.

Our main variables of interest are based on remotely sensed high-resolution
data measuring different land-use dynamics: a) Forest losses between 2001
and 2018 (Global Forest Change data, Hansen et al., 2013); b) oil palm expan-
sion between 2001 and 2018 (Gaveau et al., 2022); and c) settlement expansion
between 2001 and 2015 (Global Settlement Footprint data, Marconcini et al.,
2021). For each source, we construct measures of the initial area extent in the
year 2000, as well as annual expansion measures. Socioeconomic data are
taken from Indonesia’s village census PODES. Further district-level charac-
teristics, such as ethnic composition, are obtained from the 2010 Indonesian
national census. To proxy for the discontinuous treatment of villages at the
newly established boundaries we calculate the bee-lines distance from vil-
lage centroids to the border.11 Additionally, we also calculate distances to
the respective district capitals before and after the split. Summary statistics
and a list of sources are outlined in Appendix Table B.1.

10We exclude splits where children do not share a physical boundary with the mother,
including island splits (separated by water) and splits that involved several children at the
same time and partially resulted in new boundaries only among the children. We further
exclude areas where forest cover was relatively small to begin with by dropping splits of
large urban centers into smaller administrative units, as well as splits that had less than 50%
forest cover in 2000.

11On average, a mother district includes 172 villages and a child district includes 121 vil-
lages. Out of these, 64 and 60 villages are located “close” to—within 20km of—the newly
established borders, respectively.
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3.4.2 Econometric framework

To analyze whether the process of district splits changed deforestation dy-
namics, we employ a spatial regression discontinuity design (SRDD) strategy.
This strategy relies on the main assumption that land-use change dynamics
develop continuously in space and no systematic discontinuities arise across
neighboring villages as long as they are located within the same district. If
this identifying assumption holds, we can interpret all discontinuous jumps
in deforestation on the two sides of a newly established (or soon-to-be estab-
lished) district boundary as a causal effect of the district splitting process. As
district administrations can adjust their decisions already in anticipation of
an upcoming split, conceptually we expect changes in deforestation dynam-
ics on the two sides of the boundary occurring after and also before a split
has taken place; however only when the local government and economic ac-
tors could foresee along which lines the district will be splitting in the near
future.

FIGURE 3.3: Spatial RDD: Initial forest cover and forest loss
around new district boundaries

(A) Forest cover in 2000
(% of village area)

(B) Short-term forest loss post-split
(% of 2000 cover)

Note: Dots represent 20 binned means at each side of the cutoff (the new district bound-
ary) for our sample of 115 splits. The left side of each panel displays villages located
in mother districts, whereas the right side shows villages in the newly formed child
districts. Short-term forest loss in panel B captures cumulative deforestation from the
year of the split to three years after the split. Dashed lines represent linear fits of the
data with 90% confidence intervals.

In our SRDD strategy the newly established boundaries represent a sharp
cutoff, and the running variables are defined by the villages’ distance to the
new boundary on each side of the border. Figure 3.3 visualizes our strategy
by plotting initial forest cover against the distance to the new boundary in
panel A, and total forest loss from the year of the split up to three years af-
ter the split against the same distance in panel B. Villages to the right of the
cutoff are part of the new child district and thus are our treated units. As
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we move from the left to the right, towards the newly created districts, the
distance to the original district capital increases monotonously and places
become relatively more “remote” from the perspective of the original district
administration. This leads to a monotonous increase in the initial forest cover,
which simply reflects that more remote areas were generally more forested
to begin with. More importantly, the forest cover is continuous across future
boundaries in panel A and shows that future district splits were not linked to
past discontinuities in forest cover (measured in 2000). This gives a first in-
dication that the identifying assumption of variable continuity at the cut-off
might hold, which we will support with further balance tests on a large num-
ber of topographical and socio-economic characteristics (reported below).

Panel B in Figure 3.3 shows that in the first three years after the district split,
the extent of deforestation was generally increasing with remoteness, yield-
ing a positively sloped linear fit at both sides of the boundary. Places that
started with a larger forest cover also experienced on average more defor-
estation. However, in contrast to panel A, a sharp decrease in deforestation
can be observed in the first three years after the split in the border area of the
newly formed district. After the original district split up and a new child dis-
trict was created, deforestation is substantially lower in villages that became
part of the new child district than in their direct neighbors that remained
part of the mother district. This can be taken as a first indicative evidence for
a relative reduction in deforestation in the border regions of newly formed
child districts.

We test this more formally by relying on an SRDD regression framework to
assess whether deforestation dynamics developed smoothly in space across
neighboring villages before and in the aftermath of the district split:

Deforestvs = η Childvs + f (Distancevs, Childvs) + β Xv + θs + ϵvs, (3.1)

where Deforestvs measures forest loss in village v before or after the district
split s occurred in a given period, Childvs indicates a village’s location in the
new district and Distancevs—measuring the distance between a village’s cen-
troid and the respective split boundary—is the continuous forcing variable.12

The function f (Distancevs, Childvs) includes either two linear or quadratic

12We exclude villages with a centroid in close proximity to the boundary (<1km) as they
represent random shapefile artefacts.
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polynomials of distance, separately estimated on the two sides of the bor-
der. Xv is a vector of time-invariant village-specific controls, including vil-
lage altitude and the initial share of the respective land-use type in 2000 that
is being analysed in the regression (forest cover, oil palm, or human footprint
area). Split fixed effects θs ensure that we only compare villages with their
corresponding neighbors in our sample of pooled splits. Our main model is
a pooled cross-section of 115 splits that took place at varying points in time
between 2002 and 2014 (cf. Appendix Figure B.1). The split-level fixed effects
θs further account for differential deforestation trends across the years, which
we contrast with other, less strict, specifications.

We test our results based on fixed and optimal bandwidths. Our preferred
specification uses a 20km window which eases the comparison across differ-
ent estimations that rely on different outcomes. Results are robust to using
robust-bias corrected (RBC) methods.13 To account for potential serial corre-
lation due to some villages being included more than once (either as treat-
ment or control units), we cluster standard errors at the split level (e.g., Dube
et al., 2010; Cantoni, 2020).14 In our preferred specification, we fit our under-
lying outcome variable linearly on both sides of the cutoff, unless indicated
differently. This helps to avoid overfitting and is supported by the visual ex-
amination of our data (cf. Figure 3.3) and by estimated information criteria
(AIC/BIC).

Causal identification in the SRDD framework relies on two assumptions:
a) Boundaries represent arbitrary thresholds across which all potential out-
comes move continuously in the absence of treatment; and b) the absence of
endogenous sorting, that is, villages cannot influence whether they end up
as parts of the mother or the child district. While village boundaries are sta-
ble across time and space, new district boundaries are not randomly drawn
in space but usually follow pre-existing sub-district borders. Our identify-
ing assumptions require that the number of villages as well as topographical
and economic characteristics are continuous across sub-district boundaries.
If these assumptions are fulfilled, any differences in economic characteristics
around the new borders must arise as a result of the decentralization process.

The assumption of no endogenous sorting can be assessed by a test of contin-
uous density, for instance by estimating a local polynomial density function

13We use Calonico et al.’s (2014) dedicated STATA package rdrobust.
14Within the bandwidth 20km at each side of the boundary, a total of 1,325 observations

(<10% of our sample) are villages that are included more than once.
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as proposed by Cattaneo et al. (2020). Figure B.2 in the Appendix shows
visually that the density plot is fairly continuous around the cutoff. The
formal test of a discontinuity can be rejected, but only with the relatively
low p-value of 0.102. However, a battery of balance checks in Appendix
Table B.2—applying our SRDD design from eq. (3.1) to village-level socio-
economic and topographical variables—does not show any significant dis-
continuities around the future district boundaries.15 All 22 reported variables
develop smoothly across future district boundaries, reducing concerns about
endogenous border location.

Finally, we acknowledge that the timing of and reasons for each district split
are not exogenous. While this might bias a cross-sectional analysis, we be-
lieve this is not an issue in our setting: First, in our main specification we only
compare neighboring villages that appear on two sides of the same border
before and after a split. Second, previous literature has shown that district-
level correlates of deforestation such as forest cover in 2000, GDP and ethnic
conflicts are not significantly related to the exact timing of the split, allevi-
ating concerns regarding structural differences across time (Burgess et al.,
2012; Alesina et al., 2019). And lastly, endogenous differences across the two
districts resulting from a split, for example in their ethnic composition (Fi-
trani et al., 2005; Pierskalla, 2016; Bazzi et al., 2021b), are less of a concern.
Results from balance checks discussed above lead us to assume continuity
along unobserved dimensions (like village-level ethnic composition) as well.

3.5 Results

3.5.1 Main results

To investigate the dynamic effects of the district splitting process, we rely on
yearly deforestation rates before and after each split as dependent variables
in equation (3.1).16 Figure 3.4 plots the estimates from 15 individual regres-
sions, assessing deforestation starting five years before administrative splits
occurred to up to nine years after. The results are based on our preferred
specification relying on a linear fit, split-ID fixed effects, and controlling for

15We test the continuity of land-use characteristics in 2000 (forest cover, oil palm area,
built-up settlement extent), geographic factors (altitude, coastal indicator, distance to nearest
city by type), rural location, and initial conditions in 2000, including population size, socio-
economic characteristics, and access to public services.

16Early and late splits lack information for pre- and post-split years, respectively, reducing
the sample size at lags or leads of higher order (cf. Appendix Figure B.1).
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initial ecological conditions. The results show that deforestation starts to sig-
nificantly decrease in future child districts already up to two years before the
split was actually implemented. Decreases in deforestation persist until up
to three years after the split, but estimates get closer to zero over time, show-
ing no statistical difference between mothers and children four years after
the split. Thus, the pace of deforestation picks up in child districts in the
long-run and catches up with that of mother districts over time.17

FIGURE 3.4: Dynamic SRDD effects: Deforestation

Note: The figure displays treatment coefficients η from separate regressions (eqn. (3.1))
that pool village observations based on their temporal distance to the district split year
(denoted by “split”). The dependent variable measures deforestation in that given year,
transformed by the inverse hyperbolic sine. The sample consists of villages whose cen-
troids lie within a fixed bandwidth of 20km around the 115 district split boundaries.
The SRDD relies on a linear fit. The graph displays 90% confidence intervals with stan-
dard errors clustered at the split level. */**/*** denote significance levels at 10/5/1%
respectively.

Table 3.1 collects these results by focusing on the years around the official
district split—from three years before up to three years after the split. It
shows SRDD results that estimate the difference between average deforesta-
tion rates among neighboring villages located in a child and a mother dis-
trict before the split (in panel A) and after the split (in panel B). The results
again rely on a linear fit but introduce fixed effects and controls step-wise.

17Table B.3 in the Appendix aggregates deforestation into three-year intervals and shows
no significant differences between neighboring villages from the fourth year after the split,
nor in forest cover at the end of our sample period in 2018.
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While column 1 reports the basic SRDD without any further controls, col-
umn 2 absorbs all macro-region-level shocks over time by introducing island-
year fixed effects. Column 3 relies instead on split ID fixed effects, which
restricts the comparison to villages that are located in the neighborhood of
each split, controlling away all spatio-temporal variation at a district scale,
whereas columns 4 and 5 also control for initial forest cover and altitude.

TABLE 3.1: SRDD effects: Deforestation in child vs. mother
districts

(1) (2) (3) (4) (5)

Panel A: Dep.: asinh Pre-split mean deforestation

Child -0.816*** -0.549*** -0.498*** -0.483*** -0.652***
(0.271) (0.199) (0.187) (0.166) (0.175)

Bandwidth 20 20 20 20 15 (42)
Observations 14,320 14,320 14,320 14,319 10,617
Adj. R2 0.004 0.165 0.297 0.396

Panel B: Dep.: asinh Post-split mean deforestation

Child -0.566** -0.405* -0.404** -0.390** -0.568***
(0.237) (0.211) (0.200) (0.151) (0.172)

Bandwidth 20 20 20 20 13 (35)
Observations 14,320 14,320 14,320 14,319 9,670
Adj. R2 0.004 0.215 0.355 0.472

Island-year FE No Yes No No No
Split-ID FE No No Yes Yes Yes
Controls No No No Yes Yes

Note: The dependent variable is the average deforestation within three years
before (Panel A) and from to three years after (Panel B) the split, transformed
by the inverse hyperbolic sine. Child is a binary indicator for villages located
in the new child district. The sample consists of villages whose centroids lie
within a fixed bandwidth of 20km around the 115 district split boundaries. The
bandwidth in column 5 is determined using an RBC estimator (Calonico et al.,
2014). The SRDD relies on a linear fit. Controls include village altitude and for-
est cover in 2000. Standard errors are clustered at the district split ID. */**/***
denote significance levels at 10/5/1% respectively.

Across all specifications, child villages consistently experience statistically
significantly lower deforestation rates than mother villages before as well as
after the split. This difference is also considerable in economic terms: In our
preferred specification in column 4, villages in child districts deforest 32–38%
less than neighboring villages in mother districts.18 Compared to the mean
annual deforestation rate of 1.5% in our sample, it implies that the defor-
estation rate is around 0.5 percentage points lower in child districts. Results
in this specification are based on a fixed bandwidth of 20km. Alternative

18Percentage changes in the outcome variables after regressing on binary variables are
equally interpreted as in Log-binary variable regressions: eβ − 1 (Halvorsen et al., 1980;
Bellemare et al., 2020).
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specifications that rely on RBC-based bandwidths (in column 5) yield larger
estimates.

The results are robust to using different specifications and outcome defini-
tions. Estimates remain significant with somewhat larger effect sizes when
fitting the data with a local quadratic polynomial (cf. Table B.4 in the Ap-
pendix). Results are furthermore robust when choosing alternative fixed
bandwidths (cf. Appendix Figure B.3), as estimates remain significant at the
10% level for distances between 5 to 30km. Lastly, we run placebo regres-
sions, artificially shifting borders up to 40km away from the actual bound-
aries. If the new administrations influence deforestation discontinuously
only at the realized border, choosing other cutoffs in close neighborhood
should lead to zero effects. Figure B.4 in the Appendix confirms this by show-
ing insignificant and close to zero estimates for all placebo cutoffs.

3.5.2 Mechanisms

Our results document a temporary deceleration of deforestation in child dis-
tricts as compared to mother districts, identified by a discontinuity at the
newly established boundary. After splits, neighboring villages fall under
the sphere of influence of new district administrations, so that these differ-
ences might reflect changing incentives to protect the remaining forest. How-
ever, our results show very similar decreases in the deforestation rate already
in anticipation of district splits, which cannot yet be attributed to decisions
made by the new district administrations. In this section, we analyze the in-
terplay of different incentives induced by altered cost-benefit considerations
before and after the split, focusing on how they affect the behaviour of both
mother and child governments with regard to land-use decisions.

Immediate land-use rents Theory suggests that if forest conversion yields
large immediate rents—e.g., through the sale of land-use licenses (Burgess et
al., 2012) or wood products—mother governments have an incentive to try
to extract as many resources as they can from the soon-to-be-lost areas. This
would lead to a surge in deforestation rates on the area of the child district as
soon as a district split is expected, which usually precedes the actual split by
a few years. The results observed in Figure 3.4 speak against this hypothesis:
Deforestation in areas that will belong to child governments after the split
decelerates already before the jurisdictional change, showing no evidence for
mother governments overusing the future child district’s forestry resources
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in anticipation of a split. From the moment the split actually materializes, the
rights to exploit forestry resources shift to the new child government for the
same area. However, we also do not observe increased deforestation rates
in the immediate aftermath of the split. Taken together, the deceleration of
deforestation both before and after the split suggests that prospective benefits
from short-term resource rents are over-compensated by other factors.

Medium-term land-use rents If deforestation is mainly driven by invest-
ments to expand agricultural production instead, then administrative deci-
sions to support deforestation must follow a medium-term cost-benefit anal-
ysis. In consequence, the mother district’s government will abstain from fos-
tering land-use change in the soon-to-be lost areas and prefer to support agri-
cultural development within its own remaining area. Starting when the wish
for a new split is announced, medium-term rent considerations will create a
gap in land-use dynamics between mothers and child districts.

Indonesia’s decentralization reforms were accompanied by massive land-use
change that shaped medium-term land-use rents: Triggered by a global palm
oil boom, plantation area of oil palm increased from about 6% of village area
in 2000 to 9.2% in 2018. This expansion was among the major drivers of
deforestation in Indonesia. As oil palms take about three years to become
productive after planting, remotely sensed oil palm expansion data offers
us a useful opportunity to assess the role of medium-term agricultural rent
considerations. To verify whether changes in oil palm expansion contribute
to our findings, we rerun our main model in equation (3.1) with oil palm
area expansion as the dependent variable. Figure 3.5 displays how oil palm
area developed around the time of the splits. Estimates mirror the trends
observed for deforestation closely around the time of the district split as oil
palm expansion decelerates by around 20% in child villages already up to
three years before the split took place. This suggests that the mother districts’
unwillingness to promote agricultural development in the soon-to-be-lost ar-
eas contributes to forest protection in the short run, because costs associated
with such investment fall short of obtainable rents. Once the split has taken
place, the difference between villages at either side of the cutoff loses signifi-
cance and the pace of land-use change in villages located in the child district
catches up with that of the mother district. One explanation is that the new
child governments now face the incentive to promote oil palm conversion for
rent-extraction on their area as well.
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FIGURE 3.5: Dynamic SRDD effects: Expansion of oil palm area

Note: The figure displays treatment coefficients η from separate regressions (eqn. (3.1))
that pool village observations based on their temporal distance to the district split year
(denoted by “split”). The dependent variable measures new oil palm area in that given
year, transformed by the inverse hyperbolic sine. The sample consists of villages whose
centroids lie within a fixed bandwidth of 20km around the 115 district split boundaries.
The SRDD relies on a linear fit. The graph displays 90% confidence intervals with stan-
dard errors clustered at the split level. */**/*** denote significance levels at 10/5/1%
respectively.

Constituencies’ preferences While the pre-split decline in land-use change
points toward strategic divestment on the side of the mother district, the
post-split decline could also result from socio-political considerations. For
the period after the split, decreases in deforestation could have been espe-
cially pronounced in places where decentralization has led to a better match-
ing of preferences between district administrations and their constituencies.
In this scenario, excess deforestation would come at a political cost for elected
leaders. To verify this hypothesis, we investigate the role of decreasing eth-
nic heterogeneity, which has been proposed as a main mechanism behind
the improvements of public service delivery and deforestation reductions in
Indonesia (Alesina et al., 2019). Using data from the 2010 national census,
we construct ethnic fractionalization measures, as proposed by Alesina et al.
(2003), both in the mother and child district. In our sample, average fraction-
alization is 0.57—a comparably large value, mirroring Indonesia’s ethnically
diverse population. This value decreases on average by about 1.1 points or
2% in the child districts after the splits. Table 3.2 augments our main model
with a binary variable identifying splits that resulted in a more homogeneous
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population in the child districts.19 If the theory holds, we would expect de-
forestation to decrease by more in the aftermath of a split if it resulted in a
more homogeneous population. Although the interaction term is negative,
we do not find statistically significant differences between child districts that
became ethnically more homogeneous after the split. It therefore seems that,
in contrast to Alesina et al. (2019), the decline in forest losses after a dis-
trict split cannot be linked to the mechanism of constituencies’ preferences.
This is also in line with results presented in column 6, which do not show
long-term improvements in forest conservation that would corroborate such
a mechanism.

TABLE 3.2: SRDD effects: Heterogeneities by ethnic composition

Dependent: ln Mean deforestation Forest cover

Period Pre 6-4 Pre 3-1 Post 0-3 Post 4-6 Post 7-9 in 2018
(1) (2) (3) (4) (5) (6)

Child -0.148 -0.319 -0.337 0.112 0.101 -0.132
(0.439) (0.251) (0.214) (0.216) (0.189) (0.084)

Child × Decrease in 0.380 -0.226 -0.103 -0.429 -0.333 0.035
ethnic fractionalization (0.511) (0.326) (0.299) (0.317) (0.325) (0.147)

Split ID FE Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
Observations 4,695 12,822 12,822 12,822 12,822 12,822
Adjusted R2 0.410 0.385 0.460 0.453 0.462 0.635

Note: The dependent variable is average deforestation in the years indicated, transformed by the inverse
hyperbolic sine. Child is a binary indicator for villages located in the new child district. Decrease in eth-
nic fractionalization identifies villages in which the child district’s ethnic fractionalization is smaller than the
fractionalization of the original district. The sample consists of villages whose centroids lie within a fixed
bandwidth of 20km around the 115 district split boundaries. The SRDD relies on a linear fit. Controls include
village altitude and forest cover in 2000. Standard errors are clustered at the district split ID. */**/*** denote
significance levels at 10/5/1% respectively.

Administrative incapacity A temporal administrative incapacity among
new child districts could also influence land-use change dynamics after dis-
trict splits. Monitoring and enforcement institutions might take some time to
set up, which could increase illegal deforestation, especially in regions that
are more remote and hence incur higher costs of monitoring and enforce-
ment. However, deforestation could be also reduced if the new administra-
tions are slow to start promoting regional development right after the split.
Again, remoteness could play a moderating role in this process. To test this
mechanism we create a binary variable that identifies splits in which the dis-
tance of child villages to their new capital is reduced by more than the sample

19This is the case for 51 out of 99 splits. We cannot compute changes in ethnic composition
for 16 splits for reasons of data availability.
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median.20 Columns 1 and 2 in Table 3.3 display results from interacting the
treatment variable in our main model with this measure. If monitoring and
enforcement of forest conservation is the main driving force behind the dif-
ferences in land-use change, we would expect an increase in deforestation
in places that are relatively more remote from the perspective of the newly
formed child districts as the costs of monitoring increase in distance. By con-
trast, we would expect relatively more favourable deforestation dynamics
in areas that became less remote after the district split due to a larger ease
of monitoring. There is no evidence for either of these hypotheses: (1) De-
forestation does not increase but even significantly declines in the relatively
more remote areas after the district split; and (2) the interaction effect is pos-
itive (and insignificant), which does not show more beneficial deforestation
dynamics in places that become relatively less remote after the split.

TABLE 3.3: SRDD effects: Heterogeneities by closeness to the new political center

Dependent: ln Mean deforestation ln Mean new settlement area

Period Pre 3-1 Post 0-3 Pre 3-1 Post 0-3 Pre 3-1 Post 0-3
(1) (2) (3) (4) (5) (6)

Child -0.626*** -0.559*** -0.280 -0.243 -0.510* -0.521**
(0.211) (0.198) (0.216) (0.164) (0.288) (0.200)

Child × Large decline in 0.278 0.373 0.757* 0.893***
distance to capital (0.351) (0.290) (0.403) (0.334)

Split ID FE Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
Observations 14,319 14,319 14,299 14,299 14,299 14,299
Adj. R2 0.399 0.474 0.398 0.456 0.399 0.456

Note: The dependent variable in columns 1 and 2 (3 to 6) is average deforestation (expansion in settlement
area) in the years indicated, transformed by the inverse hyperbolic sine. Child is a binary indicator for vil-
lages located in the new child district. Large decline in distance to capital is a split-level binary variable measuring
whether the villages’ average decline in distance to their capital cities lies above the median. The sample con-
sists of villages whose centroids lie within a fixed bandwidth of 20km around the 115 district split boundaries.
The SRDD is relies on a linear fit. Controls include village altitude and forest cover in 2000. Standard errors
are clustered at the district split ID. */**/*** denote significance levels at 10/5/1% respectively.

The formation of new economic and political centers In addition to the
new orientation to political centers, villages in some splits also find them-
selves close to quickly developing and increasingly urbanizing centers, while
others move towards the new peripheries of the district, resulting in diverg-
ing deforestation pressures. Columns 3 to 6 in Table 3.3 investigate the re-
lationship between district splits and urbanization using remotely sensed
yearly human settlement expansion measures. On average, we do not ob-
serve significant discontinuities in settlement dynamics across villages at the

20On average, the distance to the new capital in the child district is 42km closer than that
to the original mother district (cf. Appendix Table B.1).
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new boundary (columns 3–4). However, interacting the treatment indica-
tor with a binary variable that distinguishes between splits in which villages
ended up closer than the median to their new capital than before, reveals
divergent effects (columns 5–6). While these dynamics appear already in an-
ticipation of the district split, the relationship is only marginally significant.
After the split, villages in districts that are not experiencing a larger reduction
in the distance to their administrative centers—and hence remain similarly
peripheral as they were before—experience a substantially smaller relative
decline in urbanization than their immediate neighbors. By contrast, urban-
ization increases in villages that move relatively closer to an administrative
center—and hence become more central. These results lend further empirical
support to the argument that new capitals trigger localized economic booms
(Fitrani et al., 2005; Grossman et al., 2014; Thung, 2019; Bluhm et al., 2021).
In summary, while new political centers accelerate urbanization in their close
proximity, administrative incapacity could be delaying the same process in
more remote areas, resulting in a reduction in deforestation. Close to cities,
the economic effects of a new political center push deforestation pressures
up, cancelling out the unintended forest conservation impacts of administra-
tive incapacity.

3.6 Conclusion

In recent decades, Indonesia underwent wide-sweeping decentralization re-
forms that led to a considerable sub-national government fragmentation. Re-
lying on a spatial regression discontinuity design, we show that the cre-
ation of over 100 new districts temporarily slowed down deforestation in the
newly formed jurisdictions. An analysis of deforestation dynamics around
the time of the splits suggests considerable anticipation effects that also trans-
late into relatively lower deforestation rates in new districts up to three years
before administrative splits. In the medium run, however, deforestation rates
equalize at the boundary of mother and child districts, resulting in no differ-
ences in the remaining forest cover on both sides of the boundary in the long
run.

The results point to a strategic investment behavior by existing governments
that maximize medium-run revenues. Deforestation and oil palm area ex-
pansion both slow down in areas that will become part of the new jurisdic-
tion even before splits officially take place, suggesting that local governments
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in the mother districts decelerate land-use change in these areas in expecta-
tion of losing the future economic rents from this process. However, defor-
estation rates at the boundaries of newly formed districts equalize over time
once the new child districts build up enough capacities to foster agricultural
expansion of their own. In addition, we do not find evidence for lower de-
forestation in more ethnically homogeneous child districts, and thus cannot
confirm that the mechanism of better matching constituencies’ preferences
translated into sustained long-term forest protection. On the contrary, our
results lend credibility to the interpretation that the slump in deforestation
rates is likely related to a temporary administrative incapacity effect that
slows down the profitable land-use investments in the short run.

Such anticipatory land-use decisions before jurisdictional adjustments have
not yet been empirically documented. This mechanism thus provides an-
other perspective on the process of government fragmentation at the sub-
national level, adding an unintended positive consequence for the protection
of forests. Even a temporal decline in deforestation rates holds the potential
to transform a local economy and make it more environmentally sustainable.
Central governments, NGOs, and other policy makers might consider offer-
ing additional incentives for new district administrations to protect natural
forests, before they build up a development strategy that relies on agricul-
tural expansion.

Our results also pose questions that are beyond the scope of this paper: Given
that political budget cycles play a major role in Indonesia (Sjahrir et al., 2013;
Kis-Katos et al., 2017; Cisneros et al., 2021), an analysis of the interplay of
the observed effects with local elections could provide additional insights.
This is particularly relevant as public office is seen as a means to capital-
ize on successful but costly election campaigns (Pierskalla, 2016), whereby
medium-run land development can help to generate the needed revenues.
Finally, our results raise the question about anticipatory strategies and ad-
ministrative incapacity effects that go beyond land-use decisions. District
splits could also yield negative externalities in other policy areas. The qual-
ity of public services—impacting among others education, health, infrastruc-
ture, or social equity outcomes—could similarly worsen before and after the
splits. Additional research in this area could help to better understand the
potential dynamic effects of district splits. Such further analyses could es-
pecially highlight further the trade-offs of the district splitting process as its
short-term and long-term effects may not be fully aligned.
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Chapter 4

Confined to Stay: Natural Disasters
and Indonesia’s Migration Ban

Andrea Cinque and Lennart Reiners1

Abstract

This paper investigates the impacts of international migration restrictions on
communities’ ability to absorb income shocks in the aftermath of natural dis-
asters. We exploit the implementation of an emigration ban on Indonesian
women as a natural experiment. After a series of violent assaults against
female servants in Saudi Arabia, the Indonesian government issued a mora-
torium in 2011, thus preventing millions of women from migrating there as
domestic workers. Relying on the exogenous timing of the ban and that of
natural disasters, we estimate the causal effect of the absence of international
migration as an adaptive strategy. We use a panel of the universe of Indone-
sian villages in a triple difference strategy to compare poverty levels in the
aftermath of natural disasters in villages whose main destination is Saudi
Arabia as opposed to others, before and after the policy shock. We find that
in villages with strong ex-ante propensity to migrate to Saudi Arabia, poverty
increases by 13% after the ban in face of natural disasters, exacerbating the
already severe consequences of these events.

1The study is currently under revision and has been published as CESifo Working Paper
No. 9837, available here.

https://www.cesifo.org/en/publications/2022/working-paper/confined-stay-natural-disasters-and-indonesias-migration-ban
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4.1 Introduction

In the coming decades, climate change will exacerbate the frequency of ex-
treme weather events such as floods, droughts and heat waves, affecting
livelihoods in manifold ways (Jones et al., 2016; FAO, 2018; IPCC, 2021). The
role of international migration as a coping strategy is becoming increasingly
important: By 2050, the predicted number of climate refugees is estimated to
reach hundreds of millions (Rigaud et al., 2018). These developments pose
challenges for governments in both sending and receiving countries around
the world. Historically, climate-induced migration has been little restricted
because it mainly consisted of a within-border phenomenon (Cattaneo et al.,
2019b) or legal hurdles to move across countries were loose (Spitzer et al.,
2020). However, recently countries have been putting more emphasis on
selective migration, resulting in more complex and restrictive regulations
(Beine et al., 2016; Rayp et al., 2017; Haas et al., 2018). As shown in Figure
4.1, this trend suggests future scenarios where international migration will
be further constrained, potentially undermining its role as a major coping
strategy to climate change.

This paper examines how natural disasters affect poverty in a scenario where
international emigration is heavily restricted. We exploit a unique natural
experiment: The sudden implementation of an emigration ban in a country
where 7% of the workforce was employed abroad (World Bank, 2017). Af-
ter repeated cases of abuse and a death sentence for domestic workers in
Saudi Arabia, the Indonesian government entirely banned the emigration of
women who wanted to work there as domestic workers. This ban affected In-
donesian villages to very different degrees due to heterogeneous destination-
specific migration networks. We investigate whether restricting emigration
deprived villages of their capacity to absorb income shocks induced by nat-
ural disasters, a widespread phenomenon in the country. The moratorium
eliminated the possibility for Indonesians to emigrate to what was the sec-
ond top destination country. In consequence, we show this inhibited an im-
portant adaptation strategy to natural disasters.

This paper is among the first to provide causal evidence of the effect of mi-
gration restrictions in the context of extreme climatic events.2 We conduct
our analysis in a highly localized setting for the universe of around 70,000

2Existing studies approach the relationship between tighter border restrictions and com-
munities’ climate-resilience either descriptively (McLeman, 2019) or theoretically (Ben-
veniste et al., 2020; Burzyński et al., 2021).
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FIGURE 4.1: Number of new restrictive immigration policies
implemented worldwide
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Note: Data taken from the DEMIG Policy Database (Haas et al., 2015).

Indonesian villages for the period 2005–2014. Our disaggregated data allow
us to exploit: (i) Spatial variation in the main destination country of inter-
national emigrants across Indonesian villages; (ii) the exogeneity of natural
disaster events, conditional on village fixed effects; and (iii) the implemen-
tation of an unexpected national emigration ban that affected emigration to
one top destination country, but not others. Taken together, this allows us
to causally estimate the effect of the moratorium in a triple difference (DDD)
setting. We therefore compare the poverty levels of villages with migration
links to Saudi Arabia—i.e. villages where the majority of emigrants went to
in 2005—with the remaining villages, this depending on whether they were
hit by natural disasters, before and after the moratorium was introduced in
2011.

This triple difference strategy overcomes several potential biases by fully sat-
urating the estimation with all possible interaction terms. It allows control-
ling for time-varying changes in villages with migration links to Saudi Ara-
bia, group-specific historical propensity to disasters and changes in resilience
to natural disasters common to all villages. This way, we isolate the causal
effect of natural disasters on villages more vulnerable to the introduction of
the ban, i.e. those with migration links to Saudi Arabia. As the central pre-
requisite for causal identification, we follow Olden et al. (2022) in showing
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that the parallel trend assumption holds in the context of our triple difference
model.

In our findings, we first demonstrate that villages with ex-ante migration
ties to Saudi Arabia experienced a drastic reduction in international emigra-
tion. After the moratorium, the stock of overseas workers decreased by more
than 30% compared to villages whose migratory networks were not affected,
highlighting the importance of persistent migration networks (McKenzie et
al., 2010). After the ban was implemented, these villages experienced a 13%
increase in poverty once hit by natural disasters. Distinguishing between dis-
aster types, we find that floods have the most devastating effect on poverty.
Restrictions on emigration therefore further amplify the already significant
implications for livelihoods induced by such catastrophic events. Estimates
hold under manifold robustness checks, including alternative measurements
of poverty and disasters, sub-sample adjustments, placebo regressions and
falsification tests.

Internal migration is known to be an important response to climate-induced
income shocks (Hornbeck, 2012; Marchiori et al., 2012; Kubik et al., 2016;
Gröger et al., 2016; Dallmann et al., 2017; Kleemans et al., 2018). We find that
substitution to internal migration only partially overcomes the effect of a lack
of international migration: Poverty rises despite an increase in internal mi-
gration in affected villages after natural disasters. One potential explanation
lies in villages’ heterogeneous dependency on international emigration. We
show that villages that rely ex-ante most heavily on workers abroad are those
who suffer the most from the combined effect of the ban and natural disas-
ters. Splitting the sample into terciles of ex-ante dependency on international
migration, we find that communities least dependent are the most resilient
while those in the middle manage to overcome these shocks by substituting
for domestic migration.

We identify two mechanisms underlying our results. First, as the emigra-
tion ban caused an unexpected availability of female unskilled individu-
als, this potentially had repercussions on local labor markets. Research has
shown that these extra workers were absorbed by the large demand of work-
force in rice fields (Makovec et al., 2018). Exploring this channel, we show
that poverty increased most drastically in villages with economies geared
towards rainfed rice production: These villages lose the capacity to absorb
workers once struck by natural disasters, in particular extreme floods. Sec-
ond, we identify remittances to play a crucial role as an adjustment strategy.
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Indonesian workers in Saudi Arabia tended to remit more than those living
in other countries before the ban was introduced. A simple back-of-the enve-
lope calculation suggests an increase of 8–10% of households in poverty due
to the lack of remittances.

Our results are in line with studies showing that migration and remittances
reduce disaster-induced income shocks. In a scenario where international
migration is regulated but still viable, affected individuals can decide to
move abroad to cope with natural disasters. Households can diversify their
climate-induced income shock risks through ex-ante migration decisions
(Stark et al., 1991; Kleemans, 2015) or ex-post by means of remittances (Yang
et al., 2007; Blumenstock et al., 2016; Gröger et al., 2016; Giannelli et al.,
2022). Related to our paper, Mbaye et al. (2017) show that migration and
remittances reduce poverty rates particularly in disaster-affected countries.
Our study contributes to this literature by analyzing the role of international
migration in a setting where it is heavily restricted. We reach similar con-
clusions, but from the opposite and therefore novel perspective: The drastic
reduction of migration and remittances makes communities more vulnerable
to natural disasters.

This paper expands the literature on the nexus between climatic events and
international migration. The existing evidence is mixed: Some studies show
a positive link (Gray et al., 2012; Backhaus et al., 2015; Coniglio et al., 2015;
Drabo et al., 2015; Mahajan et al., 2020; Giannelli et al., 2022), others find there
is no association or heterogeneous mobility responses (Beine et al., 2015; Cai
et al., 2016; Cattaneo et al., 2016; Bazzi, 2017; Gröschl et al., 2017; Martínez
Flores et al., 2021; Bertoli et al., 2022). In some contexts, migration even di-
minishes because of climatic shocks at the origin (Halliday, 2006; Yang et
al., 2007). One challenge in addressing this question is to empirically estab-
lish a causal link: Although extreme climatic events are exogenous, omitted
biased responses could be correlated with both migration and natural dis-
asters. We overcome these concerns by exploiting a national policy shock
affecting only international migration, introduced with the purpose of pro-
tecting Indonesian domestic workers abroad and thus plausibly uncorrelated
with local village characteristics. In addition, the ban unilaterally affects one
important destination country but leaves others unaffected, thereby creating
a natural control group.
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Finally, this paper relates to the few studies on the effect of restrictive mi-
gration policies on development outcomes at origin.3 Theoharides (2020)
exploits an immigration ban from Japan on Filipino migrants, finding that
the policy decreased income in sending communities. More closely to our
paper, Makovec et al. (2018) study the effect of the Saudi Arabia ban on labor
market outcomes in Indonesia. The authors find no effect on unemployment,
but rather a shift towards the agricultural and informal sector. While we ex-
ploit the same policy shock, our study combines it with natural disasters—an
additional natural experiment—it uses more granular data and focuses on a
notably different outcome. We reconcile their findings as one of the mecha-
nisms behind the observed poverty increases.

The paper is organized as follows: Section 4.2 outlines the context of our
study, followed by a description of data and empirical strategy in sections 4.3
and 4.4. Results, mechanisms and extensive robustness checks are discussed
in section 4.5. Section 4.6 concludes.

4.2 The Indonesian context

4.2.1 Natural disasters

Indonesia is extremely prone to climate change-induced disasters and nature-
borne risks across its entire territory. It ranks 38th worldwide in terms of
natural disasters susceptibility in the World Risk Report (Aleksandrova et
al., 2021). According to global disaster database EM-DAT, the most com-
mon mass disasters in Indonesia since 1999 have been floods, earthquakes,
landslides and volcanic activity (Guha-Sapir et al., 2021). Climate change-
induced disaster such as prolonged periods of drought or rain-induced inun-
dations have been on the rise since 2000 (BNBP, 2020). The 2014 Indonesian
village-census PODES indicates that more than 40% of villages were affected
by at least one disaster event over the previous three years, illustrated in the
Appendix Figure C.1.

Among others, climate change-related disasters such as floods, droughts and
heat waves can adversely affect crop yields. In a recent overview, the IPCC
outlines that large swaths of crop lands may become barren over the next

3Existing studies have focused on the effects of selective migration restrictions on human
capital formation at origin (Beine et al., 2008; Chand et al., 2011; Gibson et al., 2011; Batista
et al., 2012; Shrestha, 2017).
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decades (IPCC, 2019). Indonesia is no exception: The costs incurred by cli-
mate change already amounted to 1.4% of GDP in 2016, the majority of which
resulted from agricultural productivity losses (Hecht, 2016). Indonesians
from rural areas are therefore increasingly looking for other income opportu-
nities to cope with these challenges. One common coping strategy involves
migrating away from rural areas. Studies show that one of the major migra-
tory push factors is climate change, either directly or indirectly through the
loss of livelihood.4 For example, it is estimated that the 2004 Indian ocean
tsunami alone left 500 thousand Indonesians internally displaced (Gray et
al., 2014).

4.2.2 International migration

Migration both within and outside Indonesia’s borders has always played
a vital role in shaping the country’s development. According to estimates
of the World Bank (2017), around nine million individuals, corresponding
to nearly 7% of the country’s labor force, were employed abroad in 2016.
Most legal migrants leave through formal migration intermediaries and stay
abroad for two to three years (Bazzi et al., 2021a). Historically, the main des-
tination countries of Indonesian migrants have been Malaysia, Saudi Arabia,
Singapore and Hong Kong as depicted in the Appendix Figure C.2.

A key characteristic in Indonesia’s emigration patterns is the strong hetero-
geneity in villages’ migration networks with certain countries. These ties are
deeply rooted in villages’ ethnic composition and hence tend to be sticky
over time (Bazzi, 2012). For example, overseas workers from villages with
a greater share of households of ethnic Arab origin have a greater propen-
sity to emigrate to Arab countries as compared to destinations in South-East
Asia. Migration agencies provide region-specific information, skill training
and financing for migrants, further strengthening migration ties (Spaan et
al., 2018). For an individual’s choice among migratory destination countries,
these networks are known to play a major role.

Indonesia is one of the few countries in the world that exhibits a higher in-
ternational migration rate of women as compared to men as displayed in the
Appendix Figure C.2. The share of documented female emigrants increased
from 56% in 1996 to 78% in 2004, a phenomenon generally attributed to a
rapid increase in the demand for foreign female unskilled workers in the

4See for example Flavell et al. (2020) for a recent literature review or Bohra-Mishra et al.
(2014) and Thiede et al. (2017) for an analysis in the Indonesian context.
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Middle East (IOM, 2010). In Saudi Arabia, for example, 84% of Indonesian
emigrants were women in 2005. In these countries, immigrants are mainly
employed as domestic workers and therefore educational requirements are
low (World Bank, 2017).

Around 72% of Indonesian emigrants come from rural areas (World Bank,
2017). These areas are also more vulnerable to agriculture-related income
shocks that affect migration decisions. Many low-skilled and informal work-
ers see international migration as an essential element of their livelihood
strategy and an entry point to formal work: Emigration increases their prob-
ability of having a formal work contract upon return (World Bank, 2017). In
addition, Indonesian women working abroad earn five times more on aver-
age than those who stay (Bazzi et al., 2021a). Migration can also positively
affect the income of household members at home through remittances. Cue-
cuecha et al. (2016) find that Indonesian households receiving remittances
exhibit lower levels of poverty compared to those without. The volume of
remittances sent differs significantly depending on the destination country:
Migrants living in Saudi Arabia tend to remit more than migrants in other
destination, despite earning on less on average (Bank Indonesia, 2009).

4.2.3 The moratorium: Indonesia’s emigration ban

With increasing numbers of domestic workers in the Middle East, the num-
ber of reported abuses and harassment of Indonesian women rose too. In
June 2011, Ruyati Binti Sapubi, an Indonesian maid in Saudi Arabia killed
her employer’s wife after suffering from repeated abuse. For this reason, she
was sentenced to death by beheading (The Washington Post, 2011). The event
caused a public outcry in Indonesia and provoked the government to step in
and issue a moratorium. Enacted in August 2011 and still in place today, the
moratorium bans all women from emigrating to Saudi Arabia as domestic
workers.5 Appendix Figure C.3 displays how the ban reflects in Indonesia’s
emigration flows, comparing Saudi Arabia to other countries. While Saudi
Arabia was the most important destination in 2005 accounting for 43% of all
emigrants, its share decreased to 11% after the ban in 2014.

5Similar restrictions have been gradually introduced to other countries: To the United
Arab Emirates and Qatar in 2013; to 21 countries mainly across the Middle East and North
Africa in 2015; and to Kuwait and Jordan already in 2009–10, however both countries only
play a minor role in Indonesia’s emigration as shown in Appendix Figure C.2.
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Issued at the national level, the moratorium affected all Indonesian women
wanting to emigrate to Saudi Arabia. However, given village-level hetero-
geneities in ethnic composition and migration networks, villages were af-
fected to highly varying degrees. These structural relationships also implied
that immediate substitution to other countries as a response was unlikely,
especially given the fact that the ban was gradually extended to similar des-
tination countries. No other destination experienced a large increase in In-
donesian immigrants after the ban as depicted in the Appendix Figure C.3.
Switching to illegal emigration to Saudi Arabia was not an option either. The
ban was strictly enforced and the sheer geographical distance between In-
donesia and the Saudi peninsula prevents the vast majority of workers to
emigrate undocumented (World Bank, 2017; Friebel et al., 2018).

4.3 Data

4.3.1 Indonesian village census

We compile a highly granular dataset of Indonesian villages including all ur-
ban and rural precincts from four waves of the administrative census PODES
(Potensi Desa). It is collected every three to four years and includes informa-
tion on village characteristics of the entire country. We use the PODES waves
of 2005, 2008, 2011 and 2014.6 PODES contains, among others, detailed infor-
mation on the stock of international out-migrants disaggregated by gender,
natural disasters and aggregate socio-economic variables.7 Across all waves,
2005 was the first census-year that collected information on the stock of inter-
national emigrants per village. Furthermore, it is the only wave to provide
information on the main migratory destination country by village, which we
use to identify villages with strong migration networks to Saudi Arabia.8

We also extract information on the occurrence of natural disasters, catego-
rized by disaster type and exact timing over the course of the three previous

6The year a given round is published includes data corresponding to the previous year.
PODES 2005, 2008 and 2011 therefore constitute pre-ban periods.

7The primary sources for the data were key informants within the village administration,
with additional information and validation provided by officials at the sub-district and dis-
trict levels (Bazzi, 2017). Appendix C.1.1 lists definitions and the precise wording of key
variables used.

8A limitation is that PODES does not provide a clear definition for “main" destination.
Our empirical specification will target potential endogenous misreporting or measurement
errors.
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years.9 Further variables taken from PODES include village population, the
incidence of social conflict, rural status and agricultural activities.

Our main outcome of interest is poverty. The village census reports the num-
ber of issued poverty letters (Surat Keterangan Tidak Mampu (SKTM)) in the
previous year, a measure used by literature in the Indonesian context (Mor-
gans et al., 2018; Krishna et al., 2021). SKTM are letters issued at the village
level, stating that the individual is poor and therefore eligible for social as-
sistance including access to free medical treatment, preference in scholarship
requests and basic food assistance, among others (Fiarni et al., 2013). These
letters have a validity of 6 months, but can be renewed upon request. Eli-
gibility criteria are based on the absolute poverty definition of individuals
falling behind the poverty line as established by the Indonesian Statistical
Office (BPS), outlined in Appendix C.1.2. Given that letters are issued by
the village administrators, the criteria are potentially porous due to different
interpretations (Fiarni et al., 2013). Besides addressing this potential issue
in our identification strategy, we provide direct evidence that poverty let-
ters are a suitable poverty measure. Using representative household-level
data, in Appendix C.1.3 we show that poverty letters are well targeted at the
poorest households. The probability of receiving poverty letters is greater
among households at bottom quintiles of consumption expenditure as well
as among those that are below the poverty line. In addition, we use two
alternative PODES-based poverty measurements derived from the census
rounds: The number of households living in slums as well people receiving
assistance for public health services.

4.3.2 Additional sources

We use weather station data from the Indonesian Meteorological, Climato-
logical and Geophysical agency (BMKG) as an alternative measure on vil-
lages’ past disaster experience. It provides information on stations’ precise
coordinates and the date of extreme weather events in terms of temperatures,
precipitation and wind speeds recorded.

Alternative sources to PODES for nationwide, time-variant village-level po-
verty data are scarce. One exception are poverty maps compiled by the

9Cameron et al. (2015) show that PODES correlates well with disaster records from other
sources. We also validate our results using alternative measures of natural disasters in our
robustness checks.
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SMERU Research Institute, which are commonly used by research on Indone-
sia (Edwards et al., 2020). Their approach combines administrative statistics
and household survey data from different sources to obtain poverty esti-
mates at the village level for 2010 and 2015 (Suhayo et al., 2005). We can
thereby verify our results with a further poverty measurement, the village-
share of households below the poverty line.

4.3.3 Village panel

We combine all data sources at the village level, Indonesia’s lowest admin-
istrative unit. To account for changing boundaries across time caused by
administrative splits, we link different census years and aggregate all data
to villages’ 2005 boundaries, our unit of observation. The resulting dataset
hence contains N = 67, 987 villages over the years 2005, 2008, 2011 and 2014.
Appendix Table C.1 provides basic summary statistics for all variables used
in our analyses.

FIGURE 4.2: Main destination country and natural disasters in
East Javanese villages

Note: Red dots represent centroids of villages that experienced at least one natural
disaster between 2003 and 2005. Main destination refers to the country where most
emigrants from a given village worked as of 2005. Data taken from PODES 2005.

Figure 4.2 maps villages in the province of West Java to illustrate the varia-
tion of our key variables. The majority of displayed villages had migration
networks with Malaysia, followed by Saudi Arabia. At the same, many vil-
lages in this region experienced natural disasters in the displayed period. We
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explore the spatial variation of both natural disasters and migration links to
different destination countries for our identification.

4.4 Empirical strategy

4.4.1 Natural experiment: The emigration ban

We investigate the effect of an international emigration restriction on com-
munities’ capacity to mitigate disaster-induced income shocks. To exploit
the emigration ban as a natural experiment, we first analyse whether the ban
significantly reduced the stock of international migrants in villages with mi-
gration ties to Saudi Arabia. Therefore we estimate an intention-to-treat (ITT)
effect according to initial migration networks in 2005. The rationale is that
villages with migration networks to Saudi Arabia in 2005 are more likely to
experience a stronger reduction in the number of out-migrants after the ban
was introduced in 2011. Therefore we estimate the following event-study
model:

Mvt = β1(T2005 × SAv) + β2(T2008 × SAv) + β3(T2014 × SAv)+

λXvt + δt + γv + ηpt + ϵvt,
(4.1)

where Mvt measures the stock of emigrants from village v in year t. SAv is a
binary variable indicating whether Saudi Arabia is a village’s main migratory
destination country in 2005. T are year dummies. Coefficient β1 to β3 capture
the yearly change of migration stocks in villages with Saudi Arabia as the
main destination country in 2005 against all other villages. Compared to
the excluded year 2011, we expect a decrease in migration stocks in 2014 for
villages with migration ties to Saudi Arabia, i.e. a negative β3.

Xvt controls for time-variant variables: Log of population and a binary vari-
able for conflict in the previous year. Time fixed effects δt capture shocks
common to the entire country. Village fixed effects (γv) control for time-
invariant observable and unobservable characteristics such as soil suitability,
propensity to be subject to natural disasters, cultural proximity with specific
destination countries and established migration networks. Lastly, (ηpt) ab-
sorbs province-specific linear time trends. Standard errors are clustered at
the village level.
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4.4.2 Identification: The triple difference

An effective migration restriction policy implies that villages with strong
Saudi Arabian migration networks experienced a larger reduction of out-
migrants after 2011. These villages could therefore be more vulnerable to
natural disaster-induced income shocks. To test this hypothesis, we run the
following triple difference regression, our main specification of interest:

Povertyvt = β1Dvt + β2SAv + β3Post2011t+

β4(Dvt × SAv) + β5(Dvt × Post2011t) + β6(SAv × Post2011t)+

β7(Dvt × SAv × Post2011t) + λXvt + δt + γv + ηpt + ϵvt,
(4.2)

where Povertyvt stands for the number of new poverty letters issued in vil-
lage v in year t = 2005, 2008, 2011 and 2014. Dvt is a binary variable for
villages’ disaster experience in the three years preceding t. Post2011t takes
the value one if t = 2014, and zero otherwise. As time-variant controls, Xvt

includes the inverse hyperbolic sine of the male emigrants stock, log of pop-
ulation and a binary variable for conflict events. Again, we add fixed effects
for year (δt) and village (γv) on top of province linear-time trends (ηpt). Ro-
bust standard errors are clustered at the village level.

We include interactions of all three binary variables analogous to standard
double difference models. Dvt × SAv controls for time-invariant heteroge-
neous responses to disasters in villages with Saudi Arabia as the main mi-
gratory destination country. Dvt × Post2011t captures natural disaster trends
that could spuriously affect the dependent variable after the ban. The interac-
tion SAv × Post2011t is essential to control for all observable and unobserv-
able factors influenced by the moratorium that could affect poverty, other
than being exposed to disasters. For example, it includes direct wealth shocks
due to foregone remittances and expected income from migrating as well as
common changes in population compositions due to altered migration pat-
terns. The interaction also captures differential labor market responses as
identified by Makovec et al. (2018): The increase in local labor supply by
those no longer able to migrate could push wages down and potentially in-
crease poverty. Finally, including the stock of international male migrants
as control variable is crucial. Some villages could substitute the outflow of
female domestic workers to Saudi Arabia with male emigration.
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4.4.3 Causal interpretation

Our identification derives from the triple interaction Dvt × SAv × Post2011t.
This term allows us to causally estimate the effect of natural disasters on
poverty in villages that could no longer rely on international migration to
Saudi Arabia as an adaptation strategy.

One potential threat to the identification stems from any potential anticipa-
tion effects of the ban. Would-be migrants could either anticipate the depar-
ture to Saudi Arabia or simply refrain from emigrating. At the same time, vil-
lage heads could ex-ante issue more poverty letters to cope with the foregone
income from diminishing remittances. These scenarios assume that village
heads and individuals possessed prior information on the national govern-
ment’s move to implement a ban. Even if this was true, the interaction term
SAv × Post2011t controls for this bias that would be common to all villages
with ties to Saudi Arabia. The only residual variation in the dependent vari-
able derives from natural disasters, quasi-random events once geographic
factors are controlled for by village fixed effects.

Village authorities could still over-report disaster events and issue more po-
verty letters to receive greater government transfers. To upward bias our
results, this would need to systematically happen in villages with links to
Saudi Arabia hit by disasters after 2011. To rule out this hypothetical sce-
nario, we adopt three strategies. First, we show that the main effect is robust
to controlling for the inflow of different transfer types from local and cen-
tral governments as well as foreign and private citizen aid. Secondly, we use
two alternative PODES-based variables to proxy poverty: (i) The number of
social health insurance cards (Askeskin) issued in year t-1, which Sparrow et
al. (2013) find to be well targeted to the poorest and most vulnerable indi-
viduals; and (ii) the number of households living in slums.10 Lastly, we use
poverty data external to PODES from SMERU, measuring the village-share
of individuals below the poverty-line. Self-reporting can analogously affect
our measurement of natural disasters, hence we also use alternative data pro-
vided by BMKG. Results for all alternative data sources are discussed in sec-
tion 4.5.4.

Although we argue that the moratorium date is unexpected, villages with
migration links to Saudi Arabia could follow different pre-trends in poverty

10In 2016, 29 millions Indonesians lived in slums with limited access to basic services like
sanitation and safe water (World Bank, 2016).
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rates. While in theory this should not be an issue for villages hit by exoge-
nous disasters, it could potentially violate the parallel trend assumptions for
villages vulnerable to the ban. We provide full evidence on pre-treatment
parallel trends in a triple difference context in section 4.5.3.

4.5 Results

4.5.1 Migration flows after the ban

We exploit the emigration ban on Saudi Arabia to causally estimate how
villages are able to cope with disaster-induced income shocks in a scenario
where international migration opportunities are curtailed. Our analysis re-
lies on the assumption that the ban was effective, therefore we first quan-
tify its impact on migrant stocks. Figure 4.3 plots the coefficients from the
event-study in equation (4.1), indicating that the ban’s impact on mobility is
considerable. With respect to 2011, the emigrant stock drops by 30% in vil-
lages with Saudi Arabia as main migratory destination in 2005. Figure 4.3
also shows that the female migrant stock in these villages catches up over
time until 2011. In a counterfactual scenario, the stock of female migrants in
Saudi Arabia would have increased further had it followed the same linear
growth rate of the period 2005–2011. This scenario suggests that the stock of
female migrants would have been larger than that of the comparison group
in 2014. However, estimates display a sharp u-turn: The drop in female mi-
grant stocks even amounts to 38% with respect to this scenario indicated by
the grey symbol x in 2014. The negative estimates for the years leading up
to 2011 reflect the growing importance of Saudi Arabia as destination coun-
try, which, we argue, would have further intensified had the ban not been
implemented. These results comfort our premise that using Saudi Arabian
migration ties in 2005 successfully singles out villages most affected by the
moratorium.

While the coefficients in Figure 4.3 do not follow parallel trends, there are
two reasons why this does not threaten our identification. First, a bias would
arise if the stock of female migrants was already decreasing before 2011, not
increasing as in this context. And secondly, the non-parallel trend does not
affect the causal interpretation of our results: The DDD estimator does not
require two but only one parallel trend assumption. We will show that the
only parallel trends assumption required holds in our baseline model further
below.
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FIGURE 4.3: The effect of the moratorium: Change in female
migrant stocks in villages with Saudi Arabia as main destina-

tion
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Note: Displayed coefficients capture the event-study in equation (4.1), i.e. the rela-
tive decrease in the inverse hyperbolic sine of female migrants’ stocks for villages with
Saudi Arabia as main destination country in 2005 vs. others, with 95% confidence in-
tervals. The vertical dotted line indicates the implementation of the ban in 2011, which
is also the baseline period. “x" indicates the value of female stocks in a counterfactual
scenario where it follows the linear trend from 2005–2011. The sample is restricted
to villages that indicate they have at least one Indonesian domestic worker abroad in
2005. Control variables include log(population), a conflict event binary indicator, vil-
lage and year fixed effects and province-time trends. Standard errors are clustered at
the village level.

4.5.2 Disasters and migration under the ban

A strong negative effect of the moratorium on migrant stocks could leave
villages dependent on migration to Saudi Arabia more vulnerable to climatic
shocks. This is where we introduce our main specification, with Table 4.1
presenting the baseline results. Columns 1–3 display the estimations of sim-
ple difference-in-difference (DD) models, where each double interaction is
shown in a separate regression. Out of the three two-way interactions, only
the double difference coefficient SA × Post2011 in column 1 is statistically
significant. This means that villages with migration ties to Saudi Arabia ex-
perience higher levels of poverty than all others after 2011. Potential expla-
nations are a deterioration in labor markets or an overall decrease in remit-
tances. Across all columns, the coefficient on disasters is statistically signifi-
cant, implying that the number of poverty letters increased by around 9% in
villages hit by natural disasters.
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TABLE 4.1: Average effect of disasters on poverty

Dependent Poverty cards

DD DDD

(1) (2) (3) (4)

Disaster 0.085*** 0.086*** 0.093***
(0.008) (0.008) (0.009)

SA × Post2011 0.062*** 0.015
(0.020) (0.027)

Post2011 × Disaster -0.011 -0.028*
(0.014) (0.015)

SA × Disaster -0.025 -0.055**
(0.020) (0.023)

SA × Post2011 × Disaster 0.118***
(0.039)

Village FE Yes Yes Yes Yes
Time FE Yes Yes Yes Yes
Province-time trend Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Observations 268,194 268,194 268,194 268,194

Note: Poverty letters is transformed by the inverse asymptotic sine (asinh). Control
variables include asinh(male migrants), log(population) and a conflict event binary
indicator. Robust standard errors are clustered at the village level and reported in
parentheses. */**/*** denote significance levels at 10/5/1% respectively.

Column 4 shows results of the DDD model. The interaction term SA ×
Disaster is significant and negative. It implies that villages with Saudi Ara-
bian migration networks tend to cope better with natural disasters. Poten-
tially, this is due to the fact that migrants in Saudi Arabia remit more on
average than those working in other destination countries (Bank Indonesia,
2009). Estimates of the interaction Post2011 × Disaster suggest that all vil-
lages tend to cope better with disasters in 2014 than before. One conceivable
explanation is that disaster prevention systems have improved over time.
Lastly, the interaction SA × Post2011 is no longer significant, hence the triple
interaction almost entirely explains its coefficient from column 1. The triple
interaction is positive and significant, with a coefficient of 0.118.11 To inter-
pret this effect, we compute marginal effects: Villages with migration links to
Saudi Arabia hit by natural disasters experience a poverty increase by 13%
after the ban was introduced in 2011. Results are also qualitatively similar
when we consider the number of natural disasters experienced by villages as
reported in the Appendix Table C.3.12

11This coefficient is robust to the choice of different control variables as displayed in the
Appendix Table C.2.

12This sample does not contain the census wave 2005 for lack of data on the number of
disasters per village. Results for the extensive margin are robust to restricting the sample to
2008–2014 census waves (not shown).
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4.5.3 Parallel trends

As a prerequisite for the causal interpretation of our findings, we show that
the pre-ban parallel trend assumption holds. The DDD estimator requires
only one parallel trend assumption instead of two, because common biases
between the treatment and control group are partialled out by a first dif-
ference (Olden et al., 2022). In our context, the treatment group consists of
villages with migration ties to Saudi Arabia and the control group of villages
with migration ties to other countries and those without migrants in 2005.

To demonstrate that the pre-ban parallel trend assumption holds, we follow
three steps: (i) Within the treatment group, we subtract poverty levels of vil-
lages struck by disasters from those without disasters, before 2011; (ii) we
perform the same step for villages in the control group; (iii) we show that
the two differences obtained follow the same trend before the ban. Panel (A)
in Figure 4.4 shows that villages in the treatment and control group trended
similarly in the time leading up to the ban in 2011. After 2011, both groups ex-
perienced an increase in the average number of newly issued poverty letters.
However, this rise is larger for the treated group, in line with our baseline
results. In panel (B), we present our baseline estimations in an event-study,
highlighting the absence of pre-treatment trends before the ban was imple-
mented in 2011.

FIGURE 4.4: Triple difference: Parallel trends
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Note: Panel (A) displays evidence on the unconditional parallel trend assumption. The
treated group consists of villages with Saudi Arabia as main destination country, sub-
tracted by the effect of being hit by natural disasters. The control group consists of
villages that do not have Saudi Arabia as main destination, subtracted by the effect of
being hit by natural disasters. Panel (B) shows an event study, plotting the triple differ-
ence coefficients from equation (4.2) with year 2011 as the baseline year and with 95%
confidence intervals. Control variables include asinh(male migrants), log(population),
a conflict event binary indicator, village and time fixed effects as well as province-time
trends. Standard errors are clustered at the village level.
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4.5.4 Robustness checks

Alternative measurements

Poverty estimates can be porous, particularly when relying on self-reported
data. We demonstrate that our results are not measurement-specific and
that the observed increases reflect in different poverty dimensions in the Ap-
pendix Table C.4. Columns 1–2 present results for our main model, using the
number of issued social health cards and households living in slums as de-
pendent variables. Albeit qualitatively different to SKTM letters, both mea-
surements reflect dimensions of poverty experienced in villages. Coefficients
of the triple interaction are positive and significant for both, indicating that
our results are not measurement-specific.

This is further confirmed in column 3, where poverty is measured as the the
share of individuals falling below the poverty line according to the inter-
national convention of USD 2 PPP.13 Villages with Saudi Arabian migration
links experience a 1.19 percentage point poverty increase after the migra-
tion ban once hit by natural disasters. Compared to pre-ban poverty levels,
this amounts to a 6% increase. In terms of magnitude, the different estimate
as compared to the main specification can be explained by measurement:
Poverty letters measure absolute increments, whereas poverty shares reflect
relative poverty rates.14

Sub-samples, placebos and falsification tests

Our identification relies on the exogenous timing of natural disasters and
that of the migration ban. The former are quasi-random events, conditional
on village fixed effects. We confirm this by performing a falsification test in
the Appendix Table C.5, where we regress the lagged natural disaster binary
indicator taken from the previous period on poverty in year t. Results show
that natural disasters which occurred three to six years earlier do not have a
significant effect on poverty in the following period.

To show that results are not driven by sample choice or outliers, we present
our main estimates for different sub-samples in the Appendix Table C.6. In
column 1, we exclude all villages on Java island as the most disaster-prone,
populated and emigration-intensive region. In turn, column 2 contains only

13Given the data availability described in section 4.3, this measurement is only available
for 2010 and 2015. We match these waves to PODES 2011 and 2014.

14A direct comparison is not viable given the lack of village poverty letter stock data in
PODES.
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villages on Java. For either analysis, the magnitude of the triple interaction
is larger than our main effect and statistically significant. Next, we exclude
villages without migrants in 2005 in column 3. This way, the binary variable
SA compares villages with Saudi Arabia as main destination only to those
with a positive number of emigrants in 2005. In column 4 we investigate the
possibility that although the moratorium was only progressively extended
to other important Middle Eastern destination countries, they were already
indirectly affected right after 2011. This could be due to a more general neg-
ative sentiment towards Arab states provoked by the 2011 ban or the events
leading up to it. For either specification, results are virtually unchanged as
compared to our main estimates. In column 5 we show that the results are
robust to excluding population outliers, trimming the sample at the 1st and
99th percentile of village population. Lastly, in column 6 we weight the esti-
mation by population, showing that the coefficient of the triple interaction is
slightly larger and still significant at the 1% level.

We further demonstrate that other time-variant, unobserved changes at the
village-level do not alter the main results. In our main specification, SAv is a
binary variable taking the value one if Saudi Arabia is a village’s main desti-
nation country in 2005, and zero otherwise. As a placebo test, we replace this
binary indicator with a categorical variable for all twelve destination coun-
tries recorded in PODES. Appendix Figure C.4 displays the triple interaction
coefficients for this specification where the base category is villages without
migrants in 2005. The only destination country displaying a positive and
significant coefficient is Saudi Arabia, reassuring that the ban constitutes the
main treatment. Only villages with migration networks to this country expe-
rience greater poverty once hit by natural disasters after 2011.15

Different types of welfare transfers could be used as substitutes for poverty
letters. If these payments ameliorated actual poverty experienced in a village,
our estimates based on the issued letters would be upward biased. Therefore
in the Appendix Table C.7 we include local and central government transfers
as well as foreign and private citizen’s aid as controls.16 The triple difference
coefficient remains unaltered across all columns, suggesting that the larger
number of issued poverty letters for ban-affected villages hit by natural dis-
asters after 2011 is not influenced by differential financial inflows.

15These coefficients are qualitatively comparable when excluding villages with no emi-
grants in 2005 from the sample or using any other destination country as base category (not
shown).

16This sample does not contain census wave 2005 for lack of government transfers data.
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Spillovers

The effects of natural disasters and the migration ban could spill over to
neighboring villages, potentially questioning the stable unit treatment value
assumption (SUTVA). For example, natural disasters could push individuals
to seek jobs in villages nearby without strong Saudi Arabian migratory ties.
If the emigration of these individuals had detrimental effects on the econ-
omy in these destinations, our estimates would be biased downward. On the
contrary, upward biased estimations would arise if those emigrants fueled
economic development in neighboring villages.

We address these potential biases directly by controlling for spillover effects
and including spatial standard errors. For villages without Saudi Arabian
migration networks, we calculate the distance to their closest neighbor with
these ties. Based on that distance, we assign three binary variables for cutoffs
of 0–10km, 10–20km and 20–30km. In our baseline regression, we then re-
place the indicator for Saudi Arabian migration ties with each binary variable
in separate regressions. This allows us to analyze whether villages without
migration ties to Saudi Arabia experience differential poverty rates depend-
ing on their distance to ban-affected villages. Appendix Table C.8 shows
our main effect does not change with the inclusion of these variables. Inter-
actions for villages distant up to 30km from our treatment villages (SA=1)
are insignificant as well, pointing to the absence of spillovers within this ra-
dius. Furthermore, we account for Conley-type spatial correlations of the
error term (Conley, 1999) in the Appendix Table C.9, where results remain
statistically significant across different distance cutoffs.

Substitution to domestic migration or to other countries

The moratorium could push individuals to substitute Saudi Arabia with
other countries or internal migration as alternative coping strategies. In
practice, different educational requirements limit short-run migratory sub-
stitution options to other countries. Saudi Arabia demands foreign domestic
workers to have primary education, whereas other important destinations
such as Taiwan, Hong Kong and South Korea require that workers have com-
pleted at least secondary education. Furthermore, strong kinship migration
networks impede easy substitution to other destinations. Descriptively, this
can be seen in the Appendix Figure C.3, showing that emigration to other
destination countries did not increase significantly after then ban.
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Choosing to migrate internally is therefore a more viable option for individu-
als affected by the ban. This would pose a threat to our identification only in
case the ban itself affected selection into domestic migration. If the majority
of those able to afford internal migration moved in the aftermath of natu-
ral disasters, the composition of stayers would be skewed towards poorer
individuals. This, in turn, could bias the coefficient upward because of po-
tential general equilibrium effects towards a deteriorating economy in those
villages. However, our measure of issued poverty letters captures the change
in the absolute number of poverty letters emitted, or the “new poor” house-
holds, partially overcoming changes in composition. In the Appendix Table
C.10 we still test for any potential bias from substitution to internal migra-
tion. We proxy internal migration as the change in population, given the lack
of domestic migration data in PODES. Column 1 shows that that the over-
all population of villages affected by the ban drops by 1.3%. The coefficient
thus suggests potential substitution from international to internal migration.
However, once we further interact the DDD coefficient with the change in
population, we do not find differential effects on poverty as shown in col-
umn 2. It implies that villages in the treated group with higher levels of
domestic out-migration do not show differential poverty rates as compared
to the control group.17

In absence of compositional changes, substitution to any alternative coping
strategies would only lead to a downward bias of our main DDD coefficient.
More specifically, our main results in the DDD model imply that natural dis-
asters increase poverty by 13% in villages with strong migratory ties to Saudi
Arabia. If those who would have emigrated there moved elsewhere, the ef-
fect of disasters on poverty would only be reduced. This implies that the 13%
effect from the baseline estimation is a lower bound estimate.

Rainfall, floods and Indonesian weather stations

We investigate which type of natural disaster drives our results. Figure 4.5
displays coefficients of the triple interaction where D now represents a cate-
gorical variable for different natural disaster types. Floods, in particular, lead
to a significantly greater number of issued poverty letters as compared to the
base category of not experiencing any natural disaster. This is in line with

17The DDD coefficients in column 2 is insignificant. However, the overall marginal effect
of natural disasters after 2011 on villages with Saudi Arabia as main destination is 12.8% and
significant (not shown).



Chapter 4. Confined to Stay: Natural Disasters and Indonesia’s Migration Ban 87

research showing that floods are also one of the most devastating types of
natural disasters in terms of losses and harvest failure (FAO, 2018).

FIGURE 4.5: Average effect of disasters on poverty by type of
disaster
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Note: The displayed coefficients capture the effect of natural disasters on the inverse hy-
perbolic sine (asinh) of emitted poverty letters after the migration ban in 2011 by type of
disaster with 95% confidence intervals. The baseline type is “no disaster". We exclude
the category “Tsunami" since we only have one observation in the control group after
2011. Control variables include asinh(male migrants), log(population) and a conflict
event binary indicator. Village and year fixed effects as well as province-time trends
are included. Standard errors are clustered at the village level. The sample includes
census rounds 2008, 2011 and 2014.

Having established that our results are driven by heavy rain-caused events,
we rely on alternative disaster definitions from Indonesian weather station
data provided by BMKG to verify our results. This also allows us to ad-
dress potential concerns related to reporting bias in PODES-recorded events.
Rainfall data is collected from each of the 170 geocoded weather stations that
operated uninterruptedly between 1990 and 2015. Extreme rainfall events
are defined as the day each station recorded the largest precipitation over the
ten previous years. The value of one is assigned if extreme rainfall events oc-
curred either between 2003–2005, 2005–2006, 2009–2011 and/or 2012–2014,
and zero otherwise.18

18For example, if a given weather station records the day with the largest rainfall between
1995 and 2005 between 2003 and 2005, then the binary variables takes the value one in
t=2005. This is repeated for the period 1998–2008, where the variable is one again if the
extreme rainfall was recorded for any day in 2005–2008.
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Relying on precise coordinates of the stations, we use different bandwidths
of either 10, 15, 20 or 30 km to assign villages to their corresponding pre-
cipitation records. Appendix Figure C.5 displays the location of the weather
stations and respective buffer zones used in our analysis.19 Across all spec-
ifications in the Appendix Table C.11, the effect of the triple interaction on
poverty letters is significant and ranges between 25.3% and 62.9%, depend-
ing on the chosen radius. Compared to our main results, these larger effect
sizes could be explained by the fact that with weather station data we iden-
tify particularly extreme events for a subset of villages in our sample.

4.5.5 Mechanisms and discussion

Labor market adjustments

Emigration diminishes the workforce that is available in sending communi-
ties, thereby driving wages up (Amuedo-Dorantes et al., 2006; Aydemir et
al., 2007; Hanson, 2007; Mishra, 2007; Elsner, 2013). Conversely, if would-be
migrants can no longer move abroad, this increases the local labor supply
and could negatively affect wages, which could in turn increase poverty.
Makovec et al. (2018) show that Indonesia’s migration ban did not affect
unemployment, but increased employment in the agricultural sector among
those that could no longer migrate. More than half of all emigrants had al-
ready been working in this sector prior to moving abroad (Bank Indonesia,
2009). In Indonesia, agriculture is dominated by rice, the most cultivated and
consumed staple, yet particularly vulnerable crop to weather shocks. A sig-
nificant shift of workers into agriculture might therefore leave rice-producing
villages even more prone to poverty once hit by disasters. When disasters
such as floods damage crop production, they can limit the capacity of local la-
bor market to absorb the excessive workforce of would-be migrants through
jobs in the fields.

Rice production is located in rural areas of the country, where irrigation of
fields is either rainfed or relies on man-made schemes (Khairulbahri, 2021).
Indonesian rice farmers consider floods to be the greatest threat to their pro-
duction (Rondhi et al., 2019), which particularly holds for more vulnerable
rainfed irrigated areas (Panda et al., 2021). This is in line with our results that
floods are the most impactful type of natural disaster on poverty. Therefore,

19For each radius, only villages within the respective buffer are selected, where the choice
of the buffer size implies a trade-off between the precision of local weather measurement
and the number of villages included in the analysis.
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we explore the identified labor market adjustment mechanism by the type of
rice-irrigation villages rely on. Based on PODES data, we estimate a quadru-
ple difference model by interacting all binary variables in equation (4.2) with
a variable taking the value one if a given village mainly cultivates rainfed
paddy (15% of sample villages) and zero if it has an irrigation system (85%).

TABLE 4.2: Average effect of disasters on poverty by the type of rice production

Dependent Poverty cards

All disasters Floods Other disasters

(1) (2) (3)

Disaster 0.102***
(0.011)

SA × Post2011 × Disaster 0.081
(0.061)

SA × Post2011 × Disaster × Lowlands 0.260**
(0.125)

Flood 0.142***
(0.017)

SA × Post2011 × Flood 0.061
(0.078)

SA × Post2011 × Flood × Lowlands 0.423***
(0.149)

Other disaster 0.077***
(0.014)

SA × Post2011 × Other disaster 0.099
(0.081)

SA × Post2011 × Other disaster × Lowlands 0.056
(0.170)

Village FE Yes Yes Yes
Time FE Yes Yes Yes
Province-time trend Yes Yes Yes
Controls Yes Yes Yes
Observations 183,337 145,256 147,415

Note: Poverty letters is transformed by the inverse asymptotic sine (asinh). Control variables include
log(population), asinh(male migrants) and a conflict event binary indicator. All two-way and three-way in-
teraction terms are included in the estimation but omitted here. “Flood" and “Other disasters" take the value
one in case of a flood or any other disaster than flood occurred within the three previous years, and zero with
no disasters. Robust standard errors are clustered at the village level and reported in parentheses. */**/***
denote significance levels at 10/5/1% respectively.

Table 4.2 displays the results of this regression for the sample of rural rice-
cultivating villages (68% of sample villages). The binary variable on disas-
ters in column 1 includes seven types of disasters, whereas columns 2–3 are
coded to capture either floods or any other disaster. In all columns, the refer-
ence group consists of villages without natural disasters. Across all columns,
the control group consists of villages that did not experience any disaster in
year t. The impact of any natural disaster on the treated group after 2011
indicates 26% more emitted poverty letters in villages with rainfed lowlands
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as compared to those with irrigated areas (column 1). When restricting the
analysis to flood-disasters in column 2, we find that villages relying on rain-
fed irrigation receive 42.3% more poverty letters than villages with irrigated
fields. On the contrary, column 3 shows that this heterogeneity does not pre-
vail if these villages are hit by any another type of natural disaster. We can
thereby reconcile and extend Makovec et al. (2018) results: Migrants con-
fined to stay in agriculture can no longer adjust their labor market decisions
towards agriculture if floods reduces crop yields.

Remittances

Sending money to support families at home is one of the key incentives to
emigrate. An emigration ban reduces the remittances received, which in turn
influences how receiving communities can smooth income shocks from nat-
ural disasters. There are two reasons why we believe this holds particularly
for the setting of our study in Indonesia. First, annual remittance inflows
amounted to USD nine billion in 2016, corresponding to 1% of national GDP
(World Bank, 2017) and strongly affecting local development (Bal et al., 2020).
With Saudi Arabia being one of the main destination countries, the observed
30% decrease in migrant stocks in villages affected by the ban strongly re-
duced the number of potential remitters. Secondly, Indonesian workers liv-
ing in Saudi Arabia remitted more on average than migrants in any other
main destination country before the ban (Bank Indonesia, 2009). This implies
even stronger effects of the moratorium for villages relying on these inflows.

Data on remittances is scarce and, to the best of our knowledge, no nation-
ally representative survey on migration and remittances was collected before
and after the moratorium. Given this data constraint, we provide a sim-
ple back-of-the envelope calculation combining our results with additional
sources. First, in Figure 4.3 we showed that the stock of female migrants
in villages with links to Saudi Arabia drops by 30.4% in 2014 compared to
2011, or 37.9% in the counterfactual scenario without the ban. Secondly, 95%
of Indonesians working abroad transfer money home at least once within
the first year of departure (Bank Indonesia, 2009). Lastly, Indonesian house-
holds receiving remittances from abroad have a 27.8% lower probability of
being poor than those not receiving any (Cuecuecha et al., 2016). Assuming
that the share of emigrants remitting stays constant at 95%, it implies that
after 2011, potentially around 0.95 × 0.304 × 0.278 = 8% more households
are in poverty because of the lack of remittances sent by emigrants abroad.
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With respect to the counterfactual scenario, the estimate is slightly larger at
0.95 × 0.379 × 0.278 = 10%.20

Dependency on international and internal migration

Income shocks can lead to substitution from international and domestic mi-
gration. This effect is however heterogeneous and determined by the degree
of communities’ dependency on international migration (Gröger, 2021). We
investigate these heterogeneous substitution dynamics by splitting the sam-
ple into terciles of initial international emigration rates. This way, we capture
communities’ historical propensity to rely on work overseas.21 We first test if
there is a heterogeneous effect of natural disasters on poverty after the ban by
each tercile of initial international emigration rate. Secondly, we investigate
the potential substitution to internal migration for each sub-sample. Coef-
ficients in Table 4.3 point towards heterogeneous effects of the triple differ-
ence: Villages that have historically relied more on international migration,
i.e. with a relatively higher pre-ban international emigration rate, are those
most affected by natural disasters after 2011. The decrease in the population
of stayers (i.e. an increase in out-migration to other villages) appears to be
driven by villages in the second tercile of ex-ante emigration rate.

The sample in column 1–2 consists of villages that relied on international mi-
gration the least. Neither do these villages show significantly different levels
of poverty (column 1), nor different levels of internal migration (column 2)
once hit by natural disasters after 2011. In this sample, urban villages con-
stitute an above-average share: 33% are urban, well above the sample mean
of 18%. As urban precincts, these villages are potentially more resilient to
climatic shocks and therefore less reliant on internal and international mi-
gration as a coping strategy. Villages in the middle tercile are those that ex-
perience the largest rise in internal out-migration and no significant changes
in poverty (columns 3–4). The latter might be due to households not over-
shooting investment into international migration compared to households
from the third tercile.

Our results indicate that communities more reliant on international migra-
tion might have over-invested in a riskier adaptation strategy with regards

20Because this only accounts for the drop of female migrant stocks, the estimates can be
considered conservative.

21Initial international emigration rate is defined as the the stock of international emigrants
divided by the population, averaged for the years leading up to the ban in 2011 (2005 and
2008).
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to income shocks from natural disasters. Being over-dependent on interna-
tional migration can make it more difficult to switch to alternatives such as
moving elsewhere in Indonesia, potentially explaining the results in columns
5–6. Furthermore, nine out of ten villages in the sample are rural and there-
fore more dependent on agriculture, more likely to send international mi-
grants (Bazzi, 2017) and more vulnerable to disaster-induced income shocks.

TABLE 4.3: Average effect of disasters on poverty or internal migration by terciles of
initial international emigration rate

Low initial ER Middle initial ER High initial ER

(1) (2) (3) (4) (5) (6)
Dependent: Poverty Internal Poverty Internal Poverty Internal

cards migrants cards migrants cards migrants

SA × Post2011 0.091 0.000 0.106 -0.023** 0.113* -0.003
× Disaster (0.072) (0.011) (0.076) (0.009) (0.066) (0.009)

Village FE Yes Yes Yes Yes Yes Yes
Time FE Yes Yes Yes Yes Yes Yes
Province-time trend Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
Observations 56,884 56,884 56,884 56,884 56,884 56,884
Share of rural villages 0.67 0.67 0.81 0.81 0.89 0.89

Note: Initial international emigration rate (ER) is defined as the the stock of international emigrants divided by
population, averaged for 2005 and 2008. We exclude villages with zero stock of emigrants in years 2005 and
2008. The dependent variable is the inverse hyperbolic sine (asinh) in columns 1, 3 and 5; log(population-
international stock of migrants) in columns 2, 4 and 6. Control variables include asinh(male migrants),
log(population) and a conflict event binary indicator in columns 1, 3 and 5; and only conflict in columns 2,
4 and 6. All further interactions are included in the estimation but not displayed here. Robust standard errors
are clustered at the village level and reported in parentheses. */**/*** denote significance levels at 10/5/1%
respectively.

4.6 Conclusion

We investigate whether international migration restrictions affect the capac-
ity of villages to absorb income shocks induced by natural disasters. Indone-
sia—a country with long emigration history and prone to weather shocks—
abruptly implemented a ban preventing all women from emigrating to Saudi
Arabia as domestic workers in 2011. Exploiting this large-scale natural exper-
iment in a triple difference analysis, we show that villages whose migratory
opportunities were curtailed experienced a 13% greater increase in poverty
in the aftermath of disasters.

To the best of our knowledge, we are the first to causally quantify the unin-
tended consequences of migratory restrictions in the context of natural disas-
ters. Our results suggest that the aim of the Indonesian government to pro-
tect citizens overseas by inhibiting emigration came at a cost for Indonesians
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confined to stay. The burden of this policy was particularly high for areas
relying on rainfed irrigation for rice production, a sector that absorbed many
would-be international emigrants after the ban. We identify floods as the
most consequential disaster type, particularly when hitting these agriculture-
intensive villages. This finding points towards important heterogeneities in
how villages come to adapt to the ban due to their economic structure and
thereby shed light on an important mechanism other than remittances.

Our results are particularly relevant in light of two of the most pressing is-
sues worldwide: The increasing frequency of climate-induced disasters and
current political debates to create restrictive barriers to migration. In this re-
spect, we extend findings highlighting the vast gains from reducing barriers
to migration (Clemens, 2011; Bryan et al., 2019), yet from the opposite per-
spective. We show that suppressing international migration curbs one major
adaptation strategy to natural disasters. With a rise in restrictive migration
policies against the backdrop of sharpening climatic changes, this scenario
has the potential to further put livelihoods in affected communities around
the world under pressure.

While the setting of our study examines the less frequent case of restrictions
implemented by the country of origin, we believe that the effects on house-
holds relying on migration would be similar for policies enacted by desti-
nation countries. More specifically, implications for policy makers in both
countries of origin and destination can be derived from this setting: Migra-
tion restrictions can put further pressure on communities already affected by
climate change, particularly when the opportunities to substitute are limited.
In light of current projections on the number of climate-induced migrants go-
ing into hundred of millions (Cattaneo et al., 2019b), decision makers need
to carefully take climatic changes into account when designing migration-
related policies.
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Chapter 5

Cash Transfers and Violent Crime
in Indonesian Communities

Elías Cisneros, Krisztina Kis-Katos, Jan Priebe and Lennart Reiners1

Abstract

This study investigates the impact of Indonesia’s flagship conditional cash
transfer (CCT) program—PKH—on violent crime. Exploiting data from a
randomized controlled trial and administrative data from the staggered na-
tionwide program roll-out in combination with different causal identifica-
tion strategies, we show that communities receiving access to the CCT expe-
rienced an increase in violent crime. Examining possible mechanisms, our
analysis reveals that the program resulted in an increase in idleness among
non-targeted young men within beneficiary households, which we believe
contributed to the rise in violent crime. In contrast, we show that the surge
in violent crime is neither related to PKH increasing the (monetary and non-
monetary) rewards for committing crime nor to alternative reductions in the
(material, psychic, punishment-related) costs of engaging in crimes.

1The study has been published as working paper on SSRN, available here.

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4381722
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5.1 Introduction

Public welfare programs are expensive. To justify their costs, research has
increasingly begun to study whether these programs can create desirable ex-
ternalities on other outcomes that are not directly targeted by the program.
In this context, a growing body of research has examined whether welfare
programs can reduce crime rates, with studies investigating the impact of
housing programs (Ludwig et al., 2001; Jacob et al., 2014; Chin, 2018), youth
employment schemes (Gelber et al., 2015), social assistance (Bratsberg et al.,
2019; Deshpande et al., 2022), food programs (Foley, 2011; Carr et al., 2019),
universal income schemes (Watson et al., 2020), and conditional cash transfer
programs (Camacho et al., 2013; Chioda et al., 2016; Machado et al., 2018;
Borraz et al., 2020; Attanasio et al., 2021). Overall, the empirical evidence on
the impact of such welfare programs on crime is mixed.

Despite its policy relevance, there is a notable gap in understanding the
mechanisms that connect welfare programs and crime. As most existing
studies relate spatially aggregated data on the dynamics of crime and pro-
gram beneficiaries, mechanisms are typically inferred by interpreting differ-
ences in the timing and types of crime. A lack of micro data on beneficiary
households often limits the understanding of underlying behavioral chan-
nels outlined in prominent economic theories of crime (Becker, 1968; Sah,
1991; Freeman, 1999).

In this paper, we address this gap and provide detailed insights into the
impact of a welfare program on local-level crime and potential underlying
mechanisms. For this purpose, we study the roll-out of Indonesia’s flagship
anti-poverty program PKH (Program Keluarga Harapan). PKH is the world’s
second largest CCT (covering more than 10 million households) and focuses
on poor families with young children (below the age of 16 years). Our em-
pirical identification strategy leverages annual data on local incidences of
violent crime2 for the period 2005 to 2014 in combination with (i) household
survey data from a randomized controlled trial (RCT) and (ii) administrative
data on the nationwide community-level roll-out of PKH. We derive short-
and medium-run causal effects of the CCT’s impact on violent crime (two to
four years after program implementation).

2Our principal data source on violent crime is obtained from Indonesia’s National Vi-
olence Monitoring System (NVMS). NVMS data is based on local newspaper reports. For
robustness checks we additionally utilize self-reported violent crime data from nationally
representative crime victim surveys (SUSENAS).
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We find that the CCT led to a substantial increase in the incidence of commu-
nity-level violent crime of about 0.6 to 3.2 percentage points (between 10%
to 33%). Examining possible mechanisms behind our results, we find that
the CCT allowed young males (aged 18 to 25) from beneficiary households
to stay idle (neither attending school, working, or performing household
chores) and, therefore, potentially provided them with additional time to
commit violent crimes. In contrast, we do not find empirical support for a
number of alternative explanations that are highlighted in prominent eco-
nomic theories of criminal behavior (Becker, 1968; Sah, 1991; Freeman, 1999).
First, we do not observe that the CCT altered incentives related to the mon-
etary and non-monetary rewards of engaging in crime. Neither did benefi-
ciary households and local communities become wealthier in terms of assets
and expenditures, nor did the CCT create relevant local-level peer group in-
equalities. Second, we also find no evidence for decreases in the costs of com-
mitting crimes, with no changes in material costs (such as social mobility-
and information-related costs), psychic costs (captured by community en-
gagement), or expected punishment costs (proxied by alcohol and drug use).
Lastly, we provide suggestive evidence that the CCT recipient households
are possibly not only the perpetrators of violent crime but that they are at the
same time also more likely to become its victims.

In order to shed further light on the CCT-idleness-crime channel, we adopt
two additional empirical strategies. First, we zoom closer into the temporal
patterns of crime and show that violent crime only increases during normal
workdays—when being idle can make a difference—but not on weekends
or during public holidays. Second, in early 2023 we conducted an online
factorial vignette experiment with about 1,800 Indonesians that was designed
to causally link individuals’ perception of guilt (has person X committed a
crime) to person’s X character traits (being poor, being idle). We find that
Indonesians are more likely to consider a young male guilty of theft if he is
described at the same time as idle and poor. Given robust evidence from the
sociological crime literature (Dressel et al., 2018; Lin et al., 2020) showing that
individuals tend to be somewhat good at correctly identifying actual crime
offenders, we believe that the vignette experiment underscores that there is a
real-world relationship between young males’ idleness and the incidence of
violent crime in Indonesia.

Our paper advances the relevant literature in three ways. First, we speak
to the literature that examines the impact of welfare programs on juveniles’



Chapter 5. Cash Transfers and Violent Crime in Indonesian Communities 97

and young adults’ criminal activities. Existing studies have predominantly
looked at welfare programs and policies that targeted young people directly,
providing them with better access to (or ensuring stronger enforcement of)
schooling and work (Machin et al., 2011; Gelber et al., 2015; Hjalmarsson et
al., 2015; Bratsberg et al., 2019; Bell et al., 2022). In contrast, we investigate
the case in which juveniles and young adults benefit only indirectly from
intra-household spillovers (when their parents receive CCT payments and
their younger siblings become more likely to go to school). In this regard,
our study is most closely related to the work of Ludwig et al. (2001), Jacob
et al. (2014), and Chin (2018), who analyze the effects of households moving
to better neighborhoods on youth criminal activities. Unlike these studies,
however, we show that welfare programs can lead to an increase in crime,
possibly due to their impact on youth idleness. Moreover, our findings also
align with studies on the incapacitation effect of welfare programs (Brats-
berg et al., 2019). While young children become substantially more likely
to be enrolled at school due to PKH, non-targeted members of beneficiary
households (juveniles and young adults) gain additional freedom to poten-
tially engage in crime.

Second, we contribute to the external validity of empirical studies in the wel-
fare programs vs. crime literature. To the best of our knowledge, existing
studies have used a single data source on crime incidences (typically po-
lice reports) and a single causal identification strategy (mostly difference-in-
differences estimates).3 Since crime data are notoriously noisy and incom-
plete, and each econometric identification strategy hinges on a number of
assumptions that might be violated, there is a need to replicate results with
alternative data and identification strategies. Our paper addresses this con-
cern of external validity by applying two distinct identification strategies—
estimating local average treatment effects (LATE) based on an RCT using
difference-in-differences estimates and based on a staggered country-wide
roll-out using event study design estimates—and leveraging two indepen-
dent data sources to gauge crime (newspaper articles and survey-based self-
reports of being a victim of crime).

Third, we add to the scarce literature on intra-household spillover effects of
CCTs. Though CCTs have been widely shown to have a positive impact on

3See Hindelang et al., 1981; Ludwig et al., 2001; Buil-Gil et al., 2020 for a discussion on
biases in official crime data and in particular, crimes recorded by the police.
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recipients’ welfare (Millán et al., 2019), they can lead to distortions in the allo-
cation of household resources (Kazianga et al., 2014; Bryan et al., 2021; Suarez
et al., 2021) and unintended side effects in terms of negative impacts on ed-
ucation decisions and labor supply of non-targeted children (Barrera-Osorio
et al., 2011; Ferreira et al., 2017; Hoop et al., 2019; Chuan et al., 2021). In this
context, our study shows that CCT-induced intra-household spillover effects
increased idleness among young men and, by that, possibly contributed to
a rise in violent crime. Lastly, we expand the regional coverage of the CCT
vs. crime literature from the Latin American context (Camacho et al., 2013;
Chioda et al., 2016; Machado et al., 2018; Borraz et al., 2020; Attanasio et al.,
2021) to Southeast Asia.

The remainder of the paper is structured as follows. Section 5.2 provides
background information on PKH and violent crime in Indonesia. Section 5.3
describes our data. Section 5.4 presents the empirical strategy, main results,
and a series of robustness checks. Section 5.5 examines different mechanisms
to explain our main results, whereas section 5.6 assesses the plausibility of
youth idleness as explanatory factor for the rise in crime. Section 5.7 con-
cludes.

5.2 Background

Crime in Indonesia Indonesia has the eighth largest prison population in
the world (Fair et al., 2021; UNODC, 2021), with about 271,000 incarcerated
persons in 2020 (cf. Figure 5.1, panel A). Especially due to revisions in the
penal code related to drug offenses, the number of prisoners has tripled be-
tween 2002 and 2020. According to administrative reports (Mutiarin et al.,
2019), the majority of inmates is imprisoned because of drug-related crimes
(about 70%), followed by robbery and theft (26%), and homicides (3%). Con-
sidering that not all crime leads to imprisonment, a more comprehensive pic-
ture is available from official police reports which regularly provide crime
statistics since the mid-2000s. According to these reports, the vast majority
of crimes comes from thefts and physical assaults (about 80% of all crimes;
cf. Figure 5.1, panel B). Regarding the perpetrators of crime, the majority of
suspects are male (about 95%), possess less than nine years of formal educa-
tion (about 73%), and come from poorer socio-economic backgrounds, while
about 50% of all crimes are committed by individuals younger than 25 years
(BPS, 2013; POLRI, 2019).
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FIGURE 5.1: Official crime statistics

Note: Data on prisoners (panel A) are taken from the United Nations Office on Drugs
and Crime. Statistics on crime incidences (panel B) come from official police reports as
tabulated in Statistics Indonesia’s annual crime reports.

The conditional cash transfer program PKH is Indonesia’s flagship anti-
poverty program implemented by the Ministry of Social Affairs (MoSA). El-
igible households have to be poor and possess a certain demographic struc-
ture (with at least one child below the age of 16 or at least one pregnant
woman). PKH’s conditionality criteria require participation in health screen-
ings of pregnant mothers and young children below the age of seven and
school attendance of children aged 7 to 15 (Cahyadi et al., 2020).4 PKH pro-
vides substantial cash transfers to eligible households (Nazara et al., 2013).
Depending on their demographic structure, households receive USD 83–290
per year (in 2012 prices). It is estimated that PKH transfers constitute on av-
erage about 15% of annual expenditures of beneficiary households (World
Bank, 2012a). Empirical evidence shows that PKH has been successful in im-
proving education and health outcomes among recipient households. While
Alatas et al. (2011) document mixed results on schooling and child labor at
program introduction, Cahyadi et al. (2020) demonstrate sustained improve-
ments in a number of educational and health outcomes in the middle run.5

4See Tables D.17 and D.18 in Appendix section D.3 for more detailed information con-
cerning PKH’s conditionality criteria and payment structures.

5PKH has also served as the backdrop for an influential literature that studies the
role of targeting and beneficiary selection mechanisms (Alatas et al. 2016a, Alatas et al.
2016b,Banerjee et al. 2020) and health-related spillover effects regarding suicides (Christian
et al., 2019) and provider responses (Triyana, 2016).
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At the time of its introduction in 2007, PKH covered about 500,000 house-
holds. Subsequently the program witnessed a gradual expansion, covering
3.2 million households by 2014, and 10 million households in 2020 (MoSA,
2020). At the beginning, it largely operated in the more urban parts of Java
and Sumatra (cf. Figure D.1 in the Appendix). Throughout the following
years, PKH expanded by covering more and more rural and remote areas of
the country. By the year 2014, it managed to cover almost all Javanese sub-
districts and significantly expanded its coverage on the islands of Sumatra,
Sulawesi, Kalimantan, and several Eastern Indonesian locations. Expansion
occurred at the sub-district and community level, whereby not necessarily all
communities within a given sub-district were covered.6 Once PKH began to
operate in a given sub-district and community, it remained active throughout
the entire time span analysed.

5.3 Data

5.3.1 Data sources and samples

NVMS crime data Our main measure of crime comes from the National
Violence Monitoring System (NVMS) which covers 16 out of Indonesia’s 33
provinces (at the time of recording). The geographic coverage of the NVMS
was initially limited to ten conflict-prone provinces in 1998, to which six
additional provinces were added in 2005 (cf. Figure D.2 in the Appendix).7

While the selected 16 provinces are not formally representative of Indonesia,
they span all major island groups and cover the majority of its population
(53% in 2014). Based on systematic coding of print newspaper archives, the
data captures daily local-level crime incidences at a high spatial resolution,
which we aggregate to yearly frequency from 2000 to 2014. Between 2000
to 2004, the NVMS covered 75 newspapers and between 2005 to 2014, 123
newspapers. In total, the NVMS recorded and coded over 2 million articles.
To code each recorded incidence, NVMS staff used standardized procedures
based on the underlying motive. Broad groupings distinguish among others
between violent crime and conflicts (cf. Barron et al., 2009; Barron et al., 2014;

6For convenience, we refer to both rural villages (Desa) and urban precincts (Kelurahan)
as communities throughout this paper.

7The 16 provinces are: Aceh, Central Kalimantan, Central Sulawesi, DKI Jakarta, East
Java, East Nusa Tanggara, Lampung, Maluku, North Maluku, North Sulawesi, North Suma-
tra, Papua, South Sulawesi, West Kalimantan, West Nusa Tenggara, and West Papua.
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Bazzi et al., 2021b; Bazzi et al., 2022 for a discussion on the quality of the
data).

Our study leverages NVMS’s data on violent crime, which it defines as “an
act of violence that occurs without any prior dispute between parties (due
to monetary and/or non-monetary motives)”. The violent crime indicators
are split into 13 sub-categories, including assault, robbery, vandalism, and
fights. In general, the vast majority of violent crime cases relate to physical
assaults and robberies.8 Since cases recorded in the NVMS have made it into
local newspapers, the data does not typically cover petty crime. To the best
of our knowledge, the NVMS is the only data source available for Indonesia
that allows for the consistent construction of annual crime indicators for a
large number of locations and a longer time horizon.9

Crime victimization data We complement our main results on crime by
relying on self-reported crime victimization data from the national house-
hold survey (SUSENAS) for selected years. Collected by Statistics Indone-
sia (BPS), it consists of repeated cross-sections and interviews about 250,000
households yearly. The survey is Indonesia’s principal data source on ed-
ucation, demographic, and labor market indicators. Since 2007, SUSENAS
gathers information on the victims of crime by asking respondents about the
type and number of crimes experienced themselves over the past 12 months.
Due to changes in questionnaire design and data release policies, our analy-
sis of crime victimization rates is restricted to the household survey rounds
from 2007 to 2011 (cf. Appendix section D.4 for a detailed overview of the
SUSENAS sample construction). While survey data for this period can be
matched with the administrative PKH roll-out data at the sub-district level,
in later years BPS removed sub-district-level identifiers from the data.10

Roll-out data and sample From MoSA we obtained administrative pro-
gram data that documents the annual roll-out of PKH—indicating the first

8See Appendix Table D.1 for descriptive statistics on the various types of violent crime.
9Records from the police are only available at a spatially more aggregated provincial

level. At this level (covering the period 2007–2014), we find that the number of violent
crimes reported in NVMS is positively, albeit not perfectly correlated with administrative
crime statistics from the police (with a correlation coefficient of 0.38). Crime data from other
sources such as the community-level census PODES is self-reported, covers crime only for
selected years and is subject to changing definitions over time.

10Further results in Appendix section D.4.2 cover the years 2013–2014, and 2017–2019.
These survey years cannot be matched with the administrative roll-out data but include self-
reported information on whether a household received PKH, which can be used to match
recipient households to comparable poor households.
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year in which implementation began—at the community level for the period
2007 to 2014. While the PKH roll-out occurred in most parts of the country,
we restrict our main analytical sample to (i) those 16 provinces that are in-
cluded in the NVMS, and (ii) those communities that received PKH at some
point during the years 2007 to 2014. This latter restriction aims at reducing
the threat of omitted variable bias, since communities that received access to
the CCT program much later or not at all differ substantially from communi-
ties that were part of the roll-out during the 2007–2014 period. In our robust-
ness checks we later relax restriction (i) to assess differences between crime
rates reported in victim surveys in communities with and without NVMS
coverage, and also relax restriction (ii) to provide estimates for all locations
with NVMS coverage irrespective of whether the sub-districts were reached
by the CCT program by 2014. The Roll-out sample covers the period 2005 to
2014 and all communities in which PKH has been introduced until the year
2014. By then Indonesia consisted of 82,190 communities, out of which 45,077
are covered by NVMS and out of which again 28,873 received PKH. Our main
sample thus consists of 288,730 observations over 10 years.11

RCT data and sample For parts of our empirical identification strategy and
for exploring possible mechanisms behind our main result, we leverage data
from a randomized impact evaluation conducted by the World Bank. The
RCT collected household survey data in 2007 (at baseline) and 2009 (at end-
line) to enable a rigorous impact evaluation of the pilot program on vari-
ous child education and health outcomes (Alatas et al., 2011; Cahyadi et al.,
2020). The RCT was fully integrated into the launch of PKH, covering 360
sub-districts across six provinces (DKI Jakarta, East Java, Gorontalo, North
Sulawesi, Nusa Tenggara Timur, and West Java), with 180 sub-districts serv-
ing as control and 180 as treatment. The sampling frame of the RCT largely
overlaps with the regions covered by the NVMS. In total, 250 sub-districts
(123 control and 127 treatment sub-districts) of the RCT are also part of the
NVMS. Based on this spatial overlap we construct what we refer to as the
RCT sample. It covers 1,830 communities from 250 sub-districts and repre-
sents a sub-sample of the Roll-out sample in terms of geographic and tempo-
ral coverage. The RCT sample starts with the year 2005 (two years before the

11In the period from 2005 to 2014, Indonesia witnessed the creation of many new adminis-
trative units, including communities, sub-districts, and districts. Throughout the paper, our
unit of analysis refers to the 2014 list of communities and community boundaries. We match
datasets using administrative identifiers and a crosswalk based on RAND (2022).
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program was introduced) and ends in 2010, after which a significant share of
the RCT’s control areas also received access to PKH.

Sub-sample selection and internal vs. external validity Restricting the
RCT sample to areas covered by the NVMS data might threaten the internal
validity of the original treatment assignment. Previous research showed
that the randomization in PKH’s impact evaluation resulted in covariate bal-
ance across a large number of socio-economic variables (Alatas et al., 2011;
Cahyadi et al., 2020). Since the original randomization was stratified at the
province level, restricting the sample to those provinces that are covered by
the NVMS should in principle also result in covariate balance, albeit at the
cost of lower power. Tables D.19 and D.20 in Appendix section D.3 provide
results from balance tests for our RCT sample. By and large, we find no
systematic differences across control and treatment areas.

Restricting both the Roll-out sample and the RCT sample to areas covered by
the NVMS data also raises questions about the external validity of our results.
Table D.2 in the Appendix compares the NVMS and non-NVMS communi-
ties, restricted to communities that received PKH until 2014. Across different
samples and consistent with NVMS’s focus on more violence-prone regions,
we find that communities covered by the NVMS tend to be less populous
and somewhat more rural, whereas we do not observe clear-cut differences
across the RCT and the Roll-out samples themselves. While this might raise
the suspicion that our results are only relevant for the less developed regions
of Indonesia, our subsequent analysis of crime victim surveys shows that
self-reported victimization rates also increase in provinces without NVMS
coverage.

Further data To complement our short-term analysis of potential mecha-
nisms based on the RCT, we additionally rely on household data from SUSE-
NAS to identify PKH eligible households, to assess the time use of house-
hold members and to build further controls. Finally, our empirical analysis
also draws on information provided by PODES, the Indonesian village (or
community) censuses that interview local government heads every three to
four years and gather information on community population, economy, and
infrastructure.
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5.3.2 Variable construction

Violent crime Based on the NVMS data, we construct annual, community-
level indicators of violent crime. Our main specification defines violent crime
at the extensive margin and relies on a binary variable that takes the value
of one if a community experienced at least one case of violent crime in a
given year and zero otherwise. Panel A of Figure 5.2 depicts the crime trends
in the Roll-out sample and the RCT sample. We observe a moderate increase in
violent crime cases over time in the Roll-out sample: About 2,800 communities
experienced violent crime incidences in 2005, which increased to about 3,500
communities in 2014 (averaging at about 6% of all observed communities in
the sample period). In the RCT sample the share of communities experiencing
violent crime is somewhat higher and fluctuates at around 9%.

FIGURE 5.2: Community-level crime incidence and PKH roll-
out

(A) Crime incidence (B) PKH roll-out

Note: The Roll-out sample shows statistics on 28,873 communities that received PKH
between 2007 and 2014. The RCT sample is restricted to 1,830 communities that were
included at the RCT stage of the PKH program and ends in 2010.

Treatment indicators Across all Indonesia, PKH was scaled up rapidly
from reaching 4,000 communities in 358 sub-districts in 2007 to 56,000 com-
munities in about 4,800 sub-districts in 2014. Our principal treatment in-
dicator measures the actual implementation of the CCT program at the
community level at the extensive margin (based on MoSA’s administrative
data) and records whether PKH was actually operating in a community in a
given year. Panel B of Figure 5.2 shows a marked expansion in the share of
communities receiving transfers in our RCT and Roll-out samples over time.
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To analyse treatment effects in the RCT sample, we also construct an addi-
tional indicator that refers to original treatment assignment of program im-
plementation as part of the RCT, which took place at the sub-district level.
The indicator takes the value of one if a community is located in an originally
assigned treatment sub-district and zero otherwise. As discussed in Cahyadi
et al. (2020) and also documented in Table D.21 in section D.3, the actual
implementation of the treatment did not strictly follow its intended assign-
ment. While we observe almost perfect compliance with treatment assign-
ment in treatment group communities, control group compliance decreases
over time with the progress of the national program roll-out.12 We use our
binary indicator of PKH treatment assignment to identify intention-to-treat
(ITT) effects and as an instrument for actual program implementation in our
IV framework, yielding LATE estimates.

Additional variables We rely on the baseline and endline surveys of the
RCT to explore potential mechanisms and construct additional control vari-
ables. Outcome variables relate to household-level assets and expenditures,
individual-level education and labor supply, as well as community-level
peer-group inequality. For further analyses, we derive household-level mea-
sures of crime victimization and individual-level education and labor sup-
ply variables from SUSENAS, and a set of community characteristics from
PODES.13

5.4 The effects of the CCT on violent crime

5.4.1 Econometric framework

We estimate three distinct econometric models to derive causal effects in
the RCT sample. First, we employ a simple two-way-fixed effects estimator
(TWFE) in which we regress community-level violent crime on the actual
community-level implementation of the treatment:

Crimeckdt = η PKH-Treatckdt + λc + θdt + ϵckdt, (5.1)

where Crimeckdt is a binary variable that indicates the occurrence of any vio-
lent crime in community c belonging to sub-district (Kecamatan) k of district

12By 2010, the CCT was implemented in about 33% of the RCT control communities.
13See Appendix Table D.3 for details on the construction of all variables.
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(Kabupaten or Kota) d in year t. PKH-Treatckdt is a binary indicator that de-
notes the actual implementation of the program. Community fixed effects,
λc, control for time-invariant community-specific differences in the propen-
sity of experiencing violent crime. District-year fixed effects, θdt, control for a
wide-range of economic and political dynamics at the district level. To allow
for potential serial correlation and to account for the group-wise treatment
design (Angrist et al., 2008), we cluster standard errors at the level of ran-
domization (sub-districts k).

Second, we provide ITT estimates by regressing crime on the original treat-
ment assignment:

Crimeckdt = α PKH-Assignkd × Postt + λc + θdt + ϵckdt, (5.2)

where PKH-Assignkd denotes the original treatment assignment and Postt de-
notes the post-treatment years, and α gives us the ITT effect.

Third, we address concerns about potential biases in our ITT estimates due
to the fact that compliance with original treatment assignment was not per-
fect; in particular some control communities also received access to the pro-
gram (cf. Table D.22 in Appendix section D.3). To correct for such biases, we
estimate treatment effects by adopting an IV strategy that provides us with
LATE estimates. We use the original treatment assignment, PKH-Assignkd, in-
teracted with a post-treatment indicator as an instrument for actual commu-
nity-level program implementation. Results are obtained from estimating the
following equation by two-stage least squares (2SLS):

PKH-Treatckdt = β PKH-Assignkd × Postt + πc + ϕdt + uckdt

Crimeckdt = γ PKH-Treatckdt + λc + θdt + ϵckdt

(5.3)

We contrast the estimates from the RCT sample with large-scale quasi-ex-
perimental estimates based on the national implementation of the program
between 2005 and 2014. In the Roll-out sample, treatment effects are obtained
from estimating equation (5.1) above, relying on standard TWFE specifica-
tions, but also comparing them with two difference-in-differences event stu-
dy design estimators robust to heterogeneous treatment effects (Borusyak et
al., 2021; Sun et al., 2021).

Since the program was rolled out in a (non-random) staggered fashion across
the country, our national roll-out results rely on the assumption of parallel
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trends, conditional on district-year fixed effects and constant treatment ef-
fects (Goodman-Bacon, 2021). To study which communities received early
access to the program, Table D.4 in the Appendix regresses the first year of
program introduction on a set of initial local characteristics.14 Results show
that the nation-wide roll-out of the CCT targeted more populous, urban,
and poorer communities first. The evidence is more mixed for supply-side
preparedness indicators. Only the local presence of kindergartens is signifi-
cantly associated with an earlier introduction of the program, whereas places
with access to health facilities were actually significantly later covered by
the program. Importantly, however, these correlates lose their significance
entirely once district fixed effects are also accounted for (with the joint F-
statistic declining from 28.6 to 1.4). Thus, while community characteristics
explain the broad regional roll-out patterns, the within-district variation in
roll-out timing appears to be substantially more idiosyncratic. Due to this,
our preferred specifications always include district-year fixed effects. Addi-
tionally, we also present results that include all initial conditions reported in
Table D.4 as further controls interacted with a full set of year fixed effects
each.

5.4.2 Main results

Panel A of Table 5.1 presents our main findings using the RCT sample. Es-
timates from the TWFE specifications (columns 1–2) show a positive and
statistically significant impact of the CCT program on community-level inci-
dence of violent crime. Once controlling for district-level differences in crime
dynamics over time (starting with column 2), coefficients are precisely esti-
mated, with significance levels at five percent and below. Our ITT estimate
(column 3) is qualitatively similar to the TWFE results, while the LATE esti-
mate (column 4) corrects for non-compliance and yields even larger increases
in violent crime as a result of randomized access to the program. The LATE
estimate shows an increase in the likelihood of a community experiencing vi-
olent crime by 3.2 percentage points at the extensive margin. This translates
to a rise of about 33% in violent crime compared to communities without
access to the CCT program, which is a substantial increase.

14We measure initial characteristics in 2008, based on PODES village census data. This
information is collected right after the first introduction of the program in 2007, and we do
not expect to see changes in relevant community characteristics in response to the program.
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TABLE 5.1: The effects of the CCT program on violent crime

Panel A: RCT sample (2005–2010)

Estimation TWFE TWFE (ITT) IV (LATE)†

(1) (2) (3) (4)

PKH treatment 0.021* 0.026*** 0.027*** 0.032***
(0.011) (0.010) (0.010) (0.012)

Community FE, year FE Yes Yes Yes Yes
District-year FE Yes Yes Yes
Observations 10,980 10,980 10,980 10,980
Sub-districts (clusters) 250 250 250 250
Adj. R-squared (F-statF) 0.307 0.321 0.447 1735.0F

Mean (control) 0.101 0.101 0.101 0.101

Panel B: Roll-out sample (2005–2014)

Estimation TWFE BJS‡

(1) (2) (3) (4) (5)

PKH treatment 0.004* 0.007*** 0.006** 0.015*** 0.013***
(0.002) (0.003) (0.003) (0.004) (0.004)

Community FE, year FE Yes Yes Yes Yes Yes
District-year FE Yes Yes Yes Yes
Controls Yes Yes
Observations 288,730 288,730 265,970 244,270 224,959
Sub-districts (clusters) 2,335 2,335 2,310 2,335 2,310
Adj. R-squared 0.206 0.221 0.220
Mean (control) 0.060 0.060 0.061 0.060 0.064

Note: The dependent variable is a binary indicator that takes the value one if NVMS reported at least one
violent crime incident in a community in a given year. The RCT sample (Panel A) is restricted to 1,830
communities. The Roll-out sample (Panel B) includes at most 28,873 communities. In the TWFE and IV
models, PKH treatment measures the actual access to the CCT program by at least one household. In
the ITT model, PKH treatment stands for the original treatment assignment status at the sub-district
level. In the IV model, PKH access is instrumented by PKH assignment. † The first-stage coefficient
of PKH treatment on PKH assignment is 0.844, with a standard error of 0.020; FKleibergen-Paap F-
statistic is reported instead of R-squared. ‡ Imputation-based estimates (Borusyak et al., 2021). Further
controls include year fixed effects interacted with a set of initial conditions (as specified in Table D.4
in the Appendix). The displayed mean of dependent variable refers to the (assigned) control group
only. Robust standard errors are clustered at the sub-district level and reported in parentheses. */**/***
denote significance levels at 10/5/1% respectively.

Panel B of Table 5.1 contrasts the above findings with the large-scale medium-
run effects of the administrative roll-out of the program. In line with the RCT
results, the TWFE specifications (columns 1–2) suggest that the CCT program
led to an increase in violent crime, albeit the treatment effects of the nation-
wide roll-out are somewhat lower (amounting to about 0.7 percentage points
or an increase of about 12% compared to pre-program violent crime inci-
dence). Adding a full set of time fixed effects interacted with a list of initial
community characteristics in column 3 (as specified in Appendix Table D.4)
changes the estimate only marginally. To address potential biases inherent
to staggered treatment designs in the presence of time-varying treatment ef-
fects, columns 4 and 5 show results from an imputation-based estimator (BJS)
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relying on the method proposed by Borusyak et al. (2021).15 The BJS estima-
tor also yields a positive link between PKH coverage and violent crime, with
a somewhat higher and more precisely estimated coefficient. Overall, these
baseline results document that violent crime rates increased substantially in
Indonesian communities in response to receiving access to the CCT program.

5.4.3 Robustness checks

Applying an event study design provides empirical evidence on the parallel
trend assumption and sheds light on dynamic treatment effects. To do so we
replace the static treatment indicator in equation (5.1) with a set of dynamic
treatment indicators PKH-Treatckd,t+τ with τ ∈ {−4, ...,−2, 0, 1...4}, which
take one in t + τ years before and after PKH was introduced in a commu-
nity and zero otherwise. In both the RCT and the Roll-out sample, the baseline
omitted category is t − 1.16 Results are presented in Figure 5.3. Pre-treatment
indicators are close to zero and insignificant for both samples, corroborat-
ing the parallel trends assumption in the difference-in-differences models. In
post-treatment years, the impacts of the program increase gradually and are
sustained for at least three years. Since in the course of the nation-wide pro-
gram implementation the number of CCT recipient households was increas-
ing over time also within treated communities, this could have also given
rise to increasing spillover effects on local crime.

Given the staggered nature of our fixed effect difference-in-differences spec-
ifications, concerns might arise that our main treatment effect is driven by
period- and group-specific differences in weights but not average treatment
effects. Further estimation results alleviate this concern as the effects are gen-
erally less significant but show similar dynamics using Sun et al.’s (2021)
interaction-weighted estimator. By contrast, the Borusyak et al. (2021) esti-
mator results in somewhat lower increases in crime in the RCT sample and
higher increases in the Roll-out sample, with effects rising two to three years
after the introduction of the program.

15The BJS estimator relies on first estimating fixed effects using “not-yet-treated" obser-
vations for all communities that still have such observations and then in a second step on
projecting counterfactual outcomes on treated observations. Observations with no available
imputed counterfactual are excluded from the analysis.

16For the Roll-out sample, as all communities are treated by the end of the time frame (2005–
2014), it is good practice to conceptually include a second omitted category, a binned indi-
cator for all observations before four years of treatment start (cf. Schmidheiny et al., 2019;
Borusyak et al., 2021). For all years after four years, we also use a binned indicator assuming
constant effects thereafter. For the RCT sample the last indicator in t + 4 is dropped as the
shorter sample (2005–2010) can only capture effects up to three years after treatment.
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FIGURE 5.3: Robustness: Pre-trends and treatment effects by
year, normalized

(A) RCT sample

(B) Roll-out sample

Note: The figure provides dynamic PKH effect estimates based on the treatment indi-
cator of actual PKH beginning (cf. equation (5.1)). The RCT sample is restricted to 1,830
communities that were included in the RCT of the PKH program. The Roll-out sample
includes 28,873 communities that received PKH from 2007 to 2014. Both samples are
restricted to communities with full NVMS data coverage. The dependent variable is
a binary indicator that takes the value one if NVMS reported at least one instance of
violent crime in a community in a given year. Regressions control for community, year,
and district-year fixed effects. TWFE estimates and Sun et al.’s (2021) estimator are
run using R’s fixest package. Borusyak et al.’s (2021) estimator is run using STATA’s
did_imputation package. 95% confidence intervals are reported, based on robust stan-
dard errors, clustered at the sub-district level.

Causal identification in difference-in-differences specifications typically re-
quires that the stable unit treatment value assumption (SUTVA) holds. Since
our units of observation are spatial units (communities) across time, we be-
lieve that the main identification threat is related to spatial spillovers. In
particular, our estimates will be biased upward in the case of negative spa-
tial spillovers of crime. Crime will be displaced from control to treatment
communities for instance if in response to program roll-out, criminals liv-
ing in control communities decide to travel to communities receiving CCTs.
We adopt two empirical strategies to assess the relevance of such spatial
spillovers: First, we follow Crost et al. (2016) and examine heterogeneous
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treatment effects with respect to the Euclidean distance of treatment and con-
trol communities. Second, we follow Clarke (2017) and re-estimate our main
results using the “spillover-robust double difference estimator" which, based
on distributional assumptions on how spillover effects vary in distance be-
tween control and treatment communities, aims to take spatial spillovers into
account explicitly. Findings shown in Appendix Table D.5 do not indicate
any spillover effects to neighboring communities.

To provide further credibility of the causal nature of our estimates, we per-
form a series of additional sensitivity checks. In Table D.6 in the Appendix,
we randomly assign treatment status in the Roll-out sample both across and
within years (columns 1–2), which yields fairly precisely estimated zero ef-
fects. We also show that results in the RCT sample are not driven by the ran-
domization itself (Athey et al., 2017). Standard errors adjusted for random-
ization inference indicate that our previous findings hold (column 3). Results
using alternative types of standard errors adjustments are presented in Ap-
pendix Table D.7. We allow for potential spatial correlation in the error terms
by clustering our regressions at the level of districts—the next administrative
level—and by using Conley standard errors (Conley, 1999) within a 50 kilo-
meter radius. The significance of the program effects in the Roll-out sample
and the RCT sample remains stable at the 1% level. Finally, in Appendix Table
D.8 we conduct a number of sensitivity checks to assess whether the way we
construct our samples affects our findings. Column 1 presents results from
an extended sample, in which we include all 3,323 communities within the
250 sub-districts that were part of the RCT and at the same time also covered
by the NVMS.17 Column 2 shows results that are estimated at the sub-district
level (instead of community level), motivated by the circumstance that treat-
ment assignment was at the sub-district level. Based on the Roll-out sample,
column 3 uses a sample that considers a longer time period, starting with
the year 2000 and therefore several years before PKH operations began any-
where in Indonesia. Column 4 contains estimates for an extended Roll-out
sample that comprises all communities covered by NVMS irrespective of ac-
tual PKH roll-out until 2014 (47,680 communities instead of of 28,873 commu-
nities). Throughout the different sample definitions, we find that our main
results hold qualitatively.

17This sample is larger than our RCT sample as it also includes communities in which no
baseline and endline data was collected.
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Lastly, we assess the sensitivity of our results to measurement issues along
several dimensions: First, results at the intensive margin, defined by the hy-
perbolic sine of the number of violent crime incidences in a community in
a given year, confirm increases in violent crime in communities receiving
CCT access by 0.5 to 3 percentage points (Table D.9 in the Appendix). Sec-
ond, we show that increases in violent crime in program communities are
not driven by selective migration patterns (e.g., by young persons delaying
their migration decisions). Exploiting data from PODES, we do not find that
community-level population numbers changed as a result of the program
(Appendix Table D.10).18 Third, we test whether our violent crime variable
might simply pick up local conflicts, in which case we might not measure
“genuine" additional cases of violent crime but rather spillovers from conflict
incidences.19 Using NVMS incidents coded as “conflicts", we re-estimate the
impact of the program on conflict incidences (Appendix Table D.11). We find
no link between the CCT program and community conflict in Indonesia.

5.4.4 Additional evidence from crime victim surveys

Crime victim surveys (from SUSENAS) allow us to assess the sensitivity of
our results to the quality and coverage of the NVMS crime data in order
to address two main concerns. First, NVMS-based results could be driven
by a non-random measurement error if newspapers systematically change
their reporting practices and start reporting crime more frequently once the
CCT program is (becoming) established in a community. The second con-
cern relates to the external validity of our results: As NVMS covers the more
violence-prone (and by that more remote and less wealthy) half of the coun-
try, our main findings might not carry over to the rest of Indonesia.

Crime victimization surveys address these concerns by offering an alterna-
tive measurement of local crime rates. Despite of being self-reported and
hence subject to survey biases, individual survey response is unlikely to de-
pend on what has been reported in provincial newspapers, mitigating the
first concern. Moreover, as household surveys are also fielded in provinces

18The result is consistent with findings in Cahyadi et al. (2020) who use household sur-
vey data from the CCT’s impact evaluation to show that individual- and household-level
attrition rates are unrelated to program implementation.

19In economics and political science there has been a long-standing debate on the impact
of local-level income shocks on conflict (Berman et al., 2011; Crost et al., 2014; Nunn et al.,
2014); including the role of CCTs (Crost et al., 2016). Given that Indonesia has a history of
conflict events, particularly in the period between 1997 to 2003 (Barron et al., 2009; Pierskalla
et al., 2017), the CCT program could have influenced the likelihood of local conflict events.
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without NVMS coverage, we can assess the adjustments in self-reported
crime throughout the country.

For this purpose, we link existing crime victimization data at the house-
hold level to the administrative program roll-out at the sub-district level.
Our sample is restricted to the years 2007–2011 by the inclusion of detailed
questions on crime in SUSENAS and the provision of sub-district identifiers.
Since the yearly household surveys do not cover the same sub-districts in
every round, we further restrict the sample to those sub-districts that were
covered at least twice during the period 2007–2011. This allows us to estimate
the following TWFE model at the household level:

Crime victimjkdt = η PKH-Treatkdt + X′
jkdtγ + κk + θdt + ϵjkdt, (5.4)

where Crime victimjkdt indicates whether household j residing in sub-district
k of district d reported having been a victim of a violent crime in year t.
PKH-Treatkdt captures either the share of communities within the sub-district
k that were covered by the program or whether at least 100 households in the
sub-district k had PKH access in year t. We control for a basic set of house-
hold characteristics, X′

jkdt, which includes indicators for urban status, the ed-
ucational level, age and marital status of the household head, and household
size quintiles. To mirror our previous difference-in-differences specifications,
we control for sub-district fixed effects, κk, and district-year effects, θdt and
hence focus on sub-district-level changes in crime victimization over time.
As before, we restrict our sample to sub-districts that received access to CCTs
by 2014. Table 5.2 reports the results. In line with the results documented
in Table 5.1, we find that program roll-out also increased self-reported in-
cidences of violent crime throughout the country. In column 1, when all
communities within a sub-district receive access to the CCT program, the
likelihood of having been the victim of a crime increases by 0.7 percentage
points (or about 17%). Increases in crime victimization rates are comparable
if at least 100 households get access to PKH.20 The magnitude of the effect is
comparable to our main results using community-level crime incidences of
the NVMS data. This make it less likely that our main results merely reflect

20As documented in Table D.12 in the Appendix, self-reported crime increases signifi-
cantly only when a substantial number of households receives PKH, but not yet if only a
few households in the sub-district are targeted.
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changes in newspaper reporting instead of actual crime rates.21 Importantly,
the almost identical coefficients to results presented in Table 5.1 also confirm
that our findings are not limited by the partial spatial coverage of the NVMS
data but carry over to the rest of the country as well, dealing with the second
concern and increasing the external validity of our results.

TABLE 5.2: Alternative measure: The CCT’s effects on the probability of be-
ing a victim of violent crime (2007–2011)

PKH roll-out: Village share in sub-district At least 100 households
in sub-district

Household sample: All Poor Non-poor All Poor Non-poor

TWFE TWFE TWFE TWFE TWFE TWFE
(1) (2) (3) (4) (5) (6)

PKH roll-out 0.007*** 0.018*** 0.007** 0.008** 0.025*** 0.006*
(0.003) (0.006) (0.003) (0.003) (0.007) (0.004)

Mean (control) 0.043 0.034 0.044 0.043 0.034 0.044
Sub-district FE Yes Yes Yes Yes Yes Yes
District-year FE Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
Observations 1,095,130 95,340 999,630 1,095,130 95,321 999,630

Note: All estimates are restricted to households living in sub-districts that received access to the pro-
gram until 2014. The dependent variable is a binary indicator that takes the value one if a household
reported being victim of at least one crime in a given year. The first treatment variable measures the
share of CCT recipient communities within a sub-district; the second treatment variable turns to one
if at least 100 households within the sub-districts received PKH. Controls include indicators for the
completed education, age and marital status of the household head, the quintiles of household size,
and urban status. Standard errors in parentheses are clustered at the level of sub-districts. */**/***
denote significance levels at 10/5/1% respectively.

Split sample estimates based on classifying households into poor and non-
poor in columns 2/5 and 3/6, respectively, further reveal that crime victim-
ization increases both among households living below and above the poverty
line.22 Coverage of the CCT program can be linked to significantly increased
victimization among non-poor households that were not eligible to receive
transfers themselves (by about 0.7 percentage points, or 16%), but the rel-
ative magnitude of the effects is even larger among poor households that
were potentially among transfer recipients (by 1.8 and 2.5 percentage points,
or 53% and 73% respectively).

A further set of results outlined in Appendix section D.4.2 analyses crime
victimization in later years based on an alternative SUSENAS sample for the
years 2013–2019 (cf. Table D.26). As the administrative program roll-out in-
formation cannot be matched to the more recent SUSENAS rounds, we rely

21An alternative test for the existence of reporting bias in the NVMS data is reported in
Table D.13. Based on PODES data, it shows that the roll-out of PKH did not induce improve-
ments in the local police infrastructure, which otherwise might have also spuriously resulted
in a better documentation and reporting of crime.

22Wealth classifications of households are based on per capita expenditures benchmarked
against Indonesia’s official provincial rural and urban provincial poverty lines.
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instead directly on households’ reports on whether they receive PKH (avail-
able for selected years). Results from propensity score matching show that
CCT-receiving households report having been a victim of a crime somewhat
more often than comparable eligible poor households. One rival explanation
for the increase in self-reported crime victimization among transfer recipi-
ents could also be due to a change their crime reporting behavior. We can test
the relevance of this explanation in this latter sample explicitly, by regress-
ing the share of crimes reported to the police from all experienced crimes on
program beneficiary status. Table D.27 in the Appendix shows that CCT re-
cipient households are not more likely to report crime incidents to the police
than non-receiving households.

5.5 Potential mechanisms

Our main results show that the CCT program led to an increase in violent
crime at the community level. To explore possible mechanisms behind our
findings, we guide our analysis by the theoretical models and conceptual
frameworks outlined in Becker (1968), Sah (1991), and Freeman (1999). In
particular, we approach the analysis from a supply-side model of crime, in
which increases in the benefits and/or decreases in the costs of pursuing a
criminal activity determine whether individuals engage in violent crime.

The principal data in this section comes from the baseline and endline sur-
veys of the World Bank’s impact evaluation.23 Treatment effects are esti-
mated by 2SLS with the empirical specification following Cahyadi et al.
(2020) closely:

PKH-Beneficiaryjk = γ PKH-Assignk + X
′
(i)j0ϕ + θY(i)jk0 + αd + ϵ(i)jk

Y(i)jk = β PKH-Beneficiaryjk + X
′
(i)j0λ + ωY(i)jk0 + πd + µ(i)jk

(5.5)

where Y(i)jk denotes the outcome of interest for either individual i or house-
hold j residing in sub-district k at the time of the endline survey, with
the value of the dependent variable at baseline labeled as Y(i)jk0. PKH-
Beneficiaryjk refers to the treatment variable, which is a binary indicator of

23As discussed in Cahyadi et al. (2020), the impact evaluation showed balance in almost
all covariates, a high level of compliance with treatment assignment, and very low levels of
attrition. We replicate these findings using our own data in the Appendix section D.3 (Tables
D.20 and D.23).
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living in a transfer-recipient family. PKH-Assignk represents the instrument
(treatment assignment at the sub-district level). X′

(i)j0 is a vector of indi-
vidual and household-level controls from the baseline survey.24 αd and πd

refer to district fixed effects. Standard errors are clustered at the level of
randomization (sub-districts).

5.5.1 Benefits of crime

Monetary rewards Although the CCT’s benefits are meant to cover expen-
ditures related to young children’s education, healthcare, and food, house-
holds might use the cash payments to purchase valuable and easy to loot as-
sets such as cellphones, TVs or motorbikes (Borraz et al., 2020). Purchases of
valuable goods could increase the asset base in a CCT-receiving community,
thereby increasing the monetary incentives to perpetrate theft and thus the
incidence of violent crime. As shown in panels A, B, and C of Table 5.3 and
consistent with Cahyadi et al. (2020), we do not find evidence for increased
asset possession among program beneficiaries.25

Alternatively, ownership of lootable assets in program recipient communities
might have increased among non-beneficiary households. Through within-
community spillovers (general equilibrium effects) increased spending on
food, health, and education by CCT beneficiaries might have translated into
higher wealth of non-recipient households residing in the same community
(Angelucci et al., 2009; Cunha et al., 2019; Filmer et al., 2021; Egger et al.,
2022; Muralidharan et al., 2023). Relying on data from PODES and estimat-
ing equation (5.1), Table D.10 in the Appendix shows that program imple-
mentation did not lead to an increase in various community wealth proxies.

Non-monetary rewards Benefits of crime are not limited to monetary re-
wards but can include psychological aspects related to deriving satisfaction
from achieving fairness, retribution, and a sense of accomplishment. As dis-
cussed in Fajnzylber et al. (2002) and Cameron et al. (2014), such perceptions
and reactions can be triggered if government programs lead to increases in

24Controls include the age, gender, and marital status of the respondent as well as fif-
teen household head characteristics (indicators on the level of education and sector of work)
and general household characteristics (household size and indicators on various dwelling
features, e.g., toilet, source of drinking water, roof type, wall type, and floor material).

25Instead of a true null effect, results could also reflect non-random measurement error in
asset and wealth variables due to selective reporting practices as transfer recipient house-
holds might tend to under-report asset/wealth in order to maintain their eligibility status.
As shown in Banerjee et al. (2020), selective under-reporting of assets and wealth does not
seem to be an issue in the context of the Indonesian PKH.
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local inequality, in particular related to the exclusion of eligible poor house-
holds. Given that mistargeting of transfers to non-poor households is com-
mon during the implementation of PKH (World Bank, 2012b; Alatas et al.,
2019), violent crime might have increased in communities as a result of ad-
dressing perceived unfairness related to local-level program implementation.

TABLE 5.3: RCT: The short-run effects of the CCT program on assets, expendi-
tures and behavior

Panel A: Wealth and expenditures

Assets Total Exp. Food Exp. Non-food exp.

PKH beneficiary -0.002 -0.008 -0.003 -0.018
(0.051) (0.032) (0.033) (0.047)

Panel B: Transportation assets and expenditures

Bicycle Motorcycle Car Transport Exp.

PKH beneficiary -0.027 0.011 0.007 -0.117
(0.121) (0.030) (0.005) (0.092)

Panel C: Assets related to information acquisition

Radio TV Antenna Cell

PKH beneficiary 0.033 -0.005 0.011 0.000
(0.103) (0.027) (0.010) (0.041)

Panel D: Expenditures on alcohol and drugs

Alcohol Exp. Drug Exp. Alc.& Drug Exp.

PKH beneficiary -0.384 -0.054 -0.019
(0.239) (0.203) (0.202)

Panel E: Community involvement

Engage 1 Engage 2 Engage 3 Engage 4

PKH beneficiary 0.012 0.012 -0.057 -0.080
(0.027) (0.027) (0.119) (0.100)

Note: Results are reported for 12,929 households, based on 2SLS estimates (LATE) from the pilot’s im-
pact evaluation, using the baseline and endline surveys. All regressions use district fixed effects and
a set of controls as described in (5.5). Abbreviation ’Exp.’ refers to per capita expenditure values in
logs. ’Engage 1’ captures whether a household is a member of any type of community organization.
’Engage 2’ refers to the number of community organizations a household has joined. ’Engage 3’ refers
to the number of household members that have joined community organizations. ’Engage 4’ captures
the number of times any household member has joined a community organization meeting over the 3
months preceding the survey. Robust standard errors in parentheses are clustered at the sub-district
level. */**/*** denote significance levels at 10/5/1% respectively.

Examining the baseline and endline survey data from the RCT’s impact eval-
uation, Table D.14 in the Appendix shows that the CCT program did not
lead to an increase in local-level inequality among the poor in treated com-
munities. Moreover, building on Cameron et al. (2014), we link program
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implementation features (undercoverage and leakage) to increases in vio-
lent crime.26 Combining information from SUSENAS on PKH undercover-
age and leakage with the RCT and Roll-out samples, Appendix Table D.15
shows that increases in violent crime were not larger in districts that suffered
from more substantial implementation errors. If at all, we find some evidence
that undercoverage might be negatively related to increases in violent crime,
which might suggest that violent crime increases only if a sufficient number
of eligible poor households have received program benefits.

5.5.2 Costs of crime

Bearing data limitations in mind, we aim to shed light on four cost categories
that theoretical models of crime have focused on: Material costs, psychic
costs, opportunity costs, and expected punishment costs.

Material costs Receiving a CCT relaxes households’ budget constraints and
therefore can contribute to reducing the material costs of committing crime
by (i) enabling the purchase of weapons (Duggan, 2001; Koenig et al., 2021);
(ii) increasing mobility and social interactions (Glaeser et al., 1996); and (iii)
improving information acquisition about potential crime victims (Glaeser
et al., 1996). While our data does not capture whether households possess
weapons, we find that the program most likely did not alter households’
mobility as proxied by the possession of transport-related assets and expen-
ditures (panel B in Table 5.3) and did not affect households’ possession of
information and communication related assets (panel C in Table 5.3).

Psychic costs Psychic costs relate—among others—to feelings of guilt. As
stressed by the experimental literature in economics and psychology, guilt
(aversion) towards others is strongly influenced by interpersonal relation-
ships (Charness et al., 2006; Battigalli et al., 2007) and the social and com-
munal ties that people are embedded in (Baumeister et al., 1994; Tangney,
1995; Morell, 2019). Considering that the empirical evidence on the impact

26Data on undercoverage and leakage is derived from the SUSENAS 2014 round, which
is the first SUSENAS round to ask households whether they are program beneficiaries and
which is closest in time to the NVMS data. Undercoverage is the share of untreated eligible
households at the district level and is defined as the number of eligible households that do
not receive PKH divided by the total number of eligible households. Leakage is the share of
treated ineligible households at the district level and is defined as the number of ineligible
households receiving the CCT program divided by the total number of households receiving
PKH.
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of CCTs on social ties and community participation is rather mixed (Attana-
sio et al., 2009; Cameron et al., 2014; Attanasio et al., 2015), we investigate
whether PKH has led to a decrease in community involvement, which in
turn might have made program beneficiaries feel less guilty when commit-
ting violent crimes. We contrast four different measures of household-level
engagement in community organizations and observe no decreases in any
measure of community involvement by beneficiary households (panel E in
Table 5.3).

Opportunity costs and income effects The role of opportunity costs and
income effects as explanatory factors for criminal behavior has been widely
studied in the economic crime literature, with a specific emphasis on young
men (Jacob et al., 2003; Deming, 2011; Chin, 2018; Bell et al., 2022) and their
labor market options (Phillips et al., 1972; Myers Jr., 1983; Gelber et al., 2015;
Freedman et al., 2016; Bell et al., 2018). To what extent the CCT program af-
fects young men’s opportunity costs is theoretically ambiguous. On the one
hand, by requiring school attendance of youth as a pre-condition of transfer
receipt, the program might increase the opportunity costs to engage in crim-
inal activities. On the other hand, the increase in household income might
reduce the need for young men not bound by the program’s conditionality
criteria to take up jobs, thereby increasing the incidence and duration of un-
employment, and thus freeing up time to commit violent crimes (Ludwig et
al., 2001; Bratsberg et al., 2019).

In the following we examine the CCT program’s impact on the time use of
men (boys) and women (girls) during the last week before the interview, fo-
cusing on four indicators: (i) Market work, (ii) household chores, (iii) school
attendance, and (iv) being idle (neither engaged in (i), (ii), nor (iii)). Table 5.4
shows the LATE estimates based on the RCT’s impact evaluation (relying on
equation (5.5)).27 We split our sample by gender and age groups, distinguish-
ing between (i) the targeted cohort (aged 7 to 15 years); (ii) young household
members who were not directly targeted by the intervention (aged 18 to 25
years), but might have been subject to within-household spillover effects;
and (iii) adult household members (aged 26 to 35 years).28 We exclude chil-
dren in the intermediate age range (16 to 17 years) as they might have been

27See section D.3.2 in the Appendix for more details on variable construction.
28Theoretically adult household members could also benefit from intra-household

spillovers. However, as they are usually more attached to the labor market than younger
household members, their labor supply and idleness might not adjust that strongly in re-
sponse to additional transfer income.



Chapter 5. Cash Transfers and Violent Crime in Indonesian Communities 120

still partially targeted by the program.29 In line with Cahyadi et al. (2020),
we find that the program was successful in increasing school enrollment
of young children (aged 7 to 15 years) who were the target population of
the CCT’s conditionality criteria. Unsurprisingly, school attendance among
the other non-targeted age groups in beneficiary households did not change.
However, we also find marginally significant declines in the likelihood of
market work among young men and women (aged 18 to 25) in response to
cash transfer access in their households. Finally, CCT access resulted in a
significant reduction in idleness in favour of schooling within the targeted
cohort as well as in a 8.7 percentage point increase in idleness among young
men (aged 18 to 25). The increase in youth idleness was an unintended side
effect of the program and likely reflects intra-household spillovers towards
non-targeted youth who live within beneficiary households.

TABLE 5.4: RCT: The short-run effects of the CCT program on work,
schooling and idleness by cohort

Men Women

Age group: 7–15 18–25 26–35 7–15 18–25 26–35
(1) (2) (3) (4) (5) (6)

Working -0.010 -0.077* -0.029 -0.006 -0.094* 0.002
(0.007) (0.047) (0.022) (0.006) (0.055) (0.038)

Household chores 0.0001 0.003 0.003 -0.003 0.076 -0.006
(0.002) (0.007) (0.005) (0.003) (0.047) (0.037)

Attending school 0.084*** -0.015 0.002 0.045*** -0.013 -0.001
(0.016) (0.024) (0.005) (0.013) (0.023) (0.003)

Staying idle -0.075*** 0.087** 0.024 -0.034*** 0.038 0.004
(0.014) (0.043) (0.021) (0.012) (0.040) (0.010)

Observations 8,760 2,977 3,804 8,087 2,651 5,182
District FE Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes

Note: The dependent variables refer to the last week before the survey and indicate whether an
individual reported having engaged in any (i) work activities outside the household, (ii) house-
hold chores, (iii) school attendance, or (iv) stayed idle (not engaged in work, household chores,
or school). The sample includes all households included in the RCT sample. Models instrument
treatment at community level by treatment assignment at sub-district level relying on 2SLS. Age
categories refer to the age of a person at the time of the endline survey. Controls include whether
a household lives in an urban area, age, marriage status and educational degree indicators of the
household head as well as quintiles of household size. Standard errors in parentheses are clus-
tered at the sub-district level. */**/*** denote significance levels at 10/5/1% respectively.

Expected punishment costs Crime rates of young men have been shown
to be sensitive to actual punishment costs (Levitt, 1998; Drago et al., 2012).

29Results for the 16 to 17 years old are insignificant throughout all specifications. Results
are available from the authors upon request.
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While the CCT program is unlikely to have altered the stringency of actual
punishment or formal and informal sanctions and litigation costs, the pro-
gram might have changed subjective perceptions of expected punishment
costs (Sah, 1991). As discussed in Carpenter (2007), the consumption of drugs
such as alcohol and narcotics can lead people to forget or underestimate pun-
ishment costs and consequently can increase crime. Bearing in mind that In-
donesia is a predominantly Muslim country and that we do not have data
on individual-level alcohol and drug consumption, we examine whether the
program altered household expenditures on alcohol and legal drugs (Betel
nuts which is a stimulant drug that is consumed by many Indonesians). As
shown in panel D of Table 5.3, we find no changes in household spending on
these consumption items.30

5.6 The plausibility of the idleness mechanism

Our empirical analysis demonstrated that the CCT led to an increase in com-
munity-level violent crime. Moreover, we showed that young men within
beneficiary households became more likely to stay idle due to the program.
At the same time, we were able to rule out a number of alternative poten-
tial mechanisms that may otherwise help explain our findings. Since official
police reports consistently point to young men with lower education levels
and poorer socio-economic backgrounds as a major demographic group who
commits violent crimes in Indonesia, we speculate that PKH, despite its oth-
erwise beneficial effects, allowed young men to have more time to engage
in violent crimes. Next, we corroborate this hypothesis by investigating the
mechanism from additional perspectives.

5.6.1 PKH and young men’s idleness: External validity

Our analysis on potential mechanisms provided short-run estimates using
household survey data from PKH’s official impact evaluation (World Bank
RCT). To understand whether adjustments in young men’s idleness hold for
a larger geographical setting, we link the roll-out of PKH to labor supply
and idleness information from SUSENAS (for the years 2004 to 2011). We

30Results persist if we restrict the sample to non-Muslim areas only. Results are available
from the authors upon request.
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focus on the sample of individuals living in PKH-eligible households only—
households with per capita household expenditures that are below the ru-
ral/urban provincial poverty line and with at least one household member
in the age group of 0 to 15. We estimate TWFE models as specified in equation
(5.4), but run them at the individual level by age group, with the dependent
variables indicating that the surveyed individual was primarily engaged in
(i) market work, (ii) household chores, (iii) schooling over the last week, or
(iv) stayed idle (none of the above). The pooled models regress each de-
pendent variable on the share of treated communities within a sub-district,
conditional on sub-district and year fixed effects and further controls.

TABLE 5.5: The country-wide effects of the CCT program on work, school-
ing and idleness by cohort

Men Women

Age group: 7–15 18–25 26–35 7–15 18–25 26–35
(1) (2) (3) (4) (5) (6)

Working -0.025*** -0.030* 0.008 -0.021*** -0.049*** -0.024
(0.007) (0.017) (0.009) (0.006) (0.018) (0.015)

Household chores -0.021** -0.028** -0.018 -0.056*** -0.031* -0.005
(0.010) (0.013) (0.015) (0.014) (0.019) (0.007)

Attending school 0.036*** -0.004 -0.001 0.038*** 0.006 0.000
(0.009) (0.009) (0.001) (0.010) (0.011) (0.001)

Staying idle -0.016** 0.028* -0.007 -0.014** 0.018 0.003
(0.007) (0.015) (0.008) (0.006) (0.012) (0.003)

Observations 82,730 41,357 38,087 75,546 33,493 59,525
Sub-district FE, year FE Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes

Note: The dependent variables refer to the last week before the survey and indicate whether an
individual reported having engaged in any (i) work activities outside the household, (ii) house-
hold chores, (iii) school attendance, or (iv) stayed idle (not engaged in work, household chores, or
school). The treatment variable measures the share of PKH recipient communities within a sub-
district and year. Results are based on pooled cross-sections of SUSENAS national household sur-
vey data (2004 to 2011), restricted to sub-districts that received the program by 2014. Only house-
holds below the provincial poverty line and with at least one child of eligible age are included.
Controls include household head’s age, gender, education, marital status and household size in
quintiles. Standard errors in parentheses are clustered at the sub-district level. */**/*** denote sig-
nificance levels at 10/5/1% respectively.

The nation-wide results in Table 5.5 re-confirm the RCT results (Table 5.4).
Among children targeted by the program (aged 7 to 15 years), all forms
of work and idleness decline in favour of school attendance. By contrast,
within the cohort of non-targeted youth (aged 18 to 25), idleness increases
with the program’s presence within the sub-district, but only significantly
among males. Shifting the CCT program’s coverage from no to all commu-
nities within a sub-district is linked to an increase in idleness by 2.8 percent-
age points among male youth, while average idleness within this group lies
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at 21.8%. Importantly, placebo checks in Table D.16 in the Appendix show
no significant increases in idleness of young males who live in non-eligible
poor or in non-poor households. This ensures that we are not merely pick-
ing up regional differences in the dynamics of youth idleness that are spuri-
ously correlated with program expansion. These placebo results also make it
more likely that we observe adjustments of labor supply among CCT recipi-
ent households and not general job destruction among poor youth.

5.6.2 Idleness and crime: On the timing of criminal activities

Table 5.6 offers additional empirical support to the notion that increases in
violent crime might be indeed linked to the idleness channel. Based on
the newspaper reports, NVMS provides rich contextual information for each
recorded instance of crime. This allows us to differentiate between crim-
inal activities along two additional dimensions and re-estimate our main
models—the LATE model from equation (5.3) for the RCT and the TWFE
model from equation (5.1) for the national roll-out—by splitting criminal ac-
tivities by their perpetrators and timing.

Columns 1–2 first contrast criminal activities that according to the NVMS
have been committed by either individuals or larger groups of people. While
both types of criminal activities increase in the RCT sample, in the nation-
wide Roll-out sample increases in crime tend to be dominated by individual
activities.31

A second notable distinction refers to the timing of criminal activities. In-
capacitation effects (through work or schooling) should be more relevant
during days of the workweek, but their relative importance vanishes dur-
ing weekends and public holidays, when a large part of the population is
expected to stay at home. Our results confirm this expectation as we find
that most of the crime effects arise during the workweek, whereas estimated
coefficients turn small and insignificant during weekends. We consider crime
committed during Indonesia’s public holidays (when schools but also most
workplaces are shut) separately in column 5. Public holidays follow a rolling
window across the years (especially due to the shifting timing of the Mus-
lim religious holidays like the Indonesian Idul Fitri). As expected, we also
see no link between PKH and crimes committed during weekends or public
holidays.

31Gang violence that is based on pre-existing disputes is classified as conflict in NVMS
and does not respond to CCT coverage (cf. Table D.11 in the Appendix).
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We believe that these latter findings are interesting and important for two
reasons: First and in contrast to much of the existing crime CCT literature
(Ludwig et al., 2001; Chioda et al., 2016; Machado et al., 2018), they seem to
rule out that school-aged children are the main perpetrators of violent crime.
Second, the evidence is in line with the view that violent crime is linked to
an increase in the supply of potential perpetrators in CCT receiving commu-
nities (idle young men).32

TABLE 5.6: The effects of PKH by type and timing of violent crime

Dependent: Crime committed by Crime committed on
individ. group workdays weekends public holidays

(1) (2) (3) (4) (5)

Panel A: RCT sample (2005–2010) LATE

PKH 0.028** 0.031** 0.023** -0.002 -0.001
(0.012) (0.013) (0.011) (0.009) (0.005)

Mean (control) 0.093 0.124 0.078 0.036 0.013

Panel B: Roll-out sample (2005–2015 TWFE

PKH 0.008*** 0.002 0.006** 0.002 0.001
(0.003) (0.003) (0.002) (0.002) (0.001)

Mean (control) 0.060 0.071 0.044 0.019 0.006

Community FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes
District-year FE Yes Yes Yes Yes Yes

Note: The Roll-out sample includes 28,873 communities and results are based on TWFE. The RCT sam-
ple comprises 1,830 communities and results are based on 2SLS (LATE). The dependent variable is a
binary indicator that takes the value one if NVMS reported at least one incident of violent crime of
a given type in a community in a given year. Columns 1–2 distinguish between violence committed
by individual actors and those with group affiliations. Columns 3–5 distinguish between crimes that
occurred on workdays, during the weekend (excluding public holidays), or on public holidays. Stan-
dard errors in parentheses are clustered at the level of sub-districts. */**/*** denote significance levels
at 10/5/1% respectively.

5.6.3 Idleness and crime: A vignette experiment

Above we established that the CCT program increases idleness among young
men and provided suggestive evidence that time allocation (on workdays
vs. weekends or public holidays) might matter for committing crimes. To

32An alternative interpretation of our main results would have been that PKH leads school
children to become more effective in committing crimes by attending schools with schools
being an information and coordination hub to plan criminal activities (Jacob et al., 2003).
If true, increases in school attendance would lead to an increase in organized and group-
level criminal activities. Nonetheless, as shown in column 2 and 3 of Table 5.6, we do not
find evidence for the role of schools in fostering criminal activities. In fact, violent crime
incidences seem to be driven by single individuals and occur during workdays, which is
compatible with our hypothesis of idleness among young men.
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provide further quantitative evidence on the plausibility of the idleness-
crime channel, we conducted an online vignette factorial survey experi-
ment in Indonesia. The vignette experiment was designed to explicitly elicit
whether a young person’s idleness status affects Indonesians’ perceptions of
them being a likely perpetrator of crime.

We believe that the vignette experiment sheds light on two aspects: First, it
provides country-specific evidence on whether Indonesians believe that the
idleness of young men in their country is a crime-enabling factor. It therefore
provides a local perspective on our narrative; a narrative that is derived from
the economic literature covering other regions of the world.33 Second, vi-
gnettes can provide insights beyond perceptions into real-world actions and
behaviors. Widely used in political science (e.g., Hainmueller et al., 2015) and
sociology (e.g., Auspurg et al., 2017), scholarly work in criminal sociology
has shown—using vignette experiments—that laypersons are actually good
in predicting the perpetrators of real-world crimes (Dressel et al., 2018; Lin
et al., 2020). Bearing in mind that research has demonstrated that people’s
perceptions of and judgements on crime are subject to a number of biases at
the individual level—for instance, due to stereotyping related to taste-based
and statistical discrimination—there is nonetheless a robust and strong pos-
itive correlation between people’s perception of crime suspects (whether a
person committed a crime or not) and actual criminals. Therefore, we con-
jecture that if people relate youth idleness to a higher propensity to engage
in criminal activities, this is because there is real-world manifestation of this
relationship in Indonesia.

The vignette experiment was fielded as an online survey in Indonesia in Jan-
uary 2023 and was completed by 1,763 participants aged 18 to 50 years. The
average person who completed the survey was about 32 years old, and about
48 percent of respondents were female.34 The vignette consisted of a 2x2x3
factorial design, resulting in 12 unique texts. We used a between-subject de-
sign such that each survey participant randomly received one of the twelve
texts to read.

Each vignette described a specific young man, Budi (aged 20), who lives with
his parents and younger siblings in Central Java and was recently arrested by

33See, e.g., the previously highlighted economic literature on incapacitation effects of
school children in Latin America (Chioda et al., 2016; Machado et al., 2018), the U.S. (Ja-
cob et al., 2003; Foley, 2011), and Europe (Bratsberg et al., 2019).

34See Appendix D.5 for details on the survey, the vignette, descriptives on survey partici-
pants, balance checks, and empirical models.



Chapter 5. Cash Transfers and Violent Crime in Indonesian Communities 126

the police as a suspect for having committed a theft. The vignette experiment
randomized three factors, namely the suspect’s idleness status (working full-
time in a small kiosk vs. not working or attending school), the value of the
loot (about USD 100 vs. 2,000), and the suspect’s wealth (rich vs. very poor
vs. very poor and member of a PKH household). Our main interest is in the
first factor, whereas the third factor sheds light on whether the idleness-crime
relationship differs across socio-economic sub-groups. The second factor is
explicitly taken from the literature in criminal sociology that stresses that the
value of the loot can matter in terms of which socio-economic profiles are
linked to criminal activities.35

TABLE 5.7: Vignette Experiment: Likelihood of suspect com-
mitting the crime

Coefficient Full sample Sub-samples

Poor=1 PKH=1 Rich=1

(1) (2) (3) (4) (5)

Idle 0.297*** 0.041 0.414** 0.469** 0.056
(0.102) (0.170) (0.176) (0.184) (0.170)

Poor 0.156 -0.029
(0.123) (0.180)

PKH -0.015 -0.225
(0.125) (0.181)

Loot -0.048 -0.047 -0.070 -0.196 0.176
(0.102) (0.102) (0.178) (0.184) (0.170)

Idle x Poor 0.361
(0.245)

Idle x PKH 0.413*
(0.250)

Mean dependent 6.62 6.62 6.72 6.56 6.58
Observations 1,763 1,763 588 579 596

Note: The dependent variable measures the likelihood that respondents believe
the described person committed the crime (theft) under investigation. It is coded
on a 10-item Likert scale with “1" meaning “extremely unlikely to have commit-
ted the crime" and “10" meaning “extremely likely to have committed the crime".
“Idle" is a binary indicator indicating whether person was described as idle (nei-
ther work nor school) or as working (working in a kiosk). “Poor" is a binary
indicator indicating whether suspect is poor (without mentioning PKH). “PKH"
is a binary indicator indicating whether suspect is poor and coming from a PKH-
recipient family. “Loot" is a binary indicator indicating whether the stolen things
were of high value. All specifications include two control variables (a respon-
dent’s age and gender) and were estimated by OLS using robust standard errors.
*/**/*** denote significance levels at 10/5/1% respectively.

Directly after the respondent had read the text, he/she was asked to rate on
a 10-item Likert scale whether he/she believed that Budi has committed the

35We do not present results that include sub-treatment effects by the value of the
loot since we do not find any economically sizeable and statistically significant relation-
ships. The respective sub-group/sub-treatment effect results are available from the au-
thors upon request. The experiment was pre-registered under the Open Science Framework
(https://osf.io/y9exw).
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crime. As shown in Appendix section D.5 Table D.28, respondents’ replies
range from 1 (extremely unlikely that Budi committed the crime) to 10 (ex-
tremely likely that Budi committed the crime), with people on average rating
the suspect with 6.6 (median of 7).

We examine the role of idleness (Budi is neither working nor at school) on
respondents’ perceptions of whether the subject had committed the crime.
Table 5.7 depicts our findings based on OLS regressions. In the full-sample
(column 1) we find that describing the suspect as idle increases the respon-
dent’s perceptions of the suspect’s guiltiness by about 0.3 points (statistically
significant at the 1% level). By contrast, crime perceptions do not change with
any of the other two factors. In column 2, we additionally interact idleness
with the poverty status of the suspect. Results show that while idleness is not
worsening crime perceptions about a wealthy subject, the effects of idleness
increase substantially (and marginally significantly) among PKH recipients.
The differential effect of the suspect being simply poor and idle is imprecisely
estimated but does not differ from that of an idle poor person. Sub-sample
results in columns 3–5 confirm these findings: Idleness increases the percep-
tions of the suspect being guilty if he is also poor, or poor and PKH-recipient,
but not if he is rich.

Overall, the vignette experiment lends further support to our proposed
mechanism. Our findings of the CCT program’s impact on crime do not only
coincide with an increase in young men’s idleness, but these two dynamics
are also likely to be causally related.

5.7 Conclusion

This paper shows that welfare programs can lead to increases in violent crime
at the local level. Studying the massive roll-out of a conditional cash transfer
(CCT) program—Program Keluarga Harapan (PKH)—that reached about 3
million Indonesian households by 2014, we find that the program resulted in
an increase in the community-level incidence of violent crime by about 0.6
to 3.2 percentage points. These results are robust to a variety of econometric
identification strategies and measurement issues.

Furthermore, our study sheds light on the mechanisms behind these find-
ings. In particular, we show that the CCT increased idleness among non-
targeted young male household members in the age range of 18 to 25, which
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could have provided them with an increased opportunity to engage in crim-
inal activities. Importantly, our study can rule out that increases in violent
crime are driven by the program increasing the expected benefits for commit-
ting crimes. Neither did it lead to increases in households’ asset possession,
nor did it alter local-level peer group inequalities. Likewise, we believe that
our study can rule out a number of alternative channels related to the costs
of engaging in crime and local-level general equilibrium effects.

Our study has identified relevant negative spillover effects of an otherwise
beneficial policy. What can policy makers do in order to mitigate such nega-
tive effects? The idleness of young men is likely to play a role in explaining
the CCT’s impact on local-level violent crime in Indonesia. While we are less
aware of policy interventions aimed at breaking the idleness-crime relation-
ship, we focus our discussion on interventions that aim at reducing the inci-
dence of idleness among the target population. Related policy interventions
broadly fall into two categories that can be viewed as “carrot” or “stick” ap-
proaches. The former approach recognizes that the poor face persistent con-
straints across multiple dimensions (e.g., information, aspirations, networks,
preferences) and acknowledges that a CCT’s financial benefits might not be
enough to improve the employment outcomes of young men. In this context,
linking beneficiary families to active labor market policies such as workfare
programs or skill training could be a viable intervention to reduce young
men’s idleness. In contrast, the latter approach is motivated by an assess-
ment of the youth idleness-crime nexus as arising due to psychological con-
straints (e.g., self-control problems) or expectations of positive reciprocity. In
this regard, interventions that limit individuals’ choices or increase punish-
ments for committing crimes might reduce the incidence of both idleness and
crime. Such policies could for instance expand the conditionality criteria for
schooling (or training) to include older children and adults (beyond the age
of 15), add further conditionality dimensions such as the labor market par-
ticipation of older household members, or lower cash transfers if household
members engage in criminal activities. While possibly appearing too strict,
the latter strand of policies can be important to generate continued support
for CCTs among the general population (Gelbach et al., 2001; Baute et al.,
2021).

Finally, we would like to point to some limitations of our study: First, the
generalizability of our findings to other welfare programs and country con-
texts remains unclear. Second, our results provide evidence on short- to
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medium-term impacts only. Given that the program led to increases in the
educational attainment of young children, we expect that its impact on vio-
lent crime fades out over time as labor market opportunities for youth im-
prove over the medium to long term. Third, we lack micro data that contains
a direct proof that young adults in CCT households increase their criminal
behaviour. Consequently, the presented evidence is circumstantial. Lastly,
we would like to point out that our key outcome variable, violent crime,
cannot be readily compared to other studies. While we believe that crime
rates measured by newspaper reports or victimization surveys hold several
advantages over data from police reports, we would have ideally liked to
compare our results with administrative data collected by the police. Unfor-
tunately, in Indonesia this data is not yet available to researchers in a spatially
disaggregated manner.
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Chapter 6

Concluding Remarks

Promoting development and fighting poverty remain at the heart of the in-
ternational community’s policy agenda. Over the past decades, considerable
achievements have been made, but concurrent challenges will make deliv-
ering on SDG 1 more complex in the future. Climate change, state fragility
and conflicts are rampant and exemplary for phenomena closely intertwined
with poverty, both as cause and consequence (Beegle et al., 2019). Against
the backdrop of limited financial resources to address global developmental
challenges, the need for an effective and targeted policy mix in the frame-
work of international development cooperation is more urgent than ever. Re-
search can play a decisive role in making such interventions more evidence-
based and thus effective, as numerous recent advancements allow for un-
precedented opportunities in policy assessments: Causal inference methods
make precise estimates of policy impacts more credible; the growing scope of
accessible data facilitates new analytical perspectives; and strengthened con-
sensus among international donors for evidence-use all imply that demand
for such assessments will rise.

A targeted policy mix should however not only account for available evi-
dence on the initially specified—i.e. the desired—impact of interventions. A
growing body of literature suggests that development policies often have un-
intended outcomes, inducing positive or negative side effects beyond their
initial intention (Jabeen, 2016). While notable examples have put particu-
lar focus on negative consequences such as conflicts (e.g., Collier et al., 2007;
Crost et al., 2014; Nunn et al., 2014), the scope of potential side effects is much
more comprehensive (Koch et al., 2018). If such effects are not accounted for,
policies’ intended impacts can be significantly diminished or even reversed.
A credibly evidence-based policy agenda therefore needs to be grounded on
a more holistic assessment of interventions’ outcomes, appealing action on
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the part of two groups: On the one hand, policy makers and practitioners
have to strengthen demand for such analyses. On the other hand, researchers
and evaluators will continuously need to fill the knowledge gap on the inad-
vertent outcomes of development policies.

In this thesis, I add evidence on the unintended consequences of three
distinct Indonesian policy interventions along common phenomena expe-
rienced in developing countries: Chapter 3 shows that decentralization
reforms altered land-use change incentives among local governments, re-
sulting in temporarily decelerated deforestation rates. The identified mech-
anism behind this—from an environmental perspective—positive side effect
is novel in the existing literature. Chapter 4 documents that a policy aimed at
protecting migrant workers altered sending communities’ capacity to cope
with natural disasters, inducing significant poverty increases. The results
are among the first empirical estimates on the effect of migration restrictions
in the context of disaster-induced income shocks. Lastly, chapter 5 demon-
strates how a large-scale social protection measure triggered idleness within
recipient households, contributing towards increasing incidents of violent
crime. By extending the analysis to Indonesia and identifying the underly-
ing mechanism behind the crime hikes, the study fills several gaps in existing
research on the welfare-crime nexus.

Considered independently, each chapter allows for conclusions that can in-
form policy design of comparable interventions: Decentralization reforms
should consider the incentives of local governmental actors that are empow-
ered as part of the policies. Precisely setting the legislative framework for
local-level decisions can help for these reforms to deliver on the promise of
improved public service delivery. Migration restrictions—particularly when
issued by sending countries—should carefully weight costs and benefits of
such measures against each other. Social assistance for communities hit heav-
iest by curtailed migratory options can help to absorb forfeited income from
remittances. And conditional cash transfer schemes should recognize that
payments can not only affect targeted household members, but also trig-
ger behavioral adjustments via intra-household spillovers. Expanding con-
ditionality criteria or improving labor market opportunities could prevent
criminal activity as a result of increased idleness.

Considered together, the three chapters expand the knowledge on uninten-
ded consequences in the context of development policies. The evident obser-
vation is that interventions—even if well-established in one context—might
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have inadvertent impacts once implemented in another environment, mak-
ing an approach tailored to local conditions essential. This perspective cor-
responds to results presented as part of introductory chapter 2, highlighting
the role of individual implementation choices for the success of development
policies supported by international donors. Results from this aggregate anal-
ysis and the three case studies thus complement each other and forge one key
conclusion. In order to tackle international development- and poverty-rela-
ted objectives, successful policy design has to consider induced impacts more
holistically. This entails two potentially overlapping dimensions: A positive,
yet unintended side effect as described in chapter 3 can help to inform which
measures are particularly effective and cost-efficient. Adverse side effects as
outlined in chapters 4 and 5 however can advise on whether interventions
are potentially attenuated beyond its original benefit. Because such policies
crucially depend on international cooperation, this conclusion underlines the
role of decision makers in both international organizations and national gov-
ernments. All relevant actors need to institutionalise a more evidence-based
approach that takes into account potential unintended consequences.

The conclusion of my thesis explicitly draws attention to the necessity of pol-
icy design that is adapted to the local context. This is linked to the debate on
the external validity of individual policy assessments, whether of intended
or unintended impacts. In itself, each article of my thesis contributes to-
wards the knowledge base in its respective field of research: While chapter
3 presents evidence on a previously unstudied relationship, chapter 4 em-
pirically verifies existing theories, and chapter 5 extends existing literature—
with conflicting results—to a new region. Even though Indonesia exhibits
many characteristics and experiences phenomena that are considered typical
of developing economies, these results cannot be readily translated to other
countries. Future research needs to fill the knowledge gaps on unintended
impacts on a much broader scale, which can then be synthesized to inform
better policy making. This can be a key contribution to achieving develop-
mental objectives that the international community has agreed upon in the
framework of the SDGs.
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Volume, risk, complexity: What
makes development finance
projects succeed or fail?
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A.1 Tables

TABLE A.1: Representativeness of sample

Non-sample Sample Absolute difference

Budget funds (in mil. EUR) 10.15 9.68 0.47
(10.6) (11.6) (1.06)

Share of grants 0.89 0.90 -0.01
(0.32) (0.30) (-0.77)

Disbursement vs. commitment 1.00 0.98 0.02
(0.01) (0.02) (-0.50)

Time mandate to contract 0.45 0.38 0.07
(0.86) (0.83) (1.79)

Project duration 6.51 7.04 -0.53
(4.14) (3.89) (0.58)

Delay 0.19 0.19 0.00
(0.40) (0.39) (0.15)

Observations 1,048 1,124 2,172

Note: The first two columns show the mean values of project characteristics of N = 1, 048 out-
of-sample and N = 1, 124 in-sample observations. The former represent the sample of projects
that were not randomly selected for evaluation in our sample period (cf. section 2.2). Means
presented here are unweighted. Standard deviations shown in parentheses. Column 3 displays
the absolute difference of the mean values in columns one and two. The t-statistic for testing
equality of both means is displayed in parentheses below. */**/*** denote significance levels at
10/5/1% respectively.
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TABLE A.2: Summary statistics

Full Sample SSA Asia/Oceania Europe/Caucasus Lat. America MENA
(1) (2) (3) (4) (5) (6)

Financing

Total volume (in million) 41.66 43.14 58.88 23.57 28.66 29.74
(125.56) (146.38) (159.22) (51.48) (59.79) (44.14)

% counterpart contributions 0.16 0.11 0.18 0.17 0.25 0.15
(0.21) (0.17) (0.23) (0.22) (0.21) (0.18)

Budget Funds (in million) 9.68 7.42 12.96 8.34 7.51 13.91
(12.10) (6.30) (18.53) (10.08) (5.88) (13.12)

% budget funds of ODA (x 1000) 19.79 15.41 21.01 23.81 22.50 24.40
(29.65) (18.87) (38.60) (33.46) (27.90) (31.23)

% project funds of GDP (x 1000) 122.00 157.70 121.09 121.73 51.13 87.22
(266.94) (279.71) (370.38) (169.39) (68.22) (119.43)

Disbursement vs. commitment 0.98 0.99 0.97 0.98 1.00 0.95
(0.11) (0.08) (0.15) (0.12) (0.00) (0.15)

Structure

Co-financing 0.21 0.30 0.15 0.16 0.20 0.11
(0.41) (0.46) (0.36) (0.37) (0.40) (0.32)

Accompanying measure 0.27 0.20 0.30 0.50 0.17 0.28
(0.44) (0.40) (0.46) (0.50) (0.38) (0.45)

Previous cooperation 0.23 0.29 0.23 0.05 0.17 0.31
(0.42) (0.45) (0.42) (0.21) (0.38) (0.47)

Number of institutions 4.00 4.26 3.67 3.69 4.46 3.79
(2.52) (2.66) (2.02) (2.37) (3.01) (2.52)

Project manager turnover 0.48 0.46 0.49 0.52 0.47 0.51
(0.38) (0.38) (0.30) (0.47) (0.35) (0.33)

Country office 0.46 0.36 0.59 0.47 0.38 0.57
(0.50) (0.48) (0.49) (0.50) (0.49) (0.50)

Complexity

Project duration 7.04 6.82 7.09 5.69 7.55 8.97
(3.71) (3.30) (3.75) (3.11) (4.11) (4.24)

Delay indicator 0.23 0.19 0.27 0.12 0.21 0.48
(0.42) (0.39) (0.44) (0.33) (0.41) (0.50)

Revised ToC 0.37 0.35 0.37 0.33 0.38 0.44
(0.48) (0.48) (0.48) (0.47) (0.49) (0.50)

Technical complexity 0.48 0.35 0.67 0.63 0.15 0.65
(0.50) (0.48) (0.47) (0.48) (0.36) (0.48)

Risks

Number ex-ante identified risks 3.99 3.93 4.25 3.67 4.00 4.05
(2.02) (1.94) (2.24) (1.88) (2.04) (1.84)

% ex-ante identified risks occurred 0.55 0.62 0.52 0.49 0.53 0.53
(0.35) (0.34) (0.35) (0.36) (0.34) (0.34)

Macro

GDP p.c. growth (annual) 3.29 2.47 4.98 4.54 2.37 1.67
(2.97) (2.30) (2.50) (4.18) (1.24) (3.19)

Freedom House Democracy score 4.00 4.05 3.43 4.46 5.30 2.88
(1.45) (1.34) (1.65) (1.01) (0.67) (0.85)

State Fragility Index 12.19 15.00 12.91 7.21 8.46 11.02
(4.71) (3.85) (3.71) (2.96) (3.38) (4.58)

Sectors

Agr. & Env. 0.13 0.13 0.12 0.07 0.34 0.03
Budget Support 0.02 0.04 0.00 0.00 0.02 0.00
Education 0.07 0.07 0.09 0.02 0.04 0.13
Energy 0.09 0.04 0.14 0.17 0.07 0.08
Finance 0.14 0.07 0.17 0.24 0.15 0.18
Governance 0.08 0.10 0.03 0.09 0.09 0.08
Health 0.13 0.19 0.19 0.03 0.03 0.05
Transportation 0.06 0.08 0.10 0.02 0.02 0.01
Water Supply 0.18 0.17 0.08 0.28 0.14 0.32
Other 0.09 0.11 0.07 0.07 0.10 0.12

Observations 1,124 428 281 167 116 122

Note: Table shows mean and standard deviation in parentheses of covariates, excluding categorial vari-
ables and population of the country. % budget funds of ODA and % projects fund of GDP are re-scaled
by one thousand. Sector figures correspond to fraction of the respective sector in each sub-sample. Ob-
servations are weighted by the inverse of the number of projects evaluated in the corresponding evalu-
ation report. The mean value and standard deviation of the Freedom House Democracy Score and the
State Fragility Index is calculated from only 1,096 observations in the full sample due to unavailable
data. Cross-regional projects (N = 10) are not shown as individual sub-sample but are included in the
full sample figures (column 1). Abbreviations: SSA = Sub-Saharan Africa; MENA = Middle East and
North Africa.
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TABLE A.5: Results: Regional split

Dep. variable: Rating (pooled) (1) (2) (3) (4) (5) (6)
All SSA Asia/Oceania Europe/Caucasus Lat. America MENA

Financing

Total volume (log) 0.037 0.030 -0.003 0.107 0.074 0.160*
(0.029) (0.041) (0.054) (0.070) (0.054) (0.082)

Aid type (Base: Loan):
-Grant 0.105 1.151*** -0.157 -0.092 0.359** -0.536**

(0.087) (0.271) (0.136) (0.153) (0.147) (0.215)
% counterpart contributions 0.145 0.005 0.232 0.322 0.457 1.665***

(0.118) (0.191) (0.238) (0.345) (0.430) (0.256)
Budget funds (log) 0.095** 0.047 0.140** 0.179** -0.025 0.210*

(0.042) (0.063) (0.069) (0.086) (0.085) (0.122)
% budget funds of ODA -0.000 -0.000 -0.000 -0.000*** 0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
% project funds of GDP -0.000 0.000 -0.000 -0.000* -0.000 -0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Disbursement vs. commitment 0.137 -0.398 0.457 0.048 - -

(0.156) (0.338) (0.309) (0.394) (-) (-)

Structure

Co-financing 0.002 -0.006 -0.104 0.298** -0.183 -0.365***
(0.064) (0.082) (0.137) (0.133) (0.200) (0.098)

Accompanying measure -0.015 0.105 -0.123 -0.139* -0.016 -0.502***
(0.056) (0.090) (0.107) (0.071) (0.165) (0.182)

Agency type (Base: NGO):
-Mixed -0.099 -0.324* 0.074 0.325 -0.073 -0.043

(0.130) (0.173) (0.253) (0.281) (0.199) (0.593)
-Multilateral -0.009 -0.184 0.776 0.196 0.133 0.362

(0.131) (0.200) (0.520) (0.360) (0.295) (0.255)
-Private sector 0.006 -0.282 0.467 -0.247 0.139 2.156***

(0.139) (0.213) (0.329) (0.286) (0.344) (0.416)
-Government -0.101 -0.313** 0.277 -0.226 -0.162 -0.209

(0.107) (0.142) (0.219) (0.259) (0.182) (0.464)
Previous cooperation 0.066 -0.011 0.050 0.399** 0.107 0.279**

(0.051) (0.071) (0.108) (0.195) (0.125) (0.116)
Number of institutions 0.005 0.011 -0.011 -0.050** -0.031* 0.019

(0.009) (0.015) (0.025) (0.023) (0.017) (0.031)
Project manager turnover 0.328 0.702 0.694 -0.590*** 0.511 -0.770***

(0.248) (0.533) (0.449) (0.181) (0.809) (0.216)
Country office -0.043 -0.070 -0.047 0.003 0.234* 0.490**

(0.056) (0.111) (0.122) (0.118) (0.119) (0.194)

Complexity

Project duration (log) -0.149** 0.124 -0.037 -0.372** -0.564*** -0.143
(0.075) (0.150) (0.135) (0.148) (0.149) (0.119)

Delay indicator 0.009 0.001 -0.149 0.167 0.466** -0.069
(0.069) (0.104) (0.125) (0.216) (0.228) (0.118)

Revised ToC -0.048 -0.034 -0.035 -0.265*** -0.003 0.447***
(0.047) (0.079) (0.095) (0.086) (0.113) (0.131)

Years mandate to contract -0.048* -0.065 0.027 -0.109* -0.038 0.048
(0.027) (0.070) (0.037) (0.060) (0.034) (0.097)

Technical complexity -0.130** -0.227*** 0.042 0.090 -0.267* 0.131
(0.055) (0.076) (0.121) (0.161) (0.151) (0.177)

Risks

Number ex-ante identified risks 0.001 -0.025 -0.013 -0.024 0.040 -0.040
(0.013) (0.021) (0.025) (0.029) (0.026) (0.026)

% ex-ante identified risks occurred -0.486*** -0.525*** -0.478*** -0.264** -0.839*** -0.412**
(0.067) (0.119) (0.135) (0.122) (0.182) (0.159)

Overall risk (base: low)
-Medium -0.203** -0.523*** 0.122 -0.534** 0.480 -0.202

(0.082) (0.145) (0.172) (0.212) (0.297) (0.396)
-(Very) high -0.352*** -0.655*** -0.131 -0.572** 0.436 -0.197

(0.088) (0.149) (0.199) (0.220) (0.305) (0.410)
-Not assigned -0.219* -0.305* -0.173 -0.245 0.120 -0.479

(0.116) (0.174) (0.208) (0.257) (0.341) (0.557)
Overall risk control (base: low)
-Medium 0.084 0.125 0.212* 0.167 -0.129 0.048

(0.058) (0.095) (0.112) (0.144) (0.139) (0.247)
-High -0.061 0.058 -0.657*** 0.760*** - -0.189

(0.169) (0.230) (0.228) (0.274) (-) (0.744)

Macro variables

GDP p.c. growth (annual) 0.011 0.016 0.042* 0.010 0.146*** 0.025
(0.008) (0.015) (0.022) (0.012) (0.038) (0.022)

Freedom House Democracy score -0.018 0.001 -0.019 -0.208*** -0.490*** -0.036
(0.021) (0.049) (0.037) (0.064) (0.120) (0.066)

State Fragility Index -0.006 -0.017 0.048*** 0.029 -0.072** 0.002
(0.008) (0.018) (0.018) (0.029) (0.032) (0.023)

Population log -0.029 0.050 -0.074** -0.043 -0.002 -0.281**
(0.022) (0.059) (0.036) (0.062) (0.052) (0.134)

Sector indicators Yes Yes Yes Yes Yes Yes
Sub-rating indicators Yes Yes Yes Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes Yes

Observations 5,458 2,136 1,401 804 580 487
Adjusted R2 0.23 0.29 0.27 0.51 0.54 0.57

Note: Table entries are coefficients from WLS regressions with the pooled rating as dependent variable. Weights are given by the inverse
of the number of projects evaluated in the corresponding evaluation report. Observations are weighted by the inverse of the number
of projects evaluated in the corresponding evaluation report. Other control variables include: Number of years between final project
inspection and evaluation; the year of project start as well as evaluation year (both 5-year intervals); evaluation month. Standard errors
in parentheses clustered at the country-evaluation-year level. */**/*** denote significance levels at 10/5/1% respectively.
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TABLE A.6: Results: Sectoral split I

Dep. variable: Rating (pooled) (1) (2) (3) (4) (5) (6)
Full Sample Agr. & Env. Education Energy Finance Health

Financing

Total volume (log) 0.016 0.084 -0.035 0.220*** -0.060 -0.020
(0.029) (0.092) (0.061) (0.046) (0.068) (0.054)

% counterpart contributions 0.191 1.175*** 0.177 0.500** -0.099 -0.087
(0.117) (0.433) (0.400) (0.234) (0.402) (0.210)

Budget funds (log) 0.115*** 0.045 0.066 0.287*** 0.064 -0.035
(0.041) (0.114) (0.158) (0.079) (0.089) (0.118)

% budget funds of ODA -0.000 -0.000** -0.000 -0.000*** 0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

% project funds of GDP -0.000 0.000 0.000*** 0.000 -0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) )

Structure

Co-financing 0.024 -0.136 -0.285* 0.155 0.005 -0.031
(0.062) (0.178) (0.158) (0.116) (0.213) (0.130)

Accompanying measure -0.028 -0.001 0.315 0.063 0.099 -0.211
(0.056) (0.142) (0.195) (0.100) (0.144) (0.182)

Number of institutions 0.002 -0.051* -0.009 -0.119*** -0.029 -0.007
(0.009) (0.026) (0.022) (0.028) (0.033) (0.022)

Project manager turnover 0.368 2.247* -2.775*** 0.195 -0.137 0.152
(0.264) (1.165) (0.757) (0.445) (0.352) (0.790)

Country office -0.054 0.025 -0.197 -0.490*** -0.036 -0.081
(0.056) (0.168) (0.260) (0.156) (0.159) (0.112)

Complexity

Project duration (log) -0.138* 0.241 -0.100 -0.344* -0.463*** 0.362**
(0.076) (0.307) (0.249) (0.191) (0.150) (0.155)

Delay indicator -0.190*** -0.131 -0.618*** 0.160 -0.287 -0.285*
(0.065) (0.219) (0.224) (0.148) (0.226) (0.167)

Revised ToC -0.066 0.095 -0.229* -0.026 -0.043 -0.068
(0.047) (0.134) (0.128) (0.122) (0.192) (0.087)

Years mandate to contract -0.050* 0.064 0.477*** 0.122*** -0.065 -0.063
(0.026) (0.078) (0.148) (0.041) (0.067) (0.080)

Technical complexity -0.123** -0.361 0.046 -0.226 0.323 -0.112
(0.054) (0.223) (0.201) (0.155) (0.284) (0.132)

Risks

Number ex-ante identified risks -0.002 0.030 -0.127*** -0.037** -0.003 -0.027
(0.013) (0.041) (0.043) (0.019) (0.041) (0.030)

% ex-ante identified risks occurred -0.503*** -0.669*** -0.841*** 0.337* -0.327 -0.549***
(0.070) (0.202) (0.173) (0.186) (0.205) (0.157)

Macro variables

GDP p.c. growth (annual) 0.012 0.023 0.010 -0.033** 0.005 0.009
(0.008) (0.032) (0.021) (0.016) (0.014) (0.027)

Freedom House Democracy score -0.020 0.006 -0.054 -0.067* -0.042 -0.052
(0.022) (0.059) (0.087) (0.038) (0.058) (0.042)

State Fragility Index -0.008 -0.065** -0.078** -0.013 0.027 -0.029*
(0.008) (0.025) (0.034) (0.020) (0.026) (0.015)

Population (log) -0.029 0.061 0.125** -0.208*** -0.039 0.057
(0.022) (0.064) (0.054) (0.040) (0.062) (0.070)

Region indicators Yes Yes Yes Yes Yes Yes
Sub-rating indicators Yes Yes Yes Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes Yes

Observations 5,283 654 370 455 815 803
Adjusted R2 0.22 0.38 0.46 0.50 0.30 0.39

Note: Table entries are coefficients from WLS regressions with the pooled rating as dependent variable. Weights are given
by the inverse of the number of projects evaluated in the corresponding evaluation report. Reduced set of covariates
(exclusion of categorical variables, “Disbursement vs. commitment" and “Previous cooperation") due to lack of variation
in small sub-samples. Sector “Budget support" is not displayed as sub-sample for the same reason. Other control variables
include: Number of years between final project inspection and evaluation; the year of project start as well as evaluation
year (both 5-year intervals); evaluation month. Standard errors in parentheses are clustered at the country-evaluation-year
level. */**/*** denote significance levels at 10/5/1% respectively.
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TABLE A.7: Results: Sectoral split II

Dep. variable: Rating (pooled) (1) (2) (3) (4) (5)
Full Sample Governance Transportation Water Supply Other

Financing

Total volume (log) 0.016 -0.150*** -0.022 0.056 0.149**
(0.029) (0.051) (0.072) (0.089) (0.063)

% counterpart contributions 0.191 0.445* 0.493 0.596* -0.814***
(0.117) (0.264) (0.341) (0.346) (0.255)

Budget funds (log) 0.115*** 0.228** -0.562*** 0.159 -0.079
(0.041) (0.087) (0.147) (0.140) (0.081)

% budget funds of ODA -0.000 -0.000 0.000** -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

% project funds of GDP -0.000 0.000 0.000*** -0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Structure

Co-financing 0.024 -0.030 -0.236 0.161 0.054
(0.062) (0.230) (0.166) (0.208) (0.142)

Accompanying measure -0.028 -0.408*** -0.063 -0.030 -0.800***
(0.056) (0.140) (0.260) (0.112) (0.143)

Number of institutions 0.002 0.009 0.251*** 0.014 -0.007
(0.009) (0.017) (0.045) (0.027) (0.021)

Project manager turnover 0.368 -0.499 0.810 -0.244 -0.107
(0.264) (0.528) (1.361) (0.496) (0.608)

Country office -0.054 -0.025 0.839*** -0.144 -0.152
(0.056) (0.126) (0.255) (0.150) (0.096)

Complexity

Project duration (log) -0.138* 0.061 -0.007 -0.466** -0.049
(0.076) (0.141) (0.277) (0.233) (0.137)

Delay indicator -0.190*** 0.042 -0.492 0.158 -0.339**
(0.065) (0.122) (0.306) (0.172) (0.146)

Revised ToC -0.066 0.042 -0.252 -0.235** -0.197*
(0.047) (0.144) (0.170) (0.106) (0.107)

Years mandate to contract -0.050* -0.336*** 0.080 -0.168** 0.153**
(0.026) (0.069) (0.125) (0.069) (0.075)

Technical complexity -0.123** -0.221* -0.021 -0.145 -0.480***
(0.054) (0.129) (0.229) (0.185) (0.094)

Risks

Number ex-ante identified risks -0.002 0.014 -0.031 0.004 0.065**
(0.013) (0.030) (0.046) (0.028) (0.031)

% ex-ante identified risks occurred -0.503*** -0.473** -0.670*** -0.735*** -0.362**
(0.070) (0.214) (0.150) (0.149) (0.168)

Macro variables

GDP p.c. growth (annual) 0.012 0.012 0.001 0.013 -0.034
(0.008) (0.014) (0.024) (0.028) (0.031)

Freedom House Democracy score -0.020 0.091 -0.245** -0.056 0.020
(0.022) (0.092) (0.092) (0.065) (0.044)

State Fragility Index -0.008 0.016 -0.043 -0.000 -0.017
(0.008) (0.022) (0.039) (0.018) (0.019)

Population (log) -0.029 -0.077 0.264*** -0.021 -0.043
(0.022) (0.062) (0.082) (0.062) (0.044)

Region indicators Yes Yes Yes Yes Yes
Sub-rating indicators Yes Yes Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes

Observations 5,283 503 340 824 519
Adjusted R2 0.22 0.54 0.59 0.37 0.53

Note: Table entries are coefficients from WLS regressions with the pooled rating as dependent variable. Weights are given
by the inverse of the number of projects evaluated in the corresponding evaluation report. Reduced set of covariates
(exclusion of categorical variables, ’Disbursement vs. commitment’ and ’Previous cooperation’) due to lack of variation
in small sub-samples. Sector ’Budget support’ is not displayed as sub-sample for the same reason. Other control variables
include: Number of years between final project inspection and evaluation; the year of project start as well as evaluation
year (both 5-year intervals); evaluation month. Standard errors in parentheses are clustered at the country-evaluation-
year level. */**/*** denote significance levels at 10/5/1% respectively.
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TABLE A.8: Results: OECD DAC ratings

(1) (2) (3) (4) (5) (6)
Dep. variable: Overall Relevance Efficiency Effectiveness Impact Sustainability

Financing

Total volume (log) 0.037 0.015 0.047 0.053 0.014 0.055*
(0.029) (0.034) (0.041) (0.043) (0.036) (0.032)

Aid type (Base: Loan):

-Grant 0.105 0.034 0.147 0.155 0.146 0.039
(0.087) (0.102) (0.126) (0.126) (0.115) (0.106)

% counterpart contributions 0.145 0.156 -0.019 0.283* 0.213 0.100
(0.118) (0.152) (0.166) (0.163) (0.171) (0.148)

Budget funds (log) 0.095** 0.054 0.092* 0.133** 0.127*** 0.067
(0.042) (0.052) (0.054) (0.059) (0.048) (0.048)

% budget funds of ODA -0.000 0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

% project funds of GDP -0.000 -0.000 -0.000 -0.000 -0.000 -0.000**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Disbursement vs. commitment 0.137 0.019 0.212 0.207 0.184 0.048
(0.156) (0.178) (0.250) (0.267) (0.228) (0.261)

Structure

Co-financing 0.002 -0.064 -0.009 0.028 0.076 -0.013
(0.064) (0.081) (0.082) (0.088) (0.084) (0.072)

Accompanying measure -0.015 0.032 0.001 -0.062 -0.007 -0.040
(0.056) (0.062) (0.078) (0.079) (0.079) (0.068)

Agency type (Base: NGO):

-Mixed -0.099 -0.038 -0.168 -0.103 -0.078 -0.106
(0.130) (0.142) (0.191) (0.181) (0.169) (0.138)

-Multilateral -0.009 0.123 -0.074 -0.191 0.040 0.051
(0.131) (0.156) (0.206) (0.175) (0.177) (0.153)

-Private sector 0.006 -0.116 0.023 0.048 0.062 0.010
(0.139) (0.159) (0.202) (0.185) (0.186) (0.147)

-Government -0.101 -0.079 -0.128 -0.055 -0.097 -0.144
(0.107) (0.119) (0.160) (0.150) (0.146) (0.106)

Previous cooperation 0.066 -0.025 0.131* 0.027 0.086 0.115**
(0.051) (0.059) (0.074) (0.074) (0.069) (0.058)

Number of institutions 0.005 0.017 0.003 -0.003 0.019 -0.012
(0.009) (0.011) (0.013) (0.011) (0.012) (0.010)

Project manager turnover 0.328 0.237 0.258 0.640 0.631* -0.129
(0.248) (0.277) (0.278) (0.395) (0.322) (0.252)

Country office -0.043 -0.000 0.024 -0.128* -0.048 -0.059
(0.056) (0.067) (0.076) (0.076) (0.076) (0.065)

Complexity

Project duration (log) -0.149** -0.077 -0.150 -0.178* -0.032 -0.314***
(0.075) (0.084) (0.107) (0.101) (0.097) (0.082)

Delay indicator 0.009 0.121 -0.124 -0.086 0.121 0.018
(0.069) (0.082) (0.093) (0.092) (0.089) (0.081)

Revised ToC -0.048 -0.106* -0.018 -0.028 -0.110* 0.026
(0.047) (0.058) (0.066) (0.064) (0.066) (0.054)

Years mandate to contract -0.048* -0.038 -0.034 -0.082*** -0.058 -0.028
(0.027) (0.031) (0.038) (0.031) (0.038) (0.033)

Technical complexity -0.130** -0.013 -0.215*** -0.109 -0.215*** -0.099
(0.055) (0.064) (0.081) (0.078) (0.078) (0.063)

Risks

Number ex-ante identified risks 0.001 0.001 -0.002 -0.002 0.014 -0.004
(0.013) (0.014) (0.018) (0.018) (0.016) (0.014)

% ex-ante identified risks occurred -0.486*** -0.264*** -0.593*** -0.558*** -0.480*** -0.537***
(0.067) (0.081) (0.092) (0.097) (0.094) (0.075)

Overall risk (base:low)
-Medium -0.203** -0.011 -0.326** -0.131 -0.260** -0.284**

(0.082) (0.098) (0.139) (0.111) (0.121) (0.111)
-(Very) high -0.352*** -0.080 -0.494*** -0.344*** -0.435*** -0.407***

(0.088) (0.112) (0.146) (0.120) (0.133) (0.117)
-Not assigned -0.219* 0.017 -0.349* -0.124 -0.259 -0.384**

(0.116) (0.149) (0.178) (0.162) (0.174) (0.151)
Overall risk control (base: low)
-Medium 0.084 0.121* 0.050 0.103 0.160* -0.022

(0.058) (0.070) (0.082) (0.081) (0.083) (0.073)
-High -0.061 0.140 -0.300 -0.085 0.001 -0.060

(0.169) (0.219) (0.239) (0.169) (0.226) (0.211)

Macro variables

GDP p.c. growth (annual) 0.011 0.003 0.020* 0.002 0.014 0.018**
(0.008) (0.008) (0.011) (0.011) (0.011) (0.009)

Freedom House Democracy score -0.018 0.029 -0.034 -0.039 -0.030 -0.016
(0.021) (0.024) (0.031) (0.028) (0.031) (0.025)

State Fragility Index -0.006 0.016 -0.007 -0.006 -0.009 -0.020**
(0.008) (0.010) (0.011) (0.011) (0.011) (0.009)

Population (log) -0.029 -0.029 -0.047 -0.030 -0.037 -0.003
(0.022) (0.026) (0.029) (0.028) (0.031) (0.025)

Sub-rating indicators Yes
Sector and region indicators Yes Yes Yes Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes Yes

Observations 5,458 1,092 1,094 1,093 1,093 1,086
Adjusted R2 0.23 0.07 0.15 0.16 0.16 0.21

Note: Table entries are coefficients from WLS regressions with individual DAC-criteria as dependent variable. Weights are given
by the inverse of the number of projects evaluated in the corresponding evaluation report. Other control variables include:
Number of years between final project inspection and evaluation; the year of project start as well as evaluation year (both 5-year
intervals); evaluation month. Standard errors in parentheses are clustered at the country-evaluation-year level. */**/*** denote
significance levels at 10/5/1% respectively.
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TABLE A.9: Results: LASSO estimates

Dep. variable: Rating (pooled) (1) (2) (3)
Overall LASSO estimation results Reduced-form estimation results

Financing

Total volume (log) 0.037 0.042 0.047*
(0.029) (0.025)

Aid type (base: Loan):
-Loan -0.115 -0.127

(0.084)
-Grant 0.105

(0.087)
% counterpart contributions 0.145

(0.118)
Budget funds (log) 0.095** 0.075 0.083**

(0.042) (0.039)
% budget funds of ODA -0.000 -0.000 -0.000

(0.000) (0.000)
% project funds of GDP -0.000 -0.000 -0.000

(0.000) (0.000)
Disbursement vs. commitment 0.137 0.062 0.131

(0.156) (0.156)

Structure

Co-financing 0.002
(0.064)

Accompanying measure -0.015
(0.056)

Agency type (base: NGO):
-NGO 0.073 0.095

(0.106)
-Mixed -0.099 -0.001 -0.013

(0.130) (0.081)
-Multilateral -0.009

(0.131)
-Private sector 0.006 0.084 0.100

(0.139) (0.095)
-Government -0.101

(0.107)
Previous cooperation 0.066 0.058 0.064

(0.051) (0.051)
Number of institutions 0.005 0.002 0.005

(0.009) (0.009)
Project manager turnover 0.328 0.161 0.163**

(0.248) (0.066)
Country office -0.043 -0.031 -0.050

(0.056) (0.054)

Complexity

Project duration (log) -0.149** -0.154 -0.160**
(0.075) (0.073)

Delay indicator 0.009
(0.069)

Revised ToC -0.048 -0.036 -0.043
(0.047) (0.047)

Years mandate to contract -0.048* -0.043 -0.046*
(0.027) (0.027)

Technical complexity -0.130** -0.135 -0.139**
(0.055) (0.055)

Risks

Number ex-ante identified risks 0.001
(0.013)

% ex-ante identified risks occurred -0.486*** -0.493 -0.492***
(0.067) (0.068)

Overall risk (base: low):
-Medium -0.203** -0.172 -0.204**

(0.082) (0.079)
-(Very) high -0.352*** -0.312 -0.344***

(0.088) (0.084)
-Not assigned -0.219* -0.161 -0.206*

(0.116) (0.114)
Overall risk control (base: low):
-Medium 0.084 0.091 0.089

(0.058) (0.056)
-High -0.061

(0.169)

Macro variables

GDP p.c. growth (annual) 0.011 0.011 0.011
(0.008) (0.008)

Freedom House Democracy score -0.018 -0.013 -0.021
(0.021) (0.020)

State Fragility Index -0.006 -0.005 -0.007
(0.008) (0.008)

Population (lo)g -0.029 -0.019 -0.022
(0.022) (0.021)

Sector indicators Yes Yes Yes
Sub-rating indicators Yes Yes Yes
Other control variables Yes Yes Yes

Observations 5,458 5,458 5,458
Adjusted R2 0.23 0.19

Note: Table entries in column 1 are coefficients from WLS regressions with the pooled rating as dependent variable. LASSO (column 2)
presents results from an adaptive LASSO regression. Reduced form estimates (column 3) runs the WLS regression on all variables with
coefficients that are different from zero in the LASSO regression. Weights are given by the inverse of the number of projects evaluated in
the corresponding evaluation report. Other control variables include: Number of years between final project inspection and evaluation; the
year of project start as well as evaluation year (both 5-year intervals); evaluation month. Standard errors in parentheses clustered at the
country-evaluation-year level. */**/*** denote significance levels at 10/5/1% respectively.
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TABLE A.10: Robustness: Alternative estimations

Rating (pooled) Overall Rating Arithmetic Rating Binary

(1) (2) (3) (4) (5) (6) (7) (8)
OLS O. Probit Vol. weighted OLS O. Probit OLS O. Probit O. Probit

Financing

Total volume (log) 0.037 0.020 0.012 0.050 0.028 0.037 0.012 0.061
(0.029) (0.034) (0.022) (0.041) (0.048) (0.030) (0.042) (0.080)

Aid type (Base: Loan):

-Grant 0.105 0.073 0.042 0.129 0.095 0.104 0.080 0.055
(0.087) (0.132) (0.087) (0.121) (0.165) (0.089) (0.163) (0.239)

% counterpart contributions 0.145 0.050 0.026 0.176 0.073 0.149 0.047 0.530
(0.118) (0.170) (0.109) (0.170) (0.235) (0.122) (0.215) (0.355)

Budget funds (log) 0.095** 0.128** 0.085** 0.123** 0.176** 0.096** 0.157** 0.355***
(0.042) (0.057) (0.037) (0.059) (0.074) (0.043) (0.071) (0.107)

% budget funds of ODA -0.000 -0.000 -0.000 -0.000* -0.000* -0.000 -0.000 -0.000**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

% project funds of GDP -0.000 -0.000 -0.000 -0.000 -0.000 -0.000 -0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Disbursement vs. commitment 0.137 0.282 0.228 0.286 0.386 0.128 0.365 1.112**
(0.156) (0.302) (0.212) (0.234) (0.366) (0.159) (0.377) (0.501)

Structure

Co-financing 0.002 0.044 0.028 0.083 0.221** -0.001 0.059 0.274
(0.064) (0.081) (0.053) (0.088) (0.112) (0.066) (0.101) (0.171)

Accompanying measure -0.015 -0.048 -0.037 -0.078 -0.109 -0.013 -0.053 -0.228
(0.056) (0.074) (0.050) (0.077) (0.104) (0.057) (0.090) (0.151)

Agency type (Base: NGO):

-Mixed -0.099 -0.070 -0.046 -0.092 -0.089 -0.103 -0.065 -0.384
(0.130) (0.177) (0.118) (0.180) (0.241) (0.134) (0.223) (0.353)

-Multilateral -0.009 0.249 0.137 -0.045 0.326 -0.011 0.297 0.586
(0.131) (0.220) (0.136) (0.186) (0.300) (0.134) (0.276) (0.588)

-Private sector 0.006 -0.067 -0.049 0.049 -0.014 0.004 -0.032 -0.371
(0.139) (0.219) (0.148) (0.185) (0.279) (0.142) (0.264) (0.377)

-Government -0.101 -0.072 -0.048 -0.094 -0.075 -0.101 -0.059 -0.389
(0.107) (0.149) (0.099) (0.145) (0.199) (0.110) (0.185) (0.298)

Previous cooperation 0.066 0.066 0.050 0.112 0.125 0.065 0.074 0.163
(0.051) (0.068) (0.045) (0.070) (0.092) (0.052) (0.084) (0.143)

Number of institutions 0.005 0.021 0.013 0.006 0.020 0.005 0.029* 0.013
(0.009) (0.013) (0.009) (0.011) (0.016) (0.009) (0.016) (0.026)

Project manager turnover 0.328 0.426 0.291 0.449* 0.548* 0.321 0.397 2.279**
(0.248) (0.328) (0.215) (0.267) (0.319) (0.256) (0.382) (0.899)

Country office -0.043 -0.087 -0.058 -0.093 -0.180* -0.044 -0.115 -0.400***
(0.056) (0.080) (0.053) (0.076) (0.104) (0.057) (0.100) (0.149)

Complexity

Project duration (log) -0.149** -0.230** -0.148** -0.202** -0.310** -0.146* -0.323*** -0.387*
(0.075) (0.099) (0.063) (0.099) (0.130) (0.078) (0.123) (0.200)

Delay indicator 0.009 -0.013 -0.022 -0.010 -0.036 0.005 -0.005 0.012
(0.069) (0.104) (0.069) (0.094) (0.129) (0.071) (0.125) (0.174)

Revised ToC -0.048 -0.081 -0.050 -0.078 -0.095 -0.049 -0.101 -0.066
(0.047) (0.070) (0.047) (0.064) (0.094) (0.048) (0.087) (0.141)

Years mandate to contract -0.048* -0.048 -0.031 -0.046 -0.049 -0.049* -0.064 -0.057
(0.027) (0.037) (0.025) (0.037) (0.047) (0.028) (0.046) (0.066)

Technical complexity -0.130** -0.214*** -0.140*** -0.121 -0.246** -0.130** -0.240** -0.454***
(0.055) (0.078) (0.052) (0.076) (0.103) (0.057) (0.094) (0.157)

Risks

Number ex-ante identified risks 0.001 0.006 0.003 0.000 0.002 0.001 0.008 -0.034
(0.013) (0.019) (0.012) (0.017) (0.024) (0.013) (0.024) (0.032)

% ex-ante identified risks occurred -0.486*** -0.760*** -0.504*** -0.650*** -1.008*** -0.486*** -0.940*** -1.548***
(0.067) (0.103) (0.069) (0.092) (0.136) (0.069) (0.128) (0.209)

Overall risk (base: low)
-Medium -0.203** -0.292** -0.187** -0.292** -0.457** -0.203** -0.354** -1.237***

(0.082) (0.128) (0.080) (0.124) (0.201) (0.084) (0.166) (0.440)
-(Very) high -0.352*** -0.519*** -0.333*** -0.496*** -0.767*** -0.349*** -0.629*** -1.459***

(0.088) (0.134) (0.084) (0.131) (0.211) (0.091) (0.174) (0.465)
- Not assigned -0.219* -0.424*** -0.276*** -0.349** -0.630** -0.217* -0.550*** -1.312**

(0.116) (0.163) (0.103) (0.175) (0.249) (0.119) (0.211) (0.511)
Overall risk control (base: low)
-Medium 0.084 0.125 0.077 0.140* 0.182 0.086 0.143 0.101

(0.058) (0.085) (0.055) (0.076) (0.112) (0.060) (0.107) (0.155)
-High -0.061 0.074 0.034 -0.106 -0.005 -0.061 0.074 -0.070

(0.169) (0.284) (0.175) (0.221) (0.355) (0.173) (0.367) (0.435)

Macro variables

GDP p.c. growth (annual) 0.011 0.012 0.009 0.009 0.012 0.011 0.012 0.037
(0.008) (0.012) (0.008) (0.011) (0.016) (0.008) (0.015) (0.023)

Freedom House Democracy score -0.018 -0.034 -0.022 -0.031 -0.068 -0.019 -0.052 -0.056
(0.021) (0.036) (0.024) (0.029) (0.047) (0.022) (0.044) (0.059)

State Fragility Index -0.006 -0.006 -0.005 -0.009 -0.014 -0.006 -0.011 -0.028
(0.008) (0.013) (0.009) (0.010) (0.017) (0.008) (0.016) (0.022)

Population (log) -0.029 -0.036 -0.024 -0.031 -0.042 -0.029 -0.036 -0.085
(0.022) (0.039) (0.025) (0.028) (0.048) (0.022) (0.048) (0.058)

Sector and region indicators Yes Yes Yes Yes Yes Yes Yes Yes
Sub-rating indicators Yes Yes Yes
Other control variables Yes Yes Yes Yes Yes Yes Yes Yes

Observations 5,458 5,458 5,458 1,094 1,094 1,094 1,094 1,053
Adjusted R2 0.23 0.24 0.19 0.19

Note: Table entries are coefficients from WLS regressions with individual DAC criteria as dependent variable. Weights are given by the inverse
of the number of projects evaluated in the corresponding evaluation report. Other control variables include: number of years between final project
inspection and evaluation; the year of project start as well as evaluation year (both 5-year intervals); evaluation month. Standard errors in parentheses
are clustered at the country-evaluation-year level. */**/*** denote significance levels at 10/5/1% respectively.
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A.2 Figures

FIGURE A.1: Distribution of OECD DAC-ratings

Note: Distribution of the overall and individual DAC-ratings for N = 1, 124 evaluations
in our sample. Frequency refers to the number of projects with respective rating. The
red line depicts the normal density.
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A.3 Methodology

A.3.1 Calculation of macro variables

All macro variables we employ in our model are computed as averages using
the respective variable’s average value (i) during its project duration and (ii)
across countries in which the project was implemented:

macroi =
1
N

N

∑
k=1

[
1

T − t

T

∑
s=t

macrokt], (A.1)

where i denotes the respective project, N is the number of countries in which
the project was implemented in, T is the year in which a project was com-
pleted and t is the year a project started.
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A.3.2 Extra-/Interpolation of macro variables

The macro variables used are partially not available for the relevant time
period. We impute these missing values in two steps:

Annual growth rate:
agrt = vart/vart−1, (A.2)

where vart is the variable of interest in year t and agr is the annual growth
rate.

Geometric mean:

geomgrt = (agrt · agrt−1 · agrt−2 · agrt−3 · agrt−4)
1/5, (A.3)

where geomgrt is the geometric mean of the five last annual growth rates (last
five years) in year t.

(i) If the latest data points are missing (forward extrapolation) or if data is
missing in between available data points (interpolation):

variablet = variablet∗ · geomgrt∗

t∗ corresponds to the latest year for which the variable is available (and
its five-year geometric growth rate). t∗ < t.

(ii) If the earliest data points are missing (backward extrapolation):

variablet = variablet∗ · geomgrt∗

t∗ corresponds to the earliest year for which the variable is available
(and its five-year geometric growth rate). t∗ > t.

In case macro data observations are missing for certain years, we use the
five-year geometric mean of annual growth rates to extrapolate (interpolate)
missing values.
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A.3.3 Within- vs. between-country analysis

We follow Denizer et al. (2013) and regress binary project success on a cat-
egorical indicator for the the country a project was implemented in to de-
termine whether success varies more within-country or between-country.1

This regression is run separately in sub-samples for each year projects in our
sample were active in, i.e. 1990–2020.2 We define active in year t as project
start prior to or in t and project end before or in t. The following equation
describes the model:

yti = αt + βt countryi, (A.4)

where yti is a binary measure of success of project i in sub-sample t and
countryi is a categorical variable, corresponding to the country project i was
implemented in.

To obtain a single numeric value across sub-samples, we take the weighted
average of regression coefficients. The weight corresponds to the number of
observations in each sub-sample:

β̂ =
∑T

t=1 β̂t · Nt

∑T
t=1 Nt

, (A.5)

where T is the number of years a project was active in and β̂t is the parameter
for projects active in year t and Nt is the number of observations (projects)
active in year t.

The explanatory power of between-country variation in project success is eval-
uated as follows: The estimated parameter β̂ is interpreted as the explanatory
power of between-country variation. The unexplained variation, 1 − β̂, is in-
terpreted as within-country variation, i.e. project-specific characteristics.

Note that some projects (N = 87) were implemented in multiple countries.
For these countries, a country group was created and entered as country. A
possible caveat of this procedure is that the explanatory power of between-
country variation may be inflated: If in a specific set of countries, only one
project of our sample was active, the country or country group explains 100%
of the variation in outcomes (cf. Bulman et al., 2017). In our dataset, this only
applies to two observations.

1Or countries, depending on the number of countries a project was implemented in.
2Because only one project was active was active in 2021, we exclude this year.
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Appendix B

Losing territory: The effect of
administrative splits on land-use in
the tropics
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B.1 Tables

TABLE B.1: Descriptives: Summary statistics

Samples: Entire sample Bandwidth 20km

Mother Child Mother Child
(1) (2) (3) (4)

Split characteristics

Number of villages 19,867 13,920 7,369 6,951
Distance to split (km) 39.7 29.1 10.3 9.9

(37.8) (31.1) (5.4) (5.3)
Distance to capital 39.7 34.0 28.7 26.6

(38.9) (31.5) (26.6) (23.1)
Distance to capital change (km) - 42.0 - 22.7

(-) (45.8) (-) (30.0)
Length of split (km) 108.4 108.4 108.4 108.4

(72.4) (72.4) (72.4) (72.4)

Land use metrics

Village size (sqkm) 40.7 45.1 26.6 27.9
(109.0) (128.3) (76.3) (75.9)

Forest cover 2000 (%) 79.2 80.1 77.6 80.1
(23.0) (23.4) (23.0) (23.1)

Forest cover 2018 (%) 66.6 69.0 66.1 68.1
(24.3) (25.6) (23.5) (24.7)

Oil Palm area 2000 (%) 5.4 7.0 5.8 5.8
(15.7) (18.6) (17.0) (16.7)

Human footprint area 2000 (%) 3.5 2.3 4.8 3.0
(8.9) (6.1) (10.5) (7.4)

Village topography

Altitude (in meters) 396.3 454.7 449.5 537.2
(598.2) (670.3) (592.2) (720.6)

Located on shore (%) 17.8 18.3 12.4 13.6
(38.2) (38.6) (32.2) (34.2)

Distance to sub-district capital 20.0 23.6 16.9 18.4
in 2000 (km) (32.5) (50.1) (31.6) (30.6)
Distance to district capital 169.6 182.3 133.6 150.4
in 2000 (km) (191.4) (198.8) (147.8) (165.1)

Socio-economic composition (in 2000)

Population 1,650 1,529 1,763 1,670
(1,921) (1,813) (2,054) (2,010)

Rural (%) 94.0 96.8 92.7 96.4
(23.6) (17.4) (25.8) (18.5)

Main income agricultural (%) 96.1 97.7 95.7 97.5
(19.2) (14.9) (20.2) (15.3)

Ethnic fractionalization 0.511 0.477 0.511 0.477
(at district-level) (0.19) (0.20) (0.19) (0.20)

Note: Distance to capital change is not available for mother villages because they retain their
original capital as part of district splits. Forest cover, oil palm area and human footprint area
relate the respective extent to village area. Standard deviations reported in parentheses.
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TABLE B.2: Placebo checks: Continuity of topographic and socio-
economic characteristics in 2000

Panel A: Land-use characteristics in 2000

Forest Oil palm Settlement
cover area area

(1) (2) (3)

Child -0.003 -0.004 0.007
(0.019) (0.005) (0.009)

Obs. 14,320 14,300 14,320
Adjusted R2 0.340 0.267 0.483

Panel B: Socio-geographic characteristics (in 2000)

ln Pop. % Rural % Agricult. Subdist. city District city % Coastal Altitude
Income distance distance location

(1) (2) (3) (4) (5) (6) (7)

Child 0.038 0.024 0.006 -2.360 7.702 0.025 1.274
(0.046) (0.015) (0.007) (1.828) (6.728) (0.016) (24.745)

Obs. 13,568 14,227 13,568 13,568 13,568 13,568 14,319
Adjusted R2 0.503 0.075 0.070 0.166 0.670 0.260 0.787

Panel C: Socio-economic characteristics in 2000 (1)

No. Poverty No. health % Phone % Radio % Hospital % Sub- % Kinder-
card card hospital garten
(1) (2) (3) (4) (5) (6) (7)

Child 5.840 8.568 0.002 0.004 -0.003 0.0179 0.006
(4.916) (7.207) (0.005) (0.021) (0.004) (0.005) (0.002)

Obs. 13,569 13,569 13,569 13,569 13,569 13,569 13,569
Adjusted R2 0.141 0.271 0.052 0.143 0.007 0.116 0.242

Panel D: Socio-economic characteristics in 2000 (2)

% Primary % Bank % Bank % Market % Market # State # Private
school index 1 index 2 index 1 index 2 electr. electr.

access access
(1) (2) (3) (4) (5) (6) (7)

Child -0.005 -0.001 0.003 0.011 0.016 3.979 3.116
(0.004) (0.017) (0.017) (0.019) (0.010) (19.160) (4.062)

Obs. 13,569 13,569 13,569 13,569 13,569 13,569 13,569
Adjusted R2 0.251 0.047 0.073 0.065 0.064 0.400 0.149

Split ID FE Yes Yes Yes Yes Yes Yes Yes

Note: % rural, agricult. income, coastal location, phone, radio, (sub-) hospital, kindergarten, primary school, bank, and
market capture binary village access variables. Poverty and health cards, state and private electr. access capture the number
of inhabitants with access. See section 3.4 for the source of the respective outcome variable used. Child is a binary indicator
for villages located in the new child district. The sample consists of villages whose centroids lie within a fixed bandwidth of
20km around the 115 district split boundaries. The SRDD relies on a linear fit. Standard errors are clustered at the district
split ID. */**/*** denote significance levels at 10/5/1% respectively.
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TABLE B.3: Robustness: Dynamic SRDD effects on deforestation

Dependent: ln Mean deforestation Forest cover

Period: Pre 6-4 Pre 3-1 Post 0-3 Post 4-6 Post 7-9 in 2018
(1) (2) (3) (4) (5) (6)

Child -0.208 -0.483*** -0.390** -0.190 -0.0625 -0.109
(0.296) (0.166) (0.151) (0.160) (0.170) (0.069)

Split ID FE Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
Observations 6,148 14,319 14,319 14,319 12,958 14,319
Adjusted R2 0.435 0.396 0.472 0.457 0.462 0.628

Note: The dependent variable is average deforestation in the years indicated, transformed by the
inverse hyperbolic sine. Child is a binary indicator for villages located in the new child district. The
sample consists of villages whose centroids lie within a fixed bandwidth of 20km around the 115
district split boundaries. The SRDD relies on a linear fit. Controls include village altitude and forest
cover in 2000. Standard errors are clustered at the district split ID. */**/*** denote significance
levels at 10/5/1% respectively.

TABLE B.4: Robustness: SRDD effects on deforestation us-
ing quadratic fit

(1) (2) (3) (4) (5)

Panel A: Dep.: ln Pre-split mean deforestation

Child -1.065*** -0.880*** -0.704** -0.627*** -0.670***
(0.384) (0.292) (0.275) (0.234) (0.221)

Bandwidth 20 20 20 20 30 (66)
Observations 14,320 14,320 14,320 14,319 19,848
Adj. R2 0.004 0.165 0.297 0.396

Panel B: Dep.: ln Post-split mean deforestation

Child -0.743* -0.704** -0.610** -0.530** -0.558***
(0.381) (0.288) (0.268) (0.223) (0.214)

Bandwidth 20 20 20 20 26 (55)
Observations 14,320 14,320 14,320 14,319 17,746
Adj. R2 0.004 0.215 0.355 0.472

Island-year FE No Yes No No No
Split-ID FE No No Yes Yes Yes
Controls No No No Yes Yes

Note: The dependent variable is average deforestation within three years be-
fore (Panel A) and from to three years after (Panel B) the split, transformed
by the inverse hyperbolic sine. Child is a binary indicator for villages located
in the new child district. The sample consists of villages whose centroids lie
within a fixed bandwidth of 20km around the 115 district split boundaries.
The bandwidth in column 5 is determined using an RBC estimator (Calonico
et al., 2014). The SRDD is fitted relying on a quadratic trend. Controls in-
clude village altitude and forest cover in 2000. Standard errors are clustered
at the district split ID. */**/*** denote significance levels at 10/5/1% respec-
tively.
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B.2 Figures

FIGURE B.1: Descriptives: Frequency of splits

Note: The figure displays the number of district splits in our sample by year they were
legislated in.
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FIGURE B.2: Identification check: Density of the forcing vari-
able

Note: Density of villages around the new district boundaries, measured in km. Figure
constructed using rdrobust STATA package by Cattaneo et al., 2020. The corresponding
local polynomial density estimator with quadratic fit is based on a 20km bandwidth,
yielding a p-value of 0.102. The sample consists of villages whose centroids lie within
the indicated bandwidth around the 115 district split boundaries.
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FIGURE B.3: Robustness: Deforestation effects for varying
bandwidths

(A) Pre-split

(B) Post-split

Note: The figure displays coefficients from individual estimates of the binary child
indicator for villages located in the new child district (eqn. (3.1)), with the dependent
variable measuring average deforestation within three years before (Panel A) and from
to three years after (Panel B) the split, transformed by the inverse hyperbolic sine. The
sample consists of villages whose centroids lie within a fixed bandwidth indicated on
the y-axis around the 115 district split boundaries. The SRDD relies on a linear fit.
Controls include village altitude and forest cover in 2000. The graph displays 90%
confidence intervals with standard errors clustered at the split level. */**/*** denote
significance levels at 10/5/1% respectively.
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FIGURE B.4: Robustness: Shifting boundaries in space

Note: The figure displays coefficients from individual estimates of the binary child indi-
cator for villages located in the new child district (eqn. (3.1)), with the dependent vari-
able measuring average deforestation from to three years after the split, transformed by
the inverse hyperbolic sine. The sample consists of villages whose centroids lie within
a fixed bandwidth of 20km around the 115 district split boundaries for the coefficient
labeled as “Split". All other coefficients are based on samples that artificially moved
the boundary up to 40km away from the actual split boundary. The SRDD relies on a
linear fit. Controls include village altitude and forest cover in 2000. The graph displays
90% confidence intervals with standard errors clustered at the split level. */**/*** de-
note significance levels at 10/5/1% respectively.
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C.1 Background

C.1.1 Questions of key variables included in PODES

Stock of migrants Are there any village residents who work abroad as
“overseas workers" (TKI)? If yes, number of males/females currently
working abroad.

Main destination country What is the destination country for the majority
of overseas workers from this village?

Natural disasters Has there been natural disaster in the last three years, that
caused damages and losses?

Poverty letters (SKTM) Number of poverty letters issued in the previous
year.

Social health cards (Askeskin) Number of households who received “Health
card/member card of the health aid program for poor people" during
the previous year.

Population Residents and families - total male/female population (note that
for PODES 2014, we use data on household electricity access to extrap-
olate population figures: The number of households with and without
access yields the total number of households in a village, which we
multiply by the average Indonesian household size (3.6 in 2014)).

Conflict Have there been any mass fights in the past year?

Source: List based on PODES 2005. See Appendix Table C.1 for summary
statistics.
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C.1.2 Criteria for the eligibility of poverty letters (SKTM)

1. The floor area of the building in which the household resides is less
than eight square meters per member.

2. The floor of the household’s residence is made of earth/cheap cement.

3. The walls of the household’s residence are made of low quality wood
or are damaged.

4. Household does not have their own sanitation facility.

5. Household’s lighting sources do not use electricity or share it with other
families.

6. Household’s access to drinking and cooking water comes from wells.

7. Household’s fuel for daily cooking is firewood or subsidized gas.

8. Household consumes meat/dairy/chicken less than once a week.

9. Household can purchase a maximum of one set of new clothes per
member per year.

10. Household’s frequency of eating for each member is maximum twice
per day.

11. Household is not able to pay for a treatment at the public health centre
(“puskesmas"/polyclinics).

12. The income of the head of the household is less than IDR 500,000 per
month.

13. The educational attainment of the head of the household is less than
primary schooling.

14. Household members do not have savings/assets with the minumum
value of IDR 500,000.

Source: List based on Fiarni et al. (2013).
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C.1.3 Determinants of access to poverty letters (SKTM)

To show that poverty letters are precisely targeted at the poorest households,
we follow Priebe et al. (2014) in analysing the determinants of individual-
level poverty letter access. For this exercise we use the fourth wave of the
Indonesian Family and Life Survey (IFLS) panel data (Strauss et al., 2009).
This wave was collected in 2007 and covers 13 provinces with a total of 13,535
households comprised of 50,580 individuals. We use the information about
households’ poverty letters uptake to estimate its determinants with the fol-
lowing linear probability model:1

SKTMip = β0 + β1 Povertyip + λi + µp + εip, (C.1)

where SKTM is a binary variable taking the value 1 if the individual i from
province p lives in a household with poverty letter access (SKTM). We mea-
sure Poverty in two ways: First, we divide the sample into quintiles of yearly
consumption expenditures. Second, we create a binary variable for individ-
uals falling below the poverty line, i.e. those whose daily consumption ex-
penditure is below USD 2 (2007 PPP). We introduce a vector of individual-
and household-level controls λip including rural/urban status, age and age
squared, years of education, marital status, religion, number of household
members and number of household members squared, number of children
below 5, and number of elderly people above the age of 60. We further
include province fixed effects µp and we cluster the standard errors at the
household level.

Results are presented in Appendix Table C.12. It shows that individuals
with lower consumption expenditures are more likely to reside in house-
holds with poverty letter access. More specifically, in column 1, individu-
als in the bottom expenditure quintile have a 11.3 percentage points greater
probability to hold poverty letters than those the top quintile. This difference
monotonically decreases, but remains significant at the 1% level for other
quintiles. Furthermore, individuals whose daily consumption expenditure
is below USD 2 (2007 PPP) have a 6.4 percentage points higher probability
to hold a poverty letter. The results are similar if we restrict the sample to
individuals in rural (columns 3–4) and urban areas (columns 5–6).

1The exact question in the survey is “Does this household have a “letter of poor” (Surat
Keterangan Tidak Mampu, SKTM)?".
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C.2 Tables

TABLE C.1: Summary statistics

Mean SD Min Max Obs

Podes (2005, 2008, 2011 and 2014)

Saudi Arabia as main destination 0.12 0.33 0 1 268,194
Stock of emigrants 18.39 67.40 0 5,912 268,194
Stock of female emigrants 10.78 39.76 0 3,022 268,194
Stock of male emigrants 7.61 38.54 0 4,670 268,194
Disaster in the last threee years 0.40 0.49 0 1 268,194
Number of disasters in the last three years 1.36 2.71 0 69 200,206
Poverty cards 66.58 210.62 0 41,448 268,194
Social health cards 431.93 939.95 0 55,307 268,194
Households living in slums 7.93 95.07 0 22,358 268,194
Population 3,346.63 4,731.86 4 199,996 268,194
Conflict in village 0.03 0.17 0 1 268,194
Rural village 0.82 0.38 0 1 267,724
Lowlands 0.19 0.39 0 1 183,337
Flood in the last three years 0.25 0.43 0 1 214,588
Landslide in the last three years 0.14 0.34 0 1 186,833
Forest fire in the last three years 0.05 0.22 0 1 169,542
Earthquake in the last three years 0.10 0.29 0 1 178,128
Tsunami in the last three years 0.01 0.08 0 1 162,051
Typhoon in the last three years 0.14 0.34 0 1 138,613
Tide in the last three years 0.03 0.18 0 1 123,888
Other disasters in the last three years 0.07 0.26 0 1 44,454

Smeru (2010 and 2015)

Poverty rate (below 2$ PPP) 19.05 22.13 0 99.50 131,915

Note: Information on type of natural disaster and number of natural disasters is restricted to the years 2008, 2011
and 2014.
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TABLE C.3: Average effect of number of disasters on poverty

Dependent Poverty cards

DD DDD

(1) (2) (3) (4)

Number of disasters 0.026*** 0.019*** 0.027***
(0.002) (0.002) (0.002)

SA × Post2011 0.039* 0.015
(0.021) (0.024)

Post2011 × Number of disasters -0.010*** -0.013***
(0.003) (0.003)

SA × Number of disasters 0.001 -0.011
(0.005) (0.007)

SA × Post2011 × Number of disasters 0.018**
(0.008)

Village FE Yes Yes Yes Yes
Time FE Yes Yes Yes Yes
Province-time trend Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Observations 200,173 200,173 200,173 200,173

Note: The sample is restricted to census years 2008, 2011 and 2014 for lack of intensive margin dis-
aster data in PODES 2005. Poverty letters is transformed by the inverse asymptotic sine (asinh).
Control variables include asinh(male migrants), log(population) and a conflict event binary indi-
cator. Binary variables SA and Post2011 are omitted because they are absorbed by the fixed effects.
Robust standard errors are clustered at the village level and reported in parentheses. */**/*** de-
note significance levels at 10/5/1% respectively.

TABLE C.4: Average effect of disasters on poverty using alterna-
tive poverty measurements

Dependent Health Households Poverty rate
cards living in slums 2$ PPP

(1) (2) (3)

SA × Post2011 × Disaster 0.154* 0.279*** 1.186***
(0.081) (0.042) (0.382)

Village FE Yes Yes Yes
Time FE Yes Yes Yes
Province-time trend Yes Yes Yes
Controls Yes Yes Yes
Observations 268,194 268,194 128,772

Note: The dependent variables in columns 1–2 are transformed by the inverse asymp-
totic sine (asinh). The dependent variable in column 3 is the number of poor people
below the poverty line of USD 2 PPP divided by total population. Control variables
include asinh(male migrants), log(population) and a conflict event binary indicator.
All further interactions are included in the estimation but not displayed here. The
sample consists of census years 2005, 2008, 2011 and 2014 in columns 1–2, and 2011
and 2014 in column 3. Robust standard errors are clustered at the village level and
reported in parentheses. */**/*** denote significance levels at 10/5/1% respectively.
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TABLE C.5: Average effect of disasters on poverty in t-1

Dependent Poverty cards

DD DDD

(1) (2) (3)

Disastert-1 -0.018* -0.010 -0.020*
(0.010) (0.009) (0.010)

Post2011 × Disastert-1 0.034** 0.032**
(0.015) (0.016)

SA × Disastert-1 0.026 0.020
(0.025) (0.029)

SA × Post2011 0.031
(0.029)

SA × Post2011 × Disastert-1 0.013
(0.043)

Village FE Yes Yes Yes
Time FE Yes Yes Yes
Province-time trend Yes Yes Yes
Controls Yes Yes Yes
Observations 199,899 199,899 199,899

Note: t-1 corresponds to the period of three to six years before t. Poverty
letters is transformed by the inverse asymptotic sine (asinh). Control
variables include asinh(male migrants), log(population) and a conflict
event binary indicator. Robust standard errors are clustered at the village
level and reported in parentheses. */**/*** denote significance levels at
10/5/1% respectively.

TABLE C.6: Average effect of disasters on poverty: Additional robustness
checks

Dependent Poverty cards

Java Java Only villages Exclude Trim Weighted by
excluded only with migrants Middle East population population

(1) (2) (3) (4) (5) (6)

SA × Post2011 0.177** 0.140*** 0.118*** 0.118*** 0.085** 0.128***
× Disaster (0.076) (0.048) (0.042) (0.042) (0.041) (0.040)

Village FE Yes Yes Yes Yes Yes Yes
Time FE Yes Yes Yes Yes Yes Yes
Prov-time trend Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
Observations 166,496 101,698 140,399 141,111 239,872 268,194

Note: Column 1 excludes villages on the island of Java from the sample, column 2 is restricted to villages
on Java island. Column 3 restricts the sample to villages that had at least one Indonesian worker over-
seas in 2005. Column 4 excludes UAE, Jordan and Qatar as main destinations from the sample. Column
5 restricts the sample between the 1st and 99th population percentile. Column 6 weights the regression
by population. Poverty letters is transformed by the inverse asymptotic sine (asinh). Control variables
include asinh(male migrants) and a conflict event binary indicator. Log(population) is also included a
control in columns 1–5. All further interactions are included in the estimation but not displayed here.
Robust standard errors are clustered at the village level and reported in parentheses. */**/*** denote
significance levels at 10/5/1% respectively.
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TABLE C.7: Average effect of disasters on poverty controlling for finan-
cial transfers

Dependent Poverty cards

(1) (2) (3) (4) (5) (6)

SA × Post2011 × Disaster 0.097** 0.096** 0.096** 0.096** 0.096** 0.096**
(0.043) (0.043) (0.043) (0.043) (0.043) (0.043)

Asinh(District transfers) 0.005** 0.004** 0.004* 0.004* 0.004*
(0.002) (0.002) (0.002) (0.002) (0.002)

Asinh(Province transfers) 0.007*** 0.007*** 0.007*** 0.007***
(0.002) (0.002) (0.002) (0.002)

Asinh(Central govn’t transfers) -0.002 -0.002 -0.002
(0.002) (0.002) (0.002)

Asinh(Foreign aid) 0.021*** 0.021***
(0.006) (0.006)

Asinh(Private aid) -0.002
(0.005)

Village FE Yes Yes Yes Yes Yes Yes
Time FE Yes Yes Yes Yes Yes Yes
Province-time trend Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
Observations 200,173 200,173 200,173 200,173 200,173 200,173

Note: Poverty letters is transformed by the inverse asymptotic sine (asinh). District transfer,
province transfer and foreign and private aid are in million IDR. Control variables include as-
inh(male migrants), log(population) and a conflict event binary indicator. All further interactions
are included in the estimation but not displayed here. The sample consists of census years 2008,
2011, 2014. Robust standard errors are clustered at the village level and reported in parentheses.
*/**/*** denote significance levels at 10/5/1% respectively.
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TABLE C.8: Average effect of disasters on poverty in the presence of spillovers

Dependent Poverty cards

DDD

(1) (2) (3) (4)

SA × Post2011 × Disaster 0.119*** 0.113*** 0.0130*** 0.131***
(0.039) (0.041) (0.043) (0.045)

Neighboring village with SA=1 in distance of:

0-10km × Post2011 × Disaster -0.009 0.007 0.008
(0.029) (0.031) (0.034)

10-20km × Post2011 × Disaster 0.067 0.067
(0.044) (0.046)

20-30km × Post2011 × Disaster 0.005
(0.055)

Village FE Yes Yes Yes Yes
Time FE Yes Yes Yes Yes
Province-time trend Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Observations 268,194 268,194 268,194 268,194

Note: Poverty letters is transformed by the inverse asymptotic sine (asinh). Control variables include as-
inh(male migrants), log(population) and a conflict event binary indicator. The additional distance controls
indicate whether a village is within xx km distance of a village with Saudi Arabia as main migratory des-
tination (centroid based), and set to zero in case the village itself has Saudi Arabia as main destination.
All further interactions are included in the estimation but not displayed here. Robust standard errors are
clustered at the village level and reported in parentheses. */**/*** denote significance levels at 10/5/1%
respectively.

TABLE C.9: Average effect of disasters on poverty: Conley stan-
dard errors

Dependent Poverty cards

Distance cut-off 5 km 10 km 20 km 30 km

(1) (2) (3) (4)

SA × Post2011 × Disaster 0.119** 0.119** 0.119** 0.119**
(0.054) (0.061) (0.057) (0.049)

Village FE Yes Yes Yes Yes
Time FE Yes Yes Yes Yes
Province-time trend Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Observations 265,804 265,804 265,804 265,804

Note: Poverty letters is transformed by the inverse asymptotic sine (asinh). Control
variables include asinh(male migrants), log(population) and a conflict event binary
indicator. All further interactions are included in the estimation but not displayed
here. 604 villages are excluded from the sample due to the absence of coordinates.
*/**/*** denote significance levels at 10/5/1% respectively.
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TABLE C.10: Average effect of disasters on population growth and
poverty

(1) (2)
Dependent Population Poverty cards

SA × Post2011 × Disaster -0.013** -0.524
(0.005) (0.416)

SA × Post2011 × Disaster × log(population) 0.082
(0.050)

Village FE Yes Yes
Time FE Yes Yes
Province-time trend Yes Yes
Controls Yes Yes
Observations 268,194 268,194

Note: The dependent variable is log(population) in column 1 and asinh(poverty letters) in
column 2. Control variables include a conflict event binary indicator. All further interactions
are included in the estimation but not displayed here. Robust standard errors are clustered at
the village level and reported in parentheses. */**/*** denote significance levels at 10/5/1%
respectively.

TABLE C.11: Average effect of extreme rainfall events on poverty

Dependent Poverty cards

Buffer 10 km 15 km 20 km 30 km

(1) (2) (3) (4)

SA × Post2011 × Extreme rainfall 0.576*** 0.629*** 0.562*** 0.253***
(0.196) (0.144) (0.119) (0.091)

Village FE Yes Yes Yes Yes
Time FE Yes Yes Yes Yes
Province-time trend Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Observations 15,453 23,735 32,360 51,657
Villages 5,112 7,781 10,524 16,656

Note: Poverty letters is transformed by the inverse asymptotic sine (asinh). Extreme rain-
fall events are defined as days of year t with the largest rainfall recorded in the 10 previ-
ous years (cf. 4.5. Control variables include asinh(male migrants), log(population) and a
conflict event binary indicator. All further interactions are included in the estimation but
not displayed here. Robust standard errors are clustered at the village level and reported
in parentheses. */**/*** denote significance levels at 10/5/1% respectively.
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TABLE C.12: Probability to receive poverty letters (SKTM)

Dependent Holding SKTM

All Rural Urban

(1) (2) (3) (4) (5) (6)

Expenditure quintile 1 0.113 0.078 0.149
(0.012) (0.016) (0.019)

Expenditure quintile 2 0.098 0.063 0.133
(0.011) (0.015) (0.017)

Expenditure quintile 3 0.060 0.035 0.077
(0.009) (0.013) (0.012)

Expenditure quintile 4 0.021 0.013 0.022
(0.007) (0.012) (0.009)

Poor (below 2$ PPP) 0.064 0.043 0.098
(0.010) (0.013) (0.018)

Avg. SKTM uptake in 5th qntl 0.050 0.059 0.046
Controls Yes Yes Yes Yes Yes Yes
Province FE Yes Yes Yes Yes Yes Yes
Observations 45,953 45,953 20,944 20,944 25,009 25,009

Note: The dependent variable captures whether a household holds a poverty letter (SKTM). Columns 2–3
restrict the sample to individuals living in rural, columns 5–6 to those in urban areas. The omitted group in
columns 1, 3 and 5 is the expenditure quintile 5. Control variables include rural/urban residence (columns
1–2), age and age square, years of education, marriage status, religion, number of household members and
number of household members squared, number of children below 5, and number of elderly people above
the age of 60. Standard errors are clustered at the household level. Survey weights are applied. Data source:
IFLS 4 (Strauss et al., 2009).
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C.3 Figures

FIGURE C.1: Disaster events in the period 2003–2005

Note: Red dots represent centroids of villages that experienced at least one natural
disaster between 2003 and 2005. Data taken from PODES 2005.
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FIGURE C.2: Stock of emigrants by gender and destination in
2005
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Note: Data taken from PODES 2005.

FIGURE C.3: Annual flows of documented migrants per desti-
nation

0
10

00
00

20
00

00
30

00
00

Fl
ow

s 
of

 m
ig

ra
nt

s

2006 2009 2012 2015 2018
year

Hong Kong Malaysia Qatar
Saudi Arabia Singapore South Korea
Taiwan

Note: The vertical line indicates the implementation of the ban in 2011. Data taken from
the national placement agency for Indonesian workers abroad (BNP2TKI).
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FIGURE C.4: Placebo: Average effects of disasters by villages’
top destination countries
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Note: The displayed coefficients capture the effect of natural disasters on poverty let-
ters transformed by the inverse hyperbolic sine (asinh) with 95% confidence intervals.
The baseline category is villages with no migrants (“None"). Countries from the left
to the right are: Malaysia, Singapore, Taiwan, South Korea, Japan, United Arab Emi-
rates, Kuwait, United States, other countries, Saudi Arabia. Control variables include
asinh(male migrants), log(population) and a conflict event binary indicator. Village
and year fixed effects as well as province-time trends are included. Standard errors are
clustered at the village level. Number of observations: 268,194.

FIGURE C.5: Geocoded weather stations

Note: The larger map plots the zoomed in area delimited by the red box in the top right
corner. Red dots represent the coordinates of each weather station. Different shades of
blue indicate buffer zones of 10, 15, 20 and 30 km respectively. Data taken from BMKG
and PODES.
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D.1 Tables

TABLE D.1: NVMS data: Descriptive statis-
tics on the types of violent crime

RCT Sample Roll-out sample
Total cases Total cases

All 2,487 31,189
Group clash 35 762
Fight 173 1,888
Lynching 214 3,540
Vandalism 162 2,338
Assault 2,254 23,848
Sweeping 1 12
Kidnappping 7 237
Robbery 361 7,289
Others 7 345

Note: Each incident included in the totals (“All") can
be categorized as pertaining to up to two types listed
above. The RCT sample comprises 1,830 communities
and the Roll-out sample 28,873 communities. Figures
shown refer to the period 2005–2010 (RCT sample) and
2005–2014 (Roll-out sample) and to provinces covered
by the NVMS. The table includes information on vio-
lent crime as defined by the NVMS (definition: “Violent
crime comprises acts of violence that occur without any
prior dispute between parties. The motivation behind
a criminal act can be monetary, for example, robbery or
abduction; or personal pleasure, for example, rape or
serial killings. In contrast, violence in the context of con-
flict occurs due to pre-existing disputes between those
involved such as dispute over land, election, religion
or other such matters. As such, in the NVMS system,
an act of killing can be coded as “Conflict" if there is a
dispute behind it, e.g., in a killing of a certain group fig-
ure by other groups, or can be coded as "Crime" if there
is no pre-existing dispute between parties, for example,
serial killings.", (NVMS, 2014)). The “Others" category
comprises cases of demonstrations, blockades, riots and
terror attacks.
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TABLE D.2: Sample selection due to NVMS coverage

Samples: Roll-out sample RCT sample

Crime database coverage: None NVMS Diff. None NVMS Diff. Diff.
(1) (2) (2–1) (3) (4) (4–3) (4–2)

Socio-economic variables in 2008:
Population [in 1,000] 4.159 2.977 -1.182*** 6.671 3.215 -3.456*** 0.278***

(0.027) (0.026) (0.038) (0.115) (0.052) (0.116) (0.081)
Urban 0.136 0.102 -0.034*** 0.076 0.068 -0.008 -0.038***

(0.002) (0.001) (0.002) (0.009) (0.004) (0.009) (0.005)
% Househ. w. electricity 0.832 0.750 -0.082*** 0.939 0.851 -0.088*** 0.115***

(0.001) (0.001) (0.002) (0.004) (0.004) (0.009) (0.005)
Community market available 0.197 0.178 -0.019*** 0.112 0.174 0.062*** -0.003

(0.002) (0.002) (0.003) (0.010) (0.006) (0.014) (0.007)
Community hospital available 0.023 0.020 -0.003** 0.019 0.015 -0.004 -0.005**

(0.001) (0.001) (0.001) (0.004) (0.002) (0.004) (0.002)
Number communities (max.) 26,657 28,654 872 3,317

Note: The Roll-out sample includes communities in which PKH was introduced until 2014. It is split
into locations with NVMS coverage (our analytical sample; 16 provinces), and into non-NVMS com-
munities that are located in the remaining 17 provinces. Likewise, the RCT sample is divided into
communities located in the 16 NVMS provinces and those located in the other provinces. For the
difference in column 4-2, the Roll-out sample does not contain communities that are part of the RCT
sample. Statistical significance of differences is based on t-tests. All variables presented are taken from
PODES 2008. */**/*** denote significance levels at 10/5/1% respectively.
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TABLE D.4: Roll-out determinants: Explaining year of PKH
roll-out

Sample Roll-out (2007–2014)
(1) (2)

Village characteristics

Population (ln) -0.448*** -0.042
(0.049) (0.034)

Rural -0.660*** 0.094
(0.133) (0.102)

Electricity access (hh %) -0.892*** 0.077
(0.135) (0.092)

Poverty cards (ln) -0.070** -0.024
(0.029) (0.019)

Roll-out criteria: Health facilities

Hospital 0.120 -0.047
(0.126) (0.070)

Sub-hospital 0.503*** -0.011
(0.044) (0.019)

Puskesmas (health station) 0.523*** -0.006
(0.049) (0.022)

Roll-out criteria: Education facilities

Kindergarten -0.460*** -0.057
(0.081) (0.052)

Primary school 0.022 0.040
(0.090) (0.070)

High-school -0.054 0.011
(0.081) (0.269)

District FE No Yes
Observations 26,597 26,597
Adj. R2 0.078 0.594
F-statistic 28.60 1.35

Note: The dependent variable is the year of roll-out; the cross-sectional sample
includes all communities in our national roll-out sample with full data in the
village census PODES 2008. Robust standard errors are clustered at the sub-
district level and reported in parentheses. */**/*** denote significance levels
at 10/5/1% respectively.
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TABLE D.5: Robustness: Assessing the presence of spillover effects

Sample Roll-out

Estimator TWFE Spillover-robust double
diff. estimator (Clarke, 2017)

(1) (2) (3) (4) (5) (6)

PKH treatment 0.006* 0.007* 0.008* 0.010*** 0.007* 0.012**
(0.003) (0.004) (0.004) (0.003) (0.004) (0.005)

Close to community
with PKH treatment

0 − 10km 0.000 0.004 0.001 0.006
(0.000) (0.003) (0.004) (0.005)

0 − 10km × PKH 0.000
(0.000)

10 − 20km 0.000 -0.003 0.001
(0.000) (0.003) (0.004)

10 − 20km × PKH -0.000
(0.000)

20 − 30km 0.000 0.007
(0.000) (0.004)

20 − 30km × PKH -0.000
(0.000)

Community FE, year FE Yes Yes Yes Yes Yes Yes
District-year FE Yes Yes Yes Yes Yes Yes
Observations 288,730 288,730 288,730 288,340 288,340 288,340

Note: The Roll-out sample includes 28,873 communities that ever received PKH during the period 2007–2014
and is restricted to communities with full NVMS coverage and population information. Additional con-
trols indicate the number of communities with PKH access within k kilometers of the community (centroid
based). In columns 4–6 neighboring indicators are set to zero in case the community was treated itself.
Robust standard errors clustered at the sub-district level are reported in parentheses. */**/*** denote sig-
nificance levels at 10/5/1% respectively.
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TABLE D.6: Robustness: Results from randomization inference

Sample Roll-out RCT

Randomization Across year Within years
(1) (2) (3)

Mean PKH effect 0.000 0.000
Mean standard error (0.002) (0.002)
Median standard error (0.002) (0.002)
Share of significant estimates (p ≤ 0.1) 10.2% 9.5%

PKH assignment 0.027***
(0.010)

Rand. Inference p-value 0.00

Community FE, year FE Yes Yes Yes
District-year FE Yes Yes Yes
Controls Yes Yes Yes
No. repetitions 10,000 10,000 1,000
Mean Adj. R2 0.221 0.221

Note: The Roll-out sample includes 28,873 communities, while the RCT sample comprises 1,830
communities. The dependent variable is a binary indicator that takes the value one if NVMS
reported at least one violent crime incident in a community in a given year. The table shows
statistics on TWFE estimates after randomly distributed PKH treatments for 10,000 repetitions.
Randomization across years assigns the PKH start randomly across all years after 2006, whereas
within-year randomization assigns the yearly PKH beginning randomly within the same year.
For randomization inference p-values reported in column 3, the STATA package ritest (Heß, 2017)
was used with N = 1, 000 resampling iterations. Standard errors in parentheses are clustered at
the level of sub-districts. */**/*** denote significance levels at 10/5/1% respectively.

TABLE D.7: Robustness: PKH effects after adjusting standard errors

Sample RCT (LATE) Roll-out

Standard Errors Basic District Conley Basic District Conley
(1) (2) (3) (4) (5) (6)

PKH treatment 0.032*** 0.032*** 0.032*** 0.007** 0.007** 0.007***
(0.012) (0.011) (0.010) (0.003) (0.003) (0.002)

Community FE, year FE Yes Yes Yes Yes Yes Yes
District-year FE Yes Yes Yes Yes Yes Yes
Observations 10,980 10,980 10,956 288,730 288,730 287,940

Note: The Roll-out sample includes 28,873 communities, while the RCT sample comprises 1,830 communi-
ties. For Conley SEs, several communities are excluded due to missing GPS coordinates. The dependent
variable is a binary indicator that takes the value one if NVMS reported at least one incident of violent
crime in a community in a given year. Robust standard errors reported in parentheses are clustered at
the sub-district level in column 1 and 4, clustered at the district-level in columns 2 and 5 and (Conley-)
clustered within a 50km threshold around respective community centroids in column 3 and 6. Alterna-
tive thresholds at 100km or 200km do not alter the estimated SEs significantly. Results are available from
the authors upon request. */**/*** denote significance levels at 10/5/1% respectively.
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TABLE D.8: Robustness: PKH effects by sample construction

Sample RCT (LATE) Roll-out

Extended Sub-district Ever-teated All
2005-2010 2005-2010 2000-2014 2005-2014

(1) (2) (3) (4)

PKH 0.018** 0.023** 0.007** 0.004**
(0.010) (0.012) (0.003) (0.002)

Community FE, year FE Yes Yes Yes Yes
District-year FE Yes Yes Yes Yes
Observations 19,950 1,500 206,985 476,800

Note: The sample in column 1 is restricted to 3,323 communities that were included in the ex-
tended RCT of the PKH program. Column 2 displays sub-district level estimates for the RCT
sample consisting of 250 sub-districts with data coverage. Column 3 includes 13,779 communities
that ever received PKH in 2007–2014 and had NVMS coverage already in 2000. Column 4 covers
all Indonesian communities with NVMS coverage. The dependent variable is a binary indica-
tor that takes the value one if NVMS reported at least one incident of violent crime within the
community in a given year in columns 1, 3 and 4, and it is the share of communities within the
sub-district that experience at least one conflict in column 2. PKH treatment indicates whether
any household within a given community received transfers from the CCT program in a given
year. Robust standard errors are clustered at the sub-district level and reported in parentheses.
*/**/*** denote significance levels at 10/5/1% respectively.

TABLE D.9: PKH effects on the intensive margin of violent crime

Sample RCT Roll-out

TWFE TWFE (ITT) IV (LATE) TWFE BJS
(1) (2) (3) (4) (5)

PKH 0.027** 0.027** 0.032** 0.009*** 0.015***
(0.013) (0.013) (0.016) (0.003) (0.004)

Community FE, year FE Yes Yes Yes Yes Yes
District-year FE Yes Yes Yes Yes Yes
Observations 10,980 10,980 10,980 288,730 244,270

Note: The Roll-out sample includes 28,873 communities, while the RCT sample comprises 1,830 com-
munities. The dependent variable is the inverse hyperbolic sine of the number of NVMS reported
violent crime incidents within a community in a given year. Robust standard errors are clustered
at the sub-district level and reported in parentheses. */**/*** denote significance levels at 10/5/1%
respectively.
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TABLE D.11: Robustness: PKH effects on conflict

Sample RCT Roll-out

TWFE TWFE (ITT) IV (LATE) TWFE BJS
(1) (2) (3) (4) (5)

PKH -0.003 0.004 0.005 -0.002 0.005
(0.008) (0.009) (0.010) (0.002) (0.003)

Community FE, year FE Yes Yes Yes Yes Yes
District-year FE Yes Yes Yes Yes Yes
Observations 10,980 10,980 10,980 288,730 244,270

Note: The Roll-out sample includes 28,873 communities, while the RCT sample comprises 1,830 com-
munities. The dependent variable is a binary indicator that takes the value one if NVMS reported at
least one incident of conflict (i.e. cases that are not categorized as “violent crime") in a community in a
given year. Robust standard errors are clustered at the sub-district level and reported in parentheses.
*/**/*** denote significance levels at 10/5/1% respectively.

TABLE D.12: Alternative measure: CCT access intensity and the prob-
ability of being a victim of violent crime (2007–2011)

Intensity threshold < 50 or ≥ 50 < 100 or ≥ 100 < 200 or ≥ 200 < 300 or ≥ 300

TWFE TWFE TWFE TWFE
(1) (2) (3) (4)

PKH low intensity 0.001 0.001 0.002 0.005
(0.005) (0.004) (0.004) (0.003)

PKH high intensity 0.008** 0.008** 0.008** 0.007*
(0.004) (0.004) (0.004) (0.004)

Mean (control) 0.043 0.043 0.043 0.043
Sub-district FE Yes Yes Yes Yes
District-year FE Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Observations 1,095,130 1,095,130 1,095,130 1,095,130

Note: All estimates are restricted to households living in sub-districts that received access
to the program by 2014. The dependent variable is a binary indicator that takes the value
one if a household reported being victim of at least one crime in a given year. The treat-
ment variable turns to one if the indicated number of households within the sub-districts
received PKH, where low intensity refers to the lower, and high intensity to the upper indi-
cated threshold. Controls include indicators for the completed education, age and marital
status of the household head, the quintiles of household size, and urban status. Standard
errors in parentheses are clustered at the level of sub-districts. */**/*** denote significance
levels at 10/5/1% respectively.
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TABLE D.13: PKH effects on the community-level presence
of police stations

Dependent: Village Police Station (0/1)

Sample: RCT (LATE) Roll-out

(1) (2) (3) (4)

PKH treatment 0.015 0.014 0.003 -0.001
(0.015) (0.011) (0.003) (0.003)

Community FE, year FE No/Yes No/Yes Yes Yes
District-year FE Yes Yes
Observations 3,650 3,650 85,782 85,782

Note: The Roll-out sample includes 28,873 communities, while the RCT sample
comprises 1,830 communities. Columns 1–2 only include observations for the
years 2007 and 2010 and do not include community fixed effect because RCT
assignment began only in 2007. Columns 3–4 only include 2007, 2010 and 2013
given data availability reasons. PKH treatment captures actual treatment by
indicating whether any household within a given community received PKH
in a given year. Robust standard errors are clustered at the sub-district level
and reported in parentheses. */**/*** denote significance levels at 10/5/1%
respectively.

TABLE D.14: RCT: PKH effects on peer-group inequality

ITT LATE

Inequality index: Gini Theil CV Gini Theil CV

(1) (2) (3) (4) (5) (6)

PKH Assignment -0.003 -0.002 -0.008
(0.003) (0.002) (0.007)

PKH Treatment -0.004 -0.003 -0.011
(0.004) (0.003) (0.010)

Observations 2,212 2,212 2,212 2,212 2,212 2,212

Note: Inequality measures are calculated based on household-level expenditures per capita,
taking into account all households included in the RCT sample. In the analysis only com-
munities with at least 5 household observations per survey round were used. “CV" refers
to “Coefficient of Variation". Additional controls: Baseline inequality measure. LATE es-
timates are obtained from 2SLS. Standard errors in parentheses are clustered at the sub-
district level. */**/*** denote significance levels at 10/5/1% respectively.



Appendix D. Cash Transfers and Violent Crime in Indonesian Communities 182

TABLE D.15: PKH effects on crime: The role of community-
level targeting inequality

Sample RCT (LATE) Roll-out

(1) (2) (3) (4)

PKH 0.079* -0.059 0.015*** -0.010
(0.040) (0.063) (0.006) (0.010)

PKH × Undercoverage -0.222 -0.035*
(0.159) (0.019)

PKH × Leakage 0.132 0.025
(0.098) (0.016)

Community FE, year FE Yes Yes Yes Yes
District-year FE Yes Yes Yes Yes
Observations 10,980 10,980 267,680 267,680

Note: The Roll-out sample includes 28,873 communities, while the RCT sam-
ple comprises 1,830 communities. The dependent variable is a binary indica-
tor that takes the value one if NVMS reported at least one incident of violent
crime in a community in a given year. Undercoverage/leakage measure the
share of PKH non-receiving eligible/receiving ineligible households in sur-
veyed households on the district-level (based on SUSENAS 2014). Standard
errors in parentheses are clustered at the level of sub-districts. */**/*** denote
significance levels at 10/5/1% respectively.
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TABLE D.16: Robustness: Middle-run effects of PKH on work,
schooling and idleness by PKH eligibility

Sample: Young men (aged 18–25)

PKH eligibility criteria:
Poverty status: Poor Non-poor

Children (aged < 16) in hh.: Yes No Yes No
(1) (2) (3) (4)

Working -0.030* -0.011 -0.005 0.017
(0.017) (0.007) (0.006) (0.020)

Household chores -0.028** -0.005 -0.016* -0.025
(0.013) (0.008) (0.008) (0.019)

Attending school -0.004 0.008 -0.010** 0.001
(0.009) (0.006) (0.005) (0.008)

Staying idle 0.028* -0.007 -0.005 -0.017
(0.015) (0.007) (0.005) (0.018)

Observations 41,357 23,915 156,236 219,933
Sub-district FE, year FE Yes Yes Yes Yes
Controls Yes Yes Yes Yes

Note: The dependent variables refer to the last week before the survey and indicate
whether an individual reported having engaged in any (i) work activities outside
the household, (ii) household chores, (iii) school attendance, or (iv) stayed idle (not
engaged in work, household chores, or school). The treatment variable measures
the share of PKH recipient communities within a sub-district and year. Results are
based on pooled cross-sections of SUSENAS national household survey data (2004
to 2011), restricted to sub-districts that received PKH by 2014. Results distinguish
between young men living in PKH eligible and non-eligible households (defined by
per capita household expenditures w.r.t. provincial poverty lines and the presence
of children of PKH eligible age). Controls include household head’s age, gender,
education, marital status and household size in quintiles. Standard errors in paren-
theses are clustered at the sub-district level. */**/*** denote significance levels at
10/5/1% respectively.
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D.2 Figures

FIGURE D.1: Overview on the national roll-out of PKH

Notes: PKH access on the sub-district level. Roll-out refers to the first year PKH is
operating in a given community. Dashed areas indicate areas in which PKH had not
been rolled out by 2014. Data taken from MoSA.

FIGURE D.2: NVMS coverage

Notes: Provinces shaded in grey are covered by the NVMS (16 in total), dashed
provinces have only partial coverage if at all. Data taken from NVMS, 2014.
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D.3 PKH and its Impact Evaluation

D.3.1 Data

The World Bank collected baseline and endline data as part of an impact eval-
uation that accompanied the initial roll-out of PKH. The baseline survey was
conducted between June to August 2007 (about a month before the first PKH
transfers occured), while the endline survey was fielded between October to
December 2009.

TABLE D.17: PKH conditionality criteria

Household category Conditions

Household with pregnant or lactating women Complete 4 pre-natal visits and take iron tablets
during pregnancy;
Give birth assisted by a trained professional;
Complete two post-natal visits (lactating mothers)

Households with children aged 0–6 years Ensure children receive all immunizations
and take Vitamin A twice a year;
Take children for growth monitoring check-ups
(monthly for infants up to 11 months old,
quarterly for children 1–6 years old

Households with children aged 6-15 years Enroll children in primary/secondary school
and ensure minimum 85% attendance

Households with children aged 16-18 Enroll children in education program
who have not yet completed nine years of schooling to complete nine years of schooling

Note: Table is adapted from Cahyadi et al., 2020.

TABLE D.18: PKH benefit payments (annual; Indonesian
Rupiah)

Criteria Year 2012 Years 2013/14

Fixed base transfer 200,000 300,000
Each child below age of five 800,000 1,000,000
Each woman pregnant/lactating 800,000 1,000,000
Each child attending primary school 400,000 300,000
Each child attending junior secondary school 800,000 1,000,000
Maximum benefit amount 2,200,000 2,800,000

Note: Table is adapted from Nazara et al., 2013.
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D.3.2 A note on the construction of key variables

Variables are constructed based on PKH’s impact evaluations surveys which
interviews one main adult per household (typically the household head).
The surveys start with enumerators collecting a household roster that among
other information (age, gender, education) collects labor market information
on each household member aged 5 and older. More specifically, the respon-
dent is asked the following question for each household member separately:
What was the main activity of ... in the last week? The question has six re-
sponse options: (i) Working, (ii) attending school, (iii) not working, (iv) being
retired, (v) unemployed, or (vi) doing household chores.

Based on this information we construct a binary idleness indicator that takes
the value of one if the person is neither working, nor doing household chores,
nor attending school in the previous week. The other three labor market
indicators that we use in the analysis are constructed following the same
logic. “Doing market work" refers to having indicated to work in the last
week; “household chores" refers to having indicated to have done household
chores in the last week; and “being currently enrolled at school" refers to the
response “attending school".
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D.3.3 RCT-related Tables

TABLE D.19: Covariate balance at baseline

Control Treatment Difference

(1) (2) (3) (4)

Panel A: Community level
Population in 2007 [in 1,000] 3.448 3.472 -0.024 (0.068)
Violent crime in 2005 0.100 0.101 0.001 (0.014)
Violent crime in 2006 0.141 0.119 -0.022 (0.015)

Panel B: Household level
Rural location 0.714 0.721 0.008 (0.033)
Age (resp.) 24.973 25.020 0.047 (0.379)
Female (resp.) 0.502 0.497 -0.005 (0.008)
Married (resp.) 0.492 0.499 0.007 (0.011)
HH size 5.155 5.115 -0.040 (0.079)
HH wealth -0.011 -0.030 -0.019 (0.051)
HH has a radio 0.386 0.376 -0.010 (0.017)
HH has a TV 0.527 0.514 -0.013 (0.028)
HH has an antenna 0.010 0.009 -0.001 (0.002)
HH has a fridge 0.026 0.026 0.000 (0.004)
HH has a bike 0.480 0.470 -0.010 (0.036)
HH has a motor bike 0.160 0.159 -0.001 (0.014)
HH has a car 0.004 0.003 -0.001 (0.001)
HH has a cellphone 0.094 0.096 0.002 (0.009)
Total expenditures (monthly) 928.613 905.294 -23.319 (21.728)
Total food expenditures (monthly) 649.693 635.273 -14.420 (15.330)
Total non-food expenditures (monthly) 278.920 270.021 -8.898 (8.961)
PCA index on community engagement -0.003 -0.059 -0.056 (0.081)
HH engages in community organization 0.780 0.773 -0.007 (0.018)
# community organization HH is involved 0.780 0.774 -0.006 (0.018)
# hh members involved with comm. organizations 2.193 2.090 -0.103 (0.109)
# meetings attended with comm. organ. (last 3 months) 1.659 1.573 -0.086 (0.099)
Works in agriculture (head) 0.647 0.663 0.016 (0.027)
Works in services (head) 0.135 0.124 -0.011 (0.014)
Highest degree is primary (head) 0.101 0.106 0.005 (0.006)
Highest degree is junior secondary (head) 0.029 0.025 -0.004 (0.003)
Highest degree is senior secondary or more (head) 0.014 0.013 -0.001 (0.002)

Note: Panel A shows statistics on 932 treatment and 897 control group communities. Panel B shows
statistics on 7,184 treatment and 7,118 control group households. Mean values are reported in columns
1 and 2, respectively. In column 3 the simple differences between control and treatment group commu-
nities are displayed. Standard errors are clustered at the sub-district level and reported in parentheses
in column 4. */**/*** denote significance levels at 10/5/1% respectively.
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TABLE D.20: RCT sample: Covariate balance at the individual level at
the time of the baseline

Group N Control Treatment Difference

(1) (2) (3) (4) (5) (6)

Working Male (age 13–17) 3,552 0.096 0.083 -0.013 (0.013)
Working Male (age 18–25) 3,821 0.303 0.293 -0.010 (0.021)
Working Male (age 26–49) 12,540 0.346 0.345 -0.001 (0.020)
Working Female (age 13–17) 4,068 0.140 0.137 -0.003 (0.013)
Working Female (age 18–25) 3,760 0.628 0.646 0.018 (0.021)
Working Female (age 26–49) 12,200 0.947 0.939 -0.008 (0.006)
Household chores Male (age 13–17) 3,552 0.034 0.036 0.002 (0.007)
Household chores Male (age 18–25) 3,821 0.465 0.467 0.002 (0.025)
Household chores Male (age 26–49) 12,540 0.614 0.614 0.001 (0.021)
Household chores Female (age 13–17) 4,068 0.003 0.004 0.001 (0.002)
Household chores Female (age 18–25) 3,760 0.007 0.004 -0.002 (0.003)
Household chores Female (age 26–49) 12,200 0.003 0.003 0.001 (0.001)
Attending school Male (age 13–17) 3,552 0.636 0.633 -0.003 (0.023)
Attending school Male (age 18–25) 3,821 0.053 0.045 -0.009 (0.008)
Attending school Male (age 26–49) 12,540 0.003 0.002 -0.000 (0.001)
Attending school Female (age 13–17) 4,068 0.613 0.598 -0.016 (0.024)
Attending school Female (age 18–25) 3,760 0.068 0.056 -0.012 (0.009)
Attending school Female (age 26–49) 12,200 0.003 0.002 -0.001 (0.001)
Staying idle Male (age 13–17) 3,552 0.240 0.255 0.016 (0.021)
Staying idle Male (age 18–25) 3,821 0.180 0.197 0.017 (0.016)
Staying idle Male (age 26–49) 12,540 0.038 0.039 0.001 (0.004)
Staying idle Female (age 13–17) 4,068 0.251 0.272 0.020 (0.020)
Staying idle Female (age 18–25) 3,760 0.299 0.296 -0.003 (0.021)
Staying idle Female (age 26–49) 12,200 0.048 0.056 0.008 (0.006)

Note: Standard errors are clustered at the sub-district level and reported in column 6. */**/***
denote significance levels at 10/5/1% respectively.

TABLE D.21: RCT sample: Com-
pliance at the community level

Control Treatment

(1) (2)

Community-level compliance in..
2007 0.995 0.998
2008 0.890 0.998
2009 0.736 0.998
2010 0.735 0.999
2011 0.572 1

Sub-district-level compliance in..
2007 0.955 0.985
2008 0.829 0.985
2009 0.676 0.985
2010 0.667 0.993
2011 0.559 1

Note: Table show yearly compliance shares
of the 897 (111) control and 933 (127) treated
communities (sub-districts).
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TABLE D.22: RCT household survey:
Receiving PKH at endline

Control Treatment

(1) (2)

% Receiving PKH 0.095 0.484

Note: Information on PKH recipients are derived
from households’ self-reports at the endline survey
in 2009. The baseline survey did not include infor-
mation on whom was considered eligible as this
was only determined later by the MoSA. Therefore,
the compliance rates represent a lower bound of
actual compliance.

TABLE D.23: RCT household survey: Attrition

Control Treatment All

# obs. % # obs. % # obs. %

(1) (2) (3) (4) (5) (6)

Baseline (2006) 7,131 100 7,196 100 14,327 100
Endline (2009) 6,946 0.974 7,024 0.976 13,970 0.975

Note: Table shows attrition rates between PKH’s RCT baseline and endline sur-
vey. In both, control and treatment group, about 97.5% of all baseline house-
holds could be re-surveyed.

TABLE D.24: RCT household survey: Determinants of
attrition

Specification 1 Specification 2

(1) (2)

Treatment assignment -0.002 -0.002
(0.003) (0.003)

Observations 14,327 14,327

Note: The table examines the extent to which PKH is related to attri-
tion. It shows coefficients after regressing (OLS) a binary indicator of
“being re-surveyed at the endline" on the original treatment assign-
ment indicator. Specification 1 includes district fixed effects and basic
controls. Specification 2 in addition includes a set of extended con-
trols. Standard errors are depicted in parentheses and are clustered at
the sub-district level. */**/*** denote significance levels at 10/5/1%
respectively.
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D.4 SUSENAS Description

D.4.1 Sample construction and variables

SUSENAS is a cross-sectional household survey collected annually by Statis-
tics Indonesia (BPS). The data constitutes the empirical foundation for a num-
ber of the country’s official statistics—in particular poverty, expenditure, de-
mographic, and education statistics. Its sampling frame is determined by
BPS and is aimed to be representative at the district level.

Crime data Since 2007, SUSENAS gathers disaggregated information on
crime. Crime information relates to self-reported information on whether
a household experienced certain types of crime. Over time the SUSENAS
crime module became more comprehensive. While in earlier years crime in-
formation was collected at the household level, later rounds collected indi-
vidual-level crime information. Crime types collected in SUSENAS relate to:
Theft, robberies, homicide, rape, and other types of crime. For this study we
use a binary indicator that is one if any of the above-mentioned types were
experienced by the household. Given that SUSENAS’s data changed over
time we construct two separate samples:

1. Sample 2007–2011:
Our main sample reported in the paper is compiled by pooling SUSE-
NAS data for the years 2007 until 2011. The sample matches approxi-
mately the time period of our main analysis that uses the NVMS data.
While crime data disaggregated by type is not available from SUSENAS
for the pre-2007 period, BPS decided to strip the data from sub-district
identifiers from 2011 onwards. Hence, we cannot link SUSENAS with
the administrative PKH roll-out data at the sub-district level in later
SUSENAS rounds. Data is available both in provinces with and with-
out NVMS coverage.

2. Sample 2013–2019:
The second sample is compiled by pooling SUSENAS data for the years
2013, 2014, 2017, 2018, and 2019. This sample is used in Appendix sec-
tion D.4.2. The rounds were selected since they include both, infor-
mation on crime (self-reported) and a household’s PKH membership
(self-reported). Survey items related to PKH were introduced in 2013,
though excluded in 2015 and 2016, until reintroduced again in 2017. In
addition, SUSENAS also asks if households reported crime incidents to
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the police (by type). The sample is available for both provinces with
and without NVMS coverage. Table D.25 presents descriptive crime
statistics based on SUSENAS for the years 2007 to 2019.

Time use data For analysing mechanisms, we pool the yearly SUSENAS
modules on labor market participation and time use. We rely on the years
2004 to 2011 that contain sub-district identifiers and hence can be connected
over time as well as with our PKH access data.

SUSENAS conducts interviews with one main person per household, typi-
cally the household head or her/his spouse. During the interviews (in the
labor market section of the questionnaire) the respondent is asked to answer
the following four questions regarding each single household member aged
10 or older:

1. Did he/she work last week? (yes/no)

2. Did he/she attend school last week? (yes/no)

3. Did he/she do household chores last week? (yes/no)

4. Was he/she engaged in other activities (personal, sports, mosque, etc.)
last week? (yes/no)

Based on this information we construct four binary indicator variables. Mar-
ket work takes the value of one if a person was engaged in any type of work
except for household chores (answered yes to question 1). Household chores
takes the value of one if a person has reported doing household chores (ques-
tion 3). In school takes the value of one if the person has reported having
attended school during the last week (question 2). Finally, the indicator Idle
takes the value of one if a person did not pursue any of the three listed ac-
tivities in the previous week. Thus, while market work, household chores,
and school attendance are not mutually exclusive categories but may over-
lap, idleness is defined by the absence of any other reported activity.
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Regressions based on SUSENAS utilize a range of further variables:

• Poverty status of households (defining potential eligibility as CCT re-
cipient households) is measured by comparing monthly household ex-
penditures per capita to the value of the provincial poverty line (in per
capita terms) in a given year.

• Household head characteristics record the years of completed educa-
tion, age and marital status.

• Further household characteristics include household size (in quintiles),
and urban status (defined by BPS).

• Individual characteristics capture the completed degree of education
(none/ primary/lower secondary/upper secondary/tertiary), age and
marital status.

D.4.2 PKH and Crime: PSM

To derive the average treatment effect (ATE) from propensity score matching
(PSM) we rely on STATA’s teffects package. Given that in observational stud-
ies, propensity scores are not known, we do not match on the true propensity
scores, p(X), but on an estimate of it. More specifically and as common in
economics, we consider a generalized linear specification for the propensity
score, p(X) = F(X′θ) and use a Logit as link function.

The link function is specified as follows:

logit θicdt = ln
θicdt

1 − θicdt
= Z’icdtβ + λd + θt + ϵicdt, (D.1)

where θicdt is the probability to participate in PKH for household i in com-
munity c in district d in year t. Z’icdt represents an array of household char-
acteristics to predicting PKH participation. Controls at the household level
include household size in quintiles, the number of children below the age of
12 and between 13 and 18, rural status, and a set of indicator variables that
classify households into expenditure per capita deciles. Further controls re-
late to the age, gender, marital status, and education of the household head.
λd and θt represent district and time fixed effects. Standard errors are clus-
tered at the community level taking into account that propensity scores are
estimated and treatment is set at the community level (Abadie et al., 2016).
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Regressions reported in Table D.26 regress an indicator of self-reported crime
victimization status on a household’s PKH beneficiary status and further
controls:

Crime victimjdt = ψ PKH-Beneficiaryjdt + X′
jdtγ + θdt + ϵjdt, (D.2)

where dependent and controls are defined as before. The elements of the
control vector Xjdt are outlined above.
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D.4.3 SUSENAS Tables

TABLE D.25: SUSENAS 2007-2019: Share (%) of house-
holds experiencing crime

Year Theft Robbery Violent Crime Police Obs.

(1) (2) (3) (4) (5)

2007 0.0275 0.0245 0.0520 . 285,186
2008 0.0252 0.0222 0.0474 . 282,387
2009 0.0265 0.0049 0.0314 . 291,753
2010 0.0273 0.0031 0.0304 . 293,716
2011 0.0237 0.0032 0.0269 . 285,186
2012 0.0185 0.0023 0.0208 . 286,113
2013 0.0202 0.0021 0.0223 0.1909 284,063
2014 0.0231 0.0019 0.0250 0.1919 285,400
2015 0.0284 0.0007 0.0291 . 285,908
2016 0.0275 0.0008 0.0283 . 291,414
2017 0.0350 0.0008 0.0358 0.1623 297,276
2018 0.0341 0.0011 0.0352 0.3634 295,155
2019 0.0315 0.0010 0.0325 0.3684 315,672

Note: Statistics are derived by the authors from SUSENAS data and refer
to the 16 NVMS provinces. We define violent crime as the sum of theft
and robbery incidences. “Police" captures the share of violent crimes that
according to survey respondents was reported to the police.

TABLE D.26: Alternative measure: PKH effects on
the probability of being a victim of violent crime

(PSM)

Region: NVMS Non-NVMS
Household sample: Poor

PSM PSM
(1) (2)

PKH beneficiary 0.004* 0.004***
(0.002) (0.001)

District-year FE Yes Yes
Controls Yes Yes
Observations 722,084 722,084

Note: The estimation sample is based on pooled SUSENAS rounds
from the years 2013, 2014, 2017, 2018, 2019 and restricted to sub-
districts that received the PKH program by 2014. Columns 1 and
2 distinguish between households residing in provinces with and
without NVMS coverage. The dependent variable is a binary indi-
cator that takes the value of one if households reported being victim
of violent crime (robbery and/or theft) in a given year. Results rely
on PSM as described above. Standard errors in parentheses are clus-
tered at the level of sub-districts. */**/*** denote significance levels
at 10/5/1% respectively.
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TABLE D.27: The effects of PKH on the re-
porting of violent crime to the police

Parameter Share (%) reported

(1) (2)

PKH -0.008 0.004
(0.018) (0.023)

Obs. 722,084 722,084
District-year FE Yes Yes
Controls Yes Yes
Expenditure Controls No Yes

Note: The estimation sample is based on pooled
SUSENAS rounds from the years 2013, 2014, 2017,
2018, 2019 for NVMS provinces. The dependent vari-
able is derived as the ratio of violent crime reported
to the police divided by the total number of violent
crime experienced by a household. Robust standard
errors reported in parentheses. */**/*** denote sig-
nificance levels at 10/5/1% respectively.
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D.5 Vignette Experiment

The vignette experiment was conducted as an online survey between January
15th and February 1st 2023 in Indonesia. The survey for the vignette exper-
iment was programmed using the platform UNIPARK. Respondents were
recruited via one of Asia’s largest online panel providers (“dataSpring"). To
become eligible for the survey, respondents had to be between 18 and 50
years of age. Survey implementation involved quotas regarding age, educa-
tion, and region (defined as major islands) in order to obtain a sample that
is likely to be more representative of Indonesia’s general population (in that
age group).

In total, 1,763 persons completed the survey successfully. As shown in Table
D.28, the average person who completed the survey was about 32 years old.
About 48 percent of respondents were female.

The vignettes in the survey follow a factorial design and portray the same
person as the perpetrator: A male person named Budi who is 20 years old
and who lives in a city on Indonesia’s most populous island (Java).

The three factors were implemented as follows:

• Factor 1: Idleness vs. work (2 attributes)

Idle: “Is not working or attending school these days"

Work: “Working 40h per week in a small kiosk"

• Factor 2: Value of the loot (2 attributes)

Low: “1 Million Rupiah" (approx. USD 100)

High: “20 Million Rupiah" (approx. USD 2,000)

• Factor 3: Socio-economic background (3 attributes)

Poor: “Is very poor"

Poor and PKH: “Is very poor and receives social assistance “Pro-
gram Keluarga Harapan" by the government"

Rich: “Is rather rich"

The implemented vignettes read as follows:

“Budi, 20 years old, lives in the city of Purwokerto in Central Java. He still
lives with parents and has two younger siblings (aged 5 and 12). His father
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works as a cab driver while his mother handles the household. Budi is work-
ing 40h per week in a small kiosk. [is not working or attending school
these days.] This morning Budi got arrested by the police and is suspected
to have stolen items from a store in a local shopping mall worth IDR 1 Mil-
lion [20 Million]. If found guilty a fitting punishment must be imposed.
Budi comes from a family that is very poor [is very poor and receives so-
cial assistance “Program Keluarga Harapan” by the government] [is rather
rich.].”

Directly after the respondent had read the text, he/she was asked to rate
on a 10-item Likert scale whether he/she believed that Budi has committed
the crime. As shown in Table D.28 respondents replies range from 1 (ex-
tremely unlikely that Budi committed the crime) to 10 (extremely likely that
Budi committed the crime) with people on average rating the suspect with
6.6 (median of 7).

We evaluate the experiment by estimating the following regression model by
OLS:

Yi = α + βTi + X
′
iγ + Z

′
iθ + ϵi, (D.3)

where Yi refers to the outcome variable for individual i, α indicates the inter-
cept, X

′
refers to individual-level control variables and Z

′
includes the other

two vignette factors (value of stolen items, socio-economic background of the
suspect). Lastly, Ti is a binary indicator variable that takes the value one if
the suspect was described as idle. Our main coefficient of interest is β.

Furthermore, we interact the idleness factor with the characteristics describ-
ing the subject as poor, or poor from a PKH-recipient household, using the
following model:

Yi = α + βTi + δTi × Pi + X
′
iγ + Z

′
iθ + ϵi, (D.4)

where Pi denotes the categories of a poor and poor and PKH-recipient.
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TABLE D.28: Summary statistics (vignette experiment sample)

Variable Mean Median SD Min. Max. Obs.

(1) (2) (3) (4) (5) (6)

Covariates
Age (years) 32.02 32.00 8.74 18.00 55.00 1,763
Female 0.48 0.00 0.50 0.00 1.00 1,763
Dep. variable
Likelihood perpetrator 6.62 7.00 2.15 1.00 10.00 1,763

Note: The dependent variable reflects the likelihood that respondents believe the described
person committed the crime (theft in our case) under investigation. It is coded on a 10-item
Likert scale with “1" meaning “extremely unlikely to have committed the crime" and “10"
meaning “extremely likely to have committed the crime".
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Burzyński, M., C. Deuster, F. Docquier, and J. de Melo (2021). “Climate
Change, Inequality, and Human Migration”. In: Journal of the European
Economic Association 20.3, pp. 1145–1197.

Cahyadi, N., R. Hanna, B. Olken, R. Prima, E. Satriawan, and E. Syamsul-
hakim (2020). “Cumulative Impacts of Conditional Cash Transfer Pro-
grams: Experimental Evidence from Indonesia”. In: American Economic
Journal: Economic Policy 12.4, pp. 88–110.

Cai, R., S. Feng, M. Oppenheimer, and M. Pytlikova (2016). “Climate Variabil-
ity and International Migration: The Importance of the Agricultural Link-
age”. In: Journal of Environmental Economics and Management 79, pp. 135–
151.

Calonico, S., M. D. Cattaneo, and R. Titiunik (2014). “Robust Nonparametric
Confidence Intervals for Regression-Discontinuity Designs”. In: Economet-
rica 82.6, pp. 2295–2326.

Camacho, A. and D. Mejia (2013). “The externalities of Conditional Cash
Transfer programs on crime: The case of Bogota’s "Familias en Acción" pro-
gram”. Working Paper. Universidad de los Andes.

Cameron, L. and M. Shah (2014). “Can Mistargeting Destroy Social Capital
and Stimulate Crime? Evidence from a Cash Transfer Program in Indone-
sia”. In: Economic Development and Cultural Change 62.2, pp. 381–415.

Cameron, L. and M. Shah (2015). “Risk-taking Behavior in the Wake of Nat-
ural Disasters”. In: Journal of Human Resources 50.2, pp. 484–515.



Bibliography 209

Cantoni, E. (2020). “A Precinct Too Far: Turnout and Voting Costs”. In: Amer-
ican Economic Journal: Applied Economics 12.1, pp. 61–85.

Card, D., J. Kluve, and A. Weber (2018). “What works? A meta analysis of
recent active labor market program evaluations”. In: Journal of the European
Economic Association 16.3, pp. 894–931.

Carpenter, C. (2007). “Heavy Alcohol Use and Crime: Evidence from Under-
age Drunk-Driving Laws”. In: The Journal of Law & Economics 50.3, pp. 539–
557.

Carr, J. and A. Packham (2019). “SNAP Benefits and Crime: Evidence from
Changing Disbursement Schedules”. In: The Review of Economics and Statis-
tics 101.2, pp. 310–325.

Caselli, F. G., A. F. Presbitero, R Chami, R Espinoza, and P. Montiel (2021).
“Aid effectiveness in fragile states”. In: Macroeconomic Policy in Fragile
States. Ed. by R. Chami, R. Espinoza, and P. J. Montiel. Oxford University
Press, pp. 493–520.

Cattaneo, A. and S. Robinson (2019a). “Economic development and the evo-
lution of internal migration: moving in steps, returnees, and gender differ-
ences”. Working Paper 2019/03. FAO.

Cattaneo, C., M. Beine, C. J. Fröhlich, D. Kniveton, I. Martinez-Zarzoso, M.
Mastrorillo, K. Millock, E. Piguet, and B. Schraven (2019b). “Human Migra-
tion in the Era of Climate Change”. In: Review of Environmental Economics
and Policy 13.2, pp. 189–206.

Cattaneo, C. and G. Peri (2016). “The Migration Response to Increasing Tem-
peratures”. In: Journal of Development Economics 122, pp. 127–146.

Cattaneo, M. D., M. Jansson, and X. Ma (2020). “Simple local polynomial den-
sity estimators”. In: Journal of the American Statistical Association 115.531,
pp. 1449–1455.

Chand, S. and M. A. Clemens (2011). “Skilled Emigration and Skill Creation:
A Quasi-Experiment”. In: SSRN Electronic Journal.



Bibliography 210

Charness, G. and M. Dufwenberg (2006). “Promises and Partnership”. In:
Econometrica 74.6, pp. 1579–1601.

Chauvet, L., P. Collier, and M. Duponchel (2010). “What explains aid project
success in post-conflict situations?” World Bank Policy Research Working
Paper Series 5418.

Chin, E. (2018). “Moved to Opportunity: The Long-Run Effects of Public
Housing Demolition on Children”. In: American Economic Review 108.10,
pp. 3028–3056.

Chioda, L., J. De Mello, and R. Soares (2016). “Spillovers from conditional
cash transfer programs: Bolsa Família and crime in urban Brazil”. In: Eco-
nomics of Education Review 54, pp. 306–320.

Christian, C., L. Hensel, and C. Roth (2019). “Income Shocks and Suicides:
Causal Evidence From Indonesia”. In: The Review of Economics and Statistics
101.5, pp. 905–920.

Chuan, A., J. List, and A. Samek (2021). “Do financial incentives aimed at
decreasing interhousehold inequality increase intrahousehold inequality?”
In: Journal of Public Economics 196, p. 104382.

Cisneros, E., K. Kis-Katos, and N. Nuryartono (2021). “Palm oil and the pol-
itics of deforestation in Indonesia”. In: Journal of Environmental Economics
and Management 108, p. 102453.

Clarke, D. (2017). “Estimating Difference-in-Differences in the Presence of
Spillovers”. MPRA Paper 81604. University Library of Munich, Germany.

Clemens, M. A. (2011). “Economics and Emigration: Trillion-Dollar Bills on
the Sidewalk?” In: Journal of Economic Perspectives 25.3, pp. 83–106.

Collier, P. and A. Hoeffler (2007). “Unintended Consequences: Does Aid Pro-
mote Arms Races?” In: Oxford Bulletin of Economics and Statistics 69.1, pp. 1–
27.



Bibliography 211

Coniglio, N. D. and G. Pesce (2015). “Climate Variability and International
Migration: an Empirical Analysis”. In: Environment and Development Eco-
nomics 20.4, pp. 434–468.

Conley, T. (1999). “GMM Estimation with Cross Sectional Dependence”. In:
Journal of Econometrics 92.1, pp. 1–45.

Crost, B., J. Felter, and P. Johnston (2014). “Aid under Fire: Development
Projects and Civil Conflict”. In: American Economic Review 104.6, pp. 1833–
1856.

Crost, B., J. H. Felter, and P. Johnston (2016). “Conditional cash transfers, civil
conflict and insurgent influence: Experimental evidence from the Philip-
pines”. In: Journal of Development Economics 118, pp. 171–182.

Cuaresma, J. C. and M. Heger (2019). “Deforestation and economic develop-
ment: Evidence from national borders”. In: Land Use Policy 84, e347–e353.

Cuecuecha, A. and R. H. Adams (2016). “Remittances, Household Invest-
ment and Poverty in Indonesia”. In: Journal of Finance and Economics 4.3,
pp. 12–31.

Cunha, J., G. De Giorgi, and S. Jayachandran (2019). “The Price Effects
of Cash Versus In-Kind Transfers”. In: Review of Economic Studies 86.1,
pp. 240–281.

Dallmann, I. and K. Millock (2017). “Climate Variability and Inter-State Mi-
gration in India”. In: CESifo Economic Studies 63.4, pp. 560–594.

Deininger, K., L. Squire, and S. Basu (1998). “Does economic analysis improve
the quality of foreign assistance?” In: The World Bank Economic Review 12.3,
pp. 385–418.

Deming, D. (2011). “Better Schools, Less Crime?” In: The Quarterly Journal of
Economics 126.4, pp. 2063–2115.



Bibliography 212

Denizer, C., D. Kaufmann, and A. Kraay (2013). “Good countries or good
projects? Macro and micro correlates of World Bank project performance”.
In: Journal of Development Economics 105, pp. 288–302.

Deshpande, M. and M. Mueller-Smith (2022). “Does Welfare Prevent Crime?
the Criminal Justice Outcomes of Youth Removed from Ssi”. In: The Quar-
terly Journal of Economics 137.4, pp. 2263–2307.

Dollar, D., T. Kleineberg, and A. Kraay (2016). “Growth still is good for the
poor”. In: European Economic Review 81, pp. 68–85.

Doucouliagos, H. and M. Paldam (2008). “Aid effectiveness on growth: A
meta study”. In: European Journal of Political Economy 24.1, pp. 1–24.

Drabo, A. and L. M. Mbaye (2015). “Natural Disasters, Migration and Educa-
tion: an Empirical Analysis in Developing Countries”. In: Environment and
Development Economics 20.6, pp. 767–796.

Drago, F. and R. Galbiati (2012). “Indirect Effects of a Policy Altering Crim-
inal Behavior: Evidence from the Italian Prison Experiment”. In: American
Economic Journal: Applied Economics 4.2, pp. 199–218.

Dreher, A., V. Lang, B. P. Rosendorff, and J. R. Vreeland (2022). “Bilateral or
Multilateral? International Financial Flows and the Dirty-Work Hypothe-
sis”. In: The Journal of Politics 84.4, pp. 1932–1946.

Dressel, J. and H. Farid (2018). “The accuracy, fairness, and limits of predict-
ing recidivism”. In: Science Advances 4.1, eaao5580.

Dube, A., T. W. Lester, and M. Reich (2010). “Minimum wage effects across
state borders: Estimates using contiguous counties”. In: The Review of Eco-
nomics and Statistics 92.4, pp. 945–964.

Duggan, M. (2001). “More Guns, More Crime”. In: Journal of Political Economy
109.5, pp. 1086–1114.

Easterly, W. (2007). “Was development assistance a mistake?” In: American
Economic Review 97.2, pp. 328–332.



Bibliography 213

Edwards, R. B., R. L. Naylor, M. M. Higgins, and W. P. Falcon (2020). “Causes
of Indonesia’s forest fires”. In: World Development 127, p. 104717.

Egger, D., J. Haushofer, E. Miguel, P. Niehaus, and M. Walker (2022). “Gen-
eral equilibrium effects of cash transfers: Experimental evidence from
Kenya”. In: Econometrica 90.6, pp. 2603–2643.

Elsner, B. (2013). “Does Emigration Benefit the Stayers? Evidence from EU
Enlargement”. In: Journal of Population Economics 26.2, pp. 531–553.

Faguet, J.-P. (2004). “Does decentralization increase government responsive-
ness to local needs? Evidence from Bolivia”. In: Journal of Public Economics
88.3-4, pp. 867–893.

Fair, H. and R. Walmsley (2021). “World prison population”. Institute for
Crime & Justice Policy Research.

Fajnzylber, P., D. Lederman, and N. Loayza (2002). “Inequality and Violent
Crime”. In: The Journal of Law and Economics 45.1, pp. 1–39.

FAO (2018). “The Impact of Disasters and Crises on Agriculture and Food Se-
curity”. Rome: Food and Agriculture Organization of the United Nations.

Feeny, S. and A. de Silva (2012). “Measuring absorptive capacity constraints
to foreign aid”. In: Economic Modelling 29.3, pp. 725–733.

Feeny, S. and V. Vuong (2017). “Explaining aid project and program success:
Findings from Asian Development Bank Interventions”. In: World Develop-
ment 90, pp. 329–343.

Ferreira, F., D. Filmer, and N. Schady (2017). “Own and Sibling Effects of
Conditional Cash Transfer Programs: Theory and Evidence from Cambo-
dia”. In: Research on Economic Inequality. Ed. by S. Bandyopadhyay. Vol. 25.
Research on Economic Inequality. Emerald Publishing Ltd, pp. 259–298.

Fiarni, C., A. Gunawan, and A. Lestari (2013). “A Fuzzy AHP Decision
Support System for SKTM Recipient Selection”. In: Open Access Journal



Bibliography 214

of Information Systems 2013.Information Systems International Conference
(ISICO).

Filmer, D., J. Friedman, E. Kandpal, and J. Onishi (2021). “Cash transfers,
food prices, and nutrition impacts on ineligible children”. In: The Review of
Economics and Statistics, pp. 1–45.

Findley, M. G., H. V. Milner, and D. L. Nielson (2017). “The choice among aid
donors: The effects of multilateral vs. bilateral aid on recipient behavioral
support”. In: The Review of International Organizations 12, pp. 307–334.

Fitrani, F., B. Hofman, and K. Kaiser (2005). “Unity in diversity? The creation
of new local governments in a decentralising Indonesia”. In: Bulletin of In-
donesian Economic Studies 41.1, pp. 57–79.

Flavell, A., A. Milan, and S. Melde (2020). “Migration, Environment and Cli-
mate Change: Literature Review”. Dessau: German Environment Agency
(UBA).

Foley, C. (2011). “Welfare Payments and Crime”. In: The Review of Economics
and Statistics 93.1, pp. 97–112.

Freedman, M. and E. Owens (2016). “Your Friends and Neighbors: Localized
Economic Development and Criminal Activity”. In: The Review of Economics
and Statistics 98.2, pp. 233–253.

Freedom House (2022). “Freedom in the World Data”. https://freedomhou
se.org/report/freedom-world#Data (accessed March 8th, 2022).

Freeman, R. (1999). “The economics of crime”. In: Handbook of Labor Eco-
nomics. Ed. by O. Ashenfelter and D. Card. 1st ed. Vol. 3, Part C. Elsevier.
Chap. 52, pp. 3529–3571.

Friebel, G., M. Manchin, M. Mendola, and G. Prarolo (2018). “International
Migration Intentions and Illegal Costs: Evidence Using Africa-to-Europe
Smuggling Routes”. In: CEPR Discussion Paper 11978.

https://freedomhouse.org/report/freedom-world#Data
https://freedomhouse.org/report/freedom-world#Data


Bibliography 215

Gadenne, L. and M. Singhal (2014). “Decentralization in developing econo-
mies”. In: Annual Review of Economics 6.1, pp. 581–604.

Gaveau, D., M. A. Salim, Husnayaen, and T. Manurung (2022). “Industrial
and Smallholder Oil Palm Plantation Expansion in Indonesia from 2001 to
2019 [Data set]”. Zenodo. https://doi.org/10.5281/zenodo.6069212.

Gelbach, J. and L. Pritchett (2001). “Indicator targeting in a political economy:
Leakier can be better”. In: Journal of Economic Policy Reform 4.2, pp. 113–145.

Gelber, A., A. Isen, and J. Kessler (2015). “The Effects of Youth Employment:
Evidence from New York City Lotteries”. In: The Quarterly Journal of Eco-
nomics 131.1, pp. 423–460.

Giannelli, G. C. and E. Canessa (2022). “After the Flood: Migration and Re-
mittances as Coping Strategies of Rural Bangladeshi Households”. In: Eco-
nomic Development and Cultural Change 70.3, pp. 1159–1195.

Gibson, J. and D. McKenzie (2011). “The Microeconomic Determinants of
Emigration and Return Migration of the Best and Brightest: Evidence from
the Pacific”. In: Journal of Development Economics 95.1, pp. 18–29.

Glaeser, E., B. Sacerdote, and J. Scheinkman (1996). “Crime and Social Inter-
actions”. In: The Quarterly Journal of Economics 111.2, pp. 507–548.

Goodman-Bacon, A. (2021). “Difference-in-differences with variation in treat-
ment timing”. In: Journal of Econometrics 225.2. Themed Issue: Treatment
Effect 1, pp. 254–277.

Gray, C., E. Frankenberg, T. Gillespie, C. Sumantri, and D. Thomas (2014).
“Studying Displacement After a Disaster Using Large-Scale Survey Meth-
ods: Sumatra After the 2004 Tsunami”. In: Annals of the Association of Amer-
ican Geographers 104.3, pp. 594–612.

Gray, C. L. and V. Mueller (2012). “Natural Disasters and Population Mobil-
ity in Bangladesh”. In: Proceedings of the National Academy of Sciences of the
United States of America 109.16, pp. 6000–6005.

https://doi.org/10.5281/zenodo.6069212


Bibliography 216

Greenhill, R., P. Carter, C. Hoy, and M. Manuel (2015). “Financing the future:
How international public finance should fund a global social compact to
eradicate poverty”. London: Overseas Development Institute.

Gröger, A. (2021). “Easy Come, Easy Go? Economic Shocks, Labor Migra-
tion and the Family Left Behind”. In: Journal of International Economics 128,
p. 103409.

Gröger, A. and Y. Zylberberg (2016). “Internal Labor Migration as a Shock
Coping Strategy: Evidence from a Typhoon”. In: American Economic Journal:
Applied Economics 8.2, pp. 123–53.

Gröschl, J. and T. Steinwachs (2017). “Do Natural Hazards Cause Interna-
tional Migration?” In: CESifo Economic Studies 63.4, pp. 445–480.

Grossman, G. M. and A. B. Krueger (1995). “Economic Growth and the Envi-
ronment”. In: The Quarterly Journal of Economics 110.2, pp. 353–377.

Grossman, G. and J. I. Lewis (2014). “Administrative Unit Proliferation”. In:
American Political Science Review 108.1, pp. 196–217.

Grossman, G., J. H. Pierskalla, and E. Boswell Dean (2017). “Government
fragmentation and public goods provision”. In: The Journal of Politics 79.3,
pp. 823–840.

Guha-Sapir, D, R. Below, and P. Hoyois (2021). “EM-DAT: The CRED/OFDA
International Disaster Database”. https://www.emdat.be (accessed Febru-
ary 12, 2021).

Haas, H. de, K. Natter, and S. Vezzoli (2015). “Conceptualizing and Measur-
ing Migration Policy Change”. In: Comparative Migration Studies 3.1, pp. 1–
21.

Haas, H. de, K. Natter, and S. Vezzoli (2018). “Growing Restrictiveness or
Changing Selection? The Nature and Evolution of Migration Policies”. In:
International Migration Review 52.2, pp. 324–367.

https://www.emdat.be


Bibliography 217

Hainmueller, J. and D. Hopkins (2015). “‘The hidden American immigration
consensus: A conjoint analysis of attitudes toward immigrants’”. In: Amer-
ican Journal of Political Science 59.3, pp. 529–548.

Hallegatte, S. and J. Rozenberg (2017). “Climate change through a poverty
lens”. In: Nature Climate Change 7.4, pp. 250–256.

Halliday, T. (2006). “Migration, Risk, and Liquidity Constraints in El Sal-
vador”. In: Economic Development and Cultural Change 54.4, pp. 893–925.

Halvorsen, R. and R. Palmquist (1980). “The Interpretation of Dummy Vari-
ables in Semilogarithmic Equations”. In: American Economic Review 70.3,
pp. 474–75.

Hansen, M. C., P. V. Potapov, R. Moore, M. Hancher, S. A. Turubanova, A.
Tyukavina, D. Thau, S. V. Stehman, S. J. Goetz, T. R. Loveland, et al. (2013).
“High-resolution global maps of 21st-century forest cover change”. In: Sci-
ence 342.6160, pp. 850–853.

Hanson, G. H. (2007). “Emigration, Labor Supply, and Earnings in Mexico”.
In: Mexican Immigration to the United States. University of Chicago Press,
pp. 289–328.

Hecht, J. E. (2016). “Indonesia: Cost of Climate Change 2050”. USAID Policy
Brief. Washington, D.C.

Herrendorf, B., R. Rogerson, and Valentinyi (2014). “Growth and Structural
Transformation”. In: Handbook of Economic Growth. Ed. by P. Aghion and
S. N. Durlauf. Vol. 2. Handbook of Economic Growth. Elsevier, pp. 855–
941.

Heß, S. (2017). “Randomization inference with Stata: A guide and software”.
In: The Stata Journal 17.3, pp. 630–651.

Hindelang, M., T. Hirschi, and J. Weis (1981). “Measuring delinquency”.
Maurice Taylor Collection. Sage Publication.



Bibliography 218

Hjalmarsson, R., H. Holmlund, and M. Lindquist (2015). “The Effect of Ed-
ucation on Criminal Convictions and Incarceration: Causal Evidence from
Micro-data”. In: The Economic Journal 125.587, pp. 1290–1326.

Honig, D. (2020). “Information, power, and location: World Bank staff decen-
tralization and aid project success”. In: Governance 33.4, pp. 749–769.

Honig, D., R. Lall, and B. C. Parks (2022). “When Does Transparency Im-
prove Institutional Performance? Evidence from 20,000 Projects in 183
Countries”. In: American Journal of Political Science.

Hoop, J., J. Friedman, E. Kandpal, and F. Rosati (2019). “Child Schooling and
Child Work in the Presence of a Partial Education Subsidy”. In: Journal of
Human Resources 54.2, pp. 503–531.

Hornbeck, R. (2012). “The Enduring Impact of the American Dust Bowl:
Short- and Long-Run Adjustments to Environmental Catastrophe”. In:
American Economic Review 102.4, pp. 1477–1507.

Integrated Network for Societal Conflict Research (INSCR) (2018). “State
Fragility Index and Matrix, Time-Series Data, 1995-2018”. https://www.sy
stemicpeace.org/inscrdata.html (accessed March 8th 2022.

IOM (2010). “International Migration and Migrant Workers’ Remittances in
Indonesia”. Manila: International Organisation fot Migration.

IPCC (2019). “Climate Change and Land: an IPCC Special Report on Cli-
mate Change, Desertification, Land Degradation, Sustainable Land Man-
agement, Food Security, and Greenhouse Gas Fluxes in Terrestrial Ecosys-
tems”. P.R. Shukla, J. Skea, E. Calvo Buendia, V. Masson-Delmotte, H.-O.
Pörtner, D. C. Roberts, P. Zhai, et al., (eds.).

IPCC (2021). “Climate Change 2021: The Physical Science Basis. Contribution
of Working Group I to the Sixth Assessment Report of the Intergovernmen-
tal Panel on Climate Change”. Masson-Delmotte, V., P. Zhai, A. Pirani, S.L.
Connors, C. Péan, S. Berger, N. Caud, et al. (eds.). Cambridge University
Press, Cambridge, United Kingdom and New York, NY, USA. In press.

https://www.systemicpeace.org/inscrdata.html
https://www.systemicpeace.org/inscrdata.html


Bibliography 219

Irawan, S., L. Tacconi, and I. Ring (2013). “Stakeholders’ incentives for land-
use change and REDD+: The case of Indonesia”. In: Ecological Economics 87,
pp. 75–83.

Isaksson, A.-S. and A. Kotsadam (2018). “Chinese aid and local corruption”.
In: Journal of Public Economics 159, pp. 146–159.

Isham, J. and D. Kaufmann (1999). “The forgotten rationale for policy reform:
The productivity of investment projects”. In: The Quarterly Journal of Eco-
nomics 114.1, pp. 149–184.

Isham, J., D. Kaufmann, and L. H. Pritchett (1997). “Civil Liberties, Democ-
racy, and the Performance of Government Projects”. In: The World Bank Eco-
nomic Review 11.2, pp. 219–242.

Islam, R. (2004). “The nexus of economic growth, employment and poverty
reduction: An empirical analysis”. Vol. 14. Recovery and Reconstruction
Department, International Labour Office Geneva.

Ismail, A. and M. N. Mamat (2002). “The Optimal Age of Oil Palm Replant-
ing”. In: Oil Palm Industry Economic Journal 2.1, pp. 11–18.

Jabeen, S. (2016). “Do we really care about unintended outcomes? An analy-
sis of evaluation theory and practice”. In: Evaluation and Program Planning
55, pp. 144–154.

Jacob, B., M. Kapustin, and J. Ludwig (2014). “The Impact of Housing Assis-
tance on Child Outcomes: Evidence from a Randomized Housing Lottery”.
In: The Quarterly Journal of Economics 130.1, pp. 465–506.

Jacob, B. and L. Lefgren (2003). “Are Idle Hands the Devil’s Workshop? In-
capacitation, Concentration, and Juvenile Crime”. In: American Economic
Review 93.5, pp. 1560–1577.

Jones, B. and B. C. O’Neill (2016). “Spatially Explicit Global Population Sce-
narios Consistent with the Shared Socioeconomic Pathways”. In: Environ-
mental Research Letters 11.8, p. 084003.



Bibliography 220

Kazianga, H., D. de Walque, and H. Alderman (2014). “School feeding pro-
grams, intrahousehold allocation and the nutrition of siblings: Evidence
from a randomized trial in rural Burkina Faso”. In: Journal of Development
Economics 106, pp. 15–34.

KfW (2022a). “KfW Annual Review 2021”. https://www.kfw.de/About-Kf
W/Newsroom/Latest-News/Pressemitteilungen-Details_703296.html

(accessed October 30th, 2022).

KfW (2022b). “KfW Development Bank evaluation criteria”. https://www.k
fw-entwicklungsbank.de/International-financing/KfW-Development-

Bank/Evaluations/Evaluation-criteria/ (accessed October 9th, 2022).

Khairulbahri, M. (2021). “Analyzing the Impacts of Climate Change on Rice
Supply in West Nusa Tenggara, Indonesia”. In: Heliyon 7.12, e08515.

Khwaja, A. I. (2009). “Can good projects succeed in bad communities?” In:
Journal of Public Economics 93.7-8, pp. 899–916.

Kilby, C. (2015). “Assessing the impact of World Bank preparation on project
outcomes”. In: Journal of Development Economics 115, pp. 111–123.

Kilby, C. and K. Michaelowa (2019). “What influences World Bank project
evaluations?” In: Lessons on foreign aid and economic development: Micro and
macro perspectives. Ed. by N. Dutta and C. R. Williamson. Springer, pp. 109–
150.

Kis-Katos, K. and B. S. Sjahrir (2017). “The impact of fiscal and political de-
centralization on local public investment in Indonesia”. In: Journal of Com-
parative Economics 45.2, pp. 344–365.

Kleemans, M. (2015). “Migration Choice under Risk and Liquidity Con-
straints”. Paper presented at the 2015 AAEA & WAEA Joint Annual Meet-
ing, July 26-28, San Francisco, California.

Kleemans, M. and J. Magruder (2018). “Labour Market Responses To Immi-
gration: Evidence From Internal Migration Driven By Weather Shocks”. In:
Economic Journal 128.613, pp. 2032–2065.

https://www.kfw.de/About-KfW/Newsroom/Latest-News/Pressemitteilungen-Details_703296.html
https://www.kfw.de/About-KfW/Newsroom/Latest-News/Pressemitteilungen-Details_703296.html
https://www.kfw-entwicklungsbank.de/International-financing/KfW-Development-Bank/Evaluations/Evaluation-criteria/
https://www.kfw-entwicklungsbank.de/International-financing/KfW-Development-Bank/Evaluations/Evaluation-criteria/
https://www.kfw-entwicklungsbank.de/International-financing/KfW-Development-Bank/Evaluations/Evaluation-criteria/


Bibliography 221

Koch, D.-J. and L. Schulpen (2018). “Introduction to the special issue ‘un-
intended effects of international cooperation’”. In: Evaluation and Program
Planning 68, pp. 202–209.

Koenig, C. and D. Schindler (2021). “Impulse Purchases, Gun Ownership,
and Homicides: Evidence from a Firearm Demand Shock”. In: The Review
of Economics and Statistics, pp. 1–45.

Kosack, S. (2003). “Effective aid: How democracy allows development aid to
improve the quality of life”. In: World Development 31.1, pp. 1–22.

Krishna, V., M. Euler, H. Siregar, and M. Qaim (2017). “Differential livelihood
impacts of oil palm expansion in Indonesia”. In: Agricultural Economics
48.5, pp. 639–653.

Krishna, V. V. and C. Kubitza (2021). “Impact of Oil Palm Expansion on the
Provision of Private and Community Goods in Rural Indonesia”. In: Eco-
logical Economics 179, p. 106829.

Kubik, Z. and M. Maurel (2016). “Weather Shocks, Agricultural Production
and Migration: Evidence from Tanzania”. In: The Journal of Development
Studies 52.5, pp. 665–680.

Lakner, C., D. G. Mahler, M. Negre, and E. B. Prydz (2022). “How much does
reducing inequality matter for global poverty?” In: The Journal of Economic
Inequality 20.3, pp. 559–585.

Levitt, S. (1998). “Juvenile Crime and Punishment”. In: Journal of Political
Economy 106.6, pp. 1156–1185.

Lin, Z., J. Jung, S. Goel, and J. Skeem (2020). “The limits of human predictions
of recidivism”. In: Science Advances 6.7, eaaz0652.

Ludwig, J., G. Duncan, and P. Hirschfield (2001). “Urban Poverty and Juve-
nile Crime: Evidence from a Randomized Housing-Mobility Experiment”.
In: The Quarterly Journal of Economics 116.2, pp. 655–679.



Bibliography 222

Machado, D. B., L. C. Rodrigues, D. Rasella, M. Lima Barreto, and R. Araya
(2018). “Conditional cash transfer programme: Impact on homicide rates
and hospitalisations from violence in Brazil”. In: PloS One 13.12, e0208925.
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