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Evidence-based medicine is the driver to improve quality of diagnosis and therapy. It relies on the connection of the experience of the clinicians and sound medical knowledge from research of multi-institutional collaborations (Bonomi and Jiang 2018). This research knowledge can only be as good as the data it is based on. As far as the usefulness of the clinical data collected is concerned, it depends to a large extent on its quality (Gliklich and Dreyer 2010; Weiskopf and Weng 2013). Metadata is the primary cue and oftentimes the first information one gets of the dedicated medical data. Furthermore, if the metadata are well defined and formalized, the process of finding the right data for research questions can be simplified. Therefore, data and their corresponding metadata have to be reliable in order to provide the qualitative fundament of clinical research.

1.1 Background

With the postulation of the FAIR Guiding Principles by Wilkinson et al. (2016), data owners worldwide received guidelines, which ensure that the data collected is findable, accessible, interoperable, and reusable. Metadata as a component of data is addressed throughout all the FAIR Principles. This underlines the high significance of metadata in the field of data processing, as the second principle states that “data are described with rich metadata” (Wilkinson et al. 2016). Furthermore, requirements for good metadata management can be derived from the FAIR principles. Metadata have to be “assigned a globally unique and persistent identifier”, have to be “registered or indexed in a searchable resource”, they have to “include qualified references to other (meta)data” and “use a formal, accessible, shared and broadly applicable language for knowledge representation” (Wilkinson et al. 2016).

Finally, metadata have to be still “accessible, even when the data are no longer available” (Wilkinson et al. 2016). Thus, metadata have to be omnipresent and stable throughout every part in the data process of medical data and beyond that.

The FAIR Principles are applied worldwide in the field of clinical research and healthcare (Meloni et al. 2021; Queralt-Rosinach 2022). No other field works with such highly sensitive data as clinical care and, consequently, clinical research (Dubovitskaja et al. 2017; Ecarot et al. 2021). Especially these data with their corresponding metadata have to meet high quality standards and need to be reusable in order to provide evidence for clinical research.
A unique aspect of the FAIR Principles includes that data have to be centralized in order to provide the basis of the FAIRification process. For this purpose, it is necessary to maintain a centralized data collection point within the clinical area (Sinaci et al. 2020).

Within the University Medical Center Göttingen, this task is performed by the Medical Data Integration Center (UMG-MeDIC). The UMG-MeDIC combines data from a maximum care hospital. Metadata and corresponding data from the clinical primary and secondary systems of the Medical Center are stored in a formalized manner within a data warehouse (DWH), using dedicated processes of extraction, transformation, and loading (ETL) (Parciak et al. 2023).

The UMG-MeDIC operates on data from controlled studies, as well as so-called real-world data (RWD). The definition of RWD was first postulated by the Food and Drug Administration (FDA) in 2016. RWD include all information that has been collected from routine clinical practice about healthcare services provided to the patient. They are thus reused beyond their actual purpose of collection.

1.2 Problem Statement

The Problem to be addressed in this thesis is the uncertain data quality of clinical data for the field of clinical research and the provision of the necessary information for researcher. Stausberg et al. (2022) highlighted that the FAIR Principles do not encompass the aspect of quality in (meta)data. Lack of data quality in the context of health care poses significant risks. Multiple identities, data gaps, or incorrectly assigned data are the more common errors among these.

Many consequences can result from poor data quality. Errors in patient treatment and poor data for subsequent research projects or studies are just some of the risks. “To achieve reliable and useful information from the large quantity of data and to make more effective and informed decisions, data should be clean and, as much as is possible, free of error. “(Ehsani-Moghaddam et al. 2021)

To address this described problem, more information about the clinical data is needed, which can only be provided by the respective metadata. Reliable data and metadata provide further knowledge about the quality of the collected data and can provide additional information to researchers. Therefore, this work emphasizes on the preparation
and processing of metadata for the context of clinical research and evidence-based medicine.

An additional complicating factor is, that metadata, without preparation, can only be made available to researchers in one format, usually the format in which the metadata were collected or stored. This makes it difficult for researchers to easily access the information and get a first impression of the data, when the representation of the information is restricted to one format. This is where metadata play an important role and must be stored generically to the extent that it can be transferred to any data format using automated transformations and therefore provide the first and clear access to large storage of medical data.

1.3 Research Questions

In order to outline the thesis research objective, research questions (RQ) were developed. The research questions align with the research objective and were designed to be specific, focused, and answerable with the data collected during the research project. These RQ conform to the criteria of SMART, meaning that they are specific, measurable, achievable, relevant and time bound.

(RQ1) How can metadata be extracted from primary and secondary systems in clinical care and stored in a medical data warehouse?

(RQ2) How can metadata be prepared and made available for researchers to ensure the most insight into the corresponding data?

(RQ3) How can the reliability of metadata be demonstrated and what quality metrics must be met for this to be possible?
CHAPTER 2: METHODOLOGY

In this chapter the overall methodology as well as the methods of the cumulative parts of the thesis are delineated. The research approach and the data collection methods are thoroughly defined.

2.1 Research Type

Inferring from the objective of this thesis, this project is designed as top-down research, leading to an inductive approach. As this thesis relies on specific data and metadata and draws conclusions from the structure of the data and set up of the respective metadata, the research can be described as confirmative.

Building on this inductive approach, this research follows a mixed approach, combining quantitative and qualitative research. Data and Metadata of the UMG-MeDIC are exploited regarding the fit for specified data formats, used in healthcare and the relation of metadata and data quality in clinical care data. The open-ended research questions, listed under 1.3 strengthens the qualitative perspective of this research, while the numerical assignment and evaluation of the metadata refer to a quantitative approach.

2.2 Research Strategy

Before depicting the chosen research strategy, the criteria considered for this choice are listed below:

1. Following up from the research type, the research strategy should fit the objective of the research and be relevant for the research field.
2. The research strategy should be feasible within the research topic.
3. Reliability should be provided by the chosen research strategy, to make results of this thesis available for other researchers.
4. The appropriate method for the collection of information to conduct this research should be part of the research strategy.

Therefore, based on the key characteristics proposed by Benbasat et al. (1987), the proposed strategy of this research project can be represented as a case research. The
research in this thesis relies on a single-case research design, in view of the fact that the described situation was previously inaccessible to scientific investigations and only possible with the establishment of a MeDIC at the University Medical Center Göttingen.

2.3 Data Collection

Data analysis in case research studies build on various methods of data collection. When conducting case research, one or more sources will be combined to generate generalisable findings.

As stated by Yin (1984), documentation, archival records, interviews, direct observation and physical artifacts are part of data collection methods in case research. Within this thesis the focus lies on documentation, direct observation, and physical artifacts in order to achieve a rich set of data surrounding the specific research issue. Based on this preceding strategy the aim is to answer the research questions in depth and supports the design of the research project within this thesis. As the thesis unfolds, revisions are anticipated according to unexpected observations, or limitations and opportunities. The subsequent use of the collected information and results of the research for other researchers is one of the highest requirements for data collection and provide inherent conditions for the selected data collection methods.

Additionally, literature searches accompany the data collection methods regarding the research objective.

2.4 Methodology used within Publications

The cumulative elements in form of peer-reviewed publications, as part of this thesis, refer to the methodology described above. The division into separate parts allowed for the differentiated use of various research methods (mixed-method approach) within the overarching case research.
2.4.1 F	extsc{A}IRness through automation: development of an automated medical data integration infrastructure for F	extsc{A}IR health data in a maximum care university hospital

The methodology of the first part of the research project within the thesis included a literature review, to provide an overview of findings from other research with a similar approach to establish an automated medical data integration infrastructure. The results of this review than formed the base for the development of the automated medical data integration infrastructure.

Starting from the literature review a requirement analysis was performed, including concepts and standards found via the literature review. As the requirements were defined, open-source software and informational workflows for the implementation of the infrastructure were chosen and tested for the setup of an automated medical data integration infrastructure. The final implementation of the found workflows and software tools concluded the methodology of the first phase of the research objective described in this thesis.

2.4.2 Harvesting metadata in clinical care: a crosswalk between FHIR, OMOP, CDISC and openEHR metadata

As for the metadata harvesting and establishing of a metadata crosswalk, a literature review was conducted to evaluate the existing metadata standards in the field.

The process of metadata harvesting involved gathering metadata from various data sources, documentation, or repositories and storing them in a centralized database schema. In this study, the harvested data was derived from the UMG-MeDIC. The UMG-MeDIC integrates medical information and its corresponding metadata from hospital information systems and clinical research databases, including data from studies, registries, case report forms, patient-reported outcomes, and research findings. The UMG-MeDIC employs a DWH, as denoted in 2.4.1, that combines datasets with different types of metadata and facilitates longitudinal data collection and integration. The medical data from the UMG are pseudonymized and transformed into the UMG-MeDIC’s internal standardized data format.

The UMG-MeDIC’s DWH aims to connect all available data sources from the UMG as part of an ongoing process. To make the medical data collected in the data integration center accessible to researchers, the metadata need to be made available in commonly used
data formats within healthcare. Currently, the UMG-MeDIC supports data formats such as OMOP, openEHR, FHIR, and CDISC. This enables researchers to choose their desired target data format. To facilitate this selection, a metadata crosswalk was developed.

A metadata crosswalk is a chart or map that depicts elements and identifies metadata items that are specifically important to the UMG-MeDIC. These items are determined based on the aforementioned literature research and data format specifications. The identified items that meet the UMG-MeDIC’s requirements are categorized into three groups. Category 1 includes items of utmost importance for the operation of the data integration center and data provision. Category 2 consists of items of moderate importance that are essential for data privacy and consent. Category 3 includes metadata with the lowest priority, which provide additional context information and language specifications. The urgency of the items is not considered; only their importance for the UMG-MeDIC is considered in the priority dimension (Table 1).

After prioritization, scores are calculated for each data format to determine which formats cover items from priority categories 1 and 2 most comprehensively, to decide which data format would be best suitable for the UMG-MeDIC.

Table 1. Essential metadata required in the MeDIC and respective priority level

<table>
<thead>
<tr>
<th>Metadata Item</th>
<th>Priority</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MetadataID</td>
<td>1</td>
<td>Unique and persistent identifier of the metadata</td>
</tr>
<tr>
<td>MetadataDate</td>
<td>1</td>
<td>Date of the metadata creation</td>
</tr>
<tr>
<td>AffiliateDatasetID</td>
<td>1</td>
<td>Globally unique identifier of the data, which the metadata is associated with</td>
</tr>
<tr>
<td>MetadataVersion</td>
<td>1</td>
<td>Version of the Metadata</td>
</tr>
<tr>
<td>ReferenceData</td>
<td>1</td>
<td>References to other data via name or description</td>
</tr>
<tr>
<td>ReferenceMetadata</td>
<td>1</td>
<td>References to other metadata via name or description</td>
</tr>
<tr>
<td>DataLifecycleState</td>
<td>2</td>
<td>State of the data during its lifecycle (creation, processing, analysis, preservation, access, reuse)</td>
</tr>
<tr>
<td>UsageLicense/Copyright</td>
<td>1</td>
<td>clear and accessible data usage license</td>
</tr>
<tr>
<td>UsageContext</td>
<td>3</td>
<td>Context in which the data should be used</td>
</tr>
<tr>
<td>SourceSystemName</td>
<td>1</td>
<td>Explicit name of the Source System</td>
</tr>
<tr>
<td>SourceSystemVersion</td>
<td>1</td>
<td>Version of the Source System when recording the (meta)data</td>
</tr>
<tr>
<td>SourceInformation</td>
<td>3</td>
<td>Additional information about the source of the</td>
</tr>
</tbody>
</table>
SourceOriginal Contributor 2 data Contributor of the Source data
VestingPeriod 3 Availability of data to other researcher outside the study during the time of the study
ConsentType 2 Type of patient consent (i.e. broad consent, study specific consent)
ConsentValidation 1 Validity period of the consent
ConsentVerification 1 Physical signature of the patient and start of the validity period
ConsentModule 2 Exact parts of the consent, to which the patient consented to
DataItemLanguage 3 Language of the data items

Note. Priority level 1 = high, 2 = medium, 3 = low

2.4.3 FAIR+R: Making clinical data reliable through qualitative metadata

The initial step involved conducting a literature search to examine existing evaluation schemes and methods pertaining to the quality of metadata and data. The findings of this review indicated the existence of various approaches for assessing metadata or data quality. The authors further focused and investigated quality factors for data and incorporated them, whenever applicable, into the metadata domain. This was done to create a comprehensive set of quality factors for evaluating metadata.

Based on the literature review, identified quality factors for data quality were assessed and audited to see if they can be embedded in the assessment of metadata quality. In result metadata quality factors could then be obtained. These quality factors were then integrated into the ETL processes of the UMG-MedIC, providing a starting point to check the quality and respective reliability of the metadata.

2.5 Methodology of the UMG-MedIC’s Metadata Management

Based on the previous methodology and findings presented in 2.4.1 - 2.4.3 a literature review to explore previous research related to metadata management across various scientific fields, formed the basis of the final part of the thesis research. Developing new approaches and solutions that focus on transforming metadata elements between different data structures was the main objective of this research part.
At the UMG-MeDIC, metadata are obtained as part of the Extract-Transform-Load (ETL) processes within the data integration infrastructure. Previously, the data format and schema utilized is JSON for Linking Data (JSON-LD), which enables storing metadata in machine-readable JSON documents and organizing them as datasets, in compliance with the requirements of schema.org. The stored information include the metadata’s identifier (with the full Uniform Resource Identifier - URI), source system name, workflow name, sources, start and end modification dates, version, extracted metadata (brief information about the content), reference to the data table within the source system, and error messages if applicable.

In the context of this final part, a decision was made to store the metadata in a relational database, specifically a MariaDB. This choice was necessary because the actual data that the metadata refers to were already stored in the same relational database. As part of the UMG-MeDIC restructuring process, it was deemed fitting to consolidate the metadata and medical data in a shared database, rather than storing them apart. Consequently, the metadata, which was previously stored in JSON-LD documents, needed to be transformed into a relational data structure.

To facilitate the desired transformation of the metadata, all relevant information from the provided data format specifications were extracted. These specifications served as the starting point for mapping the metadata elements between the different data structures.

Additionally, the granularity of the metadata extracted from the primary source systems was taken into consideration. Metadata in primary source systems can vary in terms of granularity, such as having metadata dates represented as day-month-year hour-minute-second or month-year. These differences needed to be acknowledged and handled appropriately during the processing and inclusion of the metadata.

To carry out this transfer, all metadata information must be migrated from the previous storage location in CouchDB to the newly created relational database tables. Once the mapping process was finished, an algorithm was established to automatically transfer the metadata from the previous JSON-LD format to the relational data tables. PyCharm, an integrated development environment (IDE), was used for programming the transformation with Python (see Appendix for the complete code).
It was opted for an approach that utilized a generic metadata structure which is depicted in Figure 1, ensuring a comprehensive method of storage.

![Diagram of metadata structure within UMG-MeDIC](image)

Figure 1: Relational metadata table structure within the UMG-MeDIC. Linkage to the data source tables are shown on the left. The relational data model was created via MySQL Workbench.

To assess the reliability of UMG-MeDIC data, we introduced data quality as an additional metadata factor. Data quality was assigned a nominal value on a quality scale. This scale includes categories such as high-quality data (e.g., measured values from procedures and study-collected data), average-quality data (evaluations, billing data), and low-quality data (e.g., patient-initiated data, free-text entries).

The criteria used for this assignment were established based on preliminary work (see 2.4.3), focusing on identifying quality metrics for metadata. These criteria considered factors such as data completeness, consistency, correctness, correspondence to other data, relevance, semantic specificity, as well as timeliness, accessibility, and reproducibility of the data.

Data from various areas within UMG were assigned to corresponding entries on the data quality scale. Additionally, the authors manually verified the correct assignment of the data within the scope of this work.
CHAPTER 3: RESULTS

The chapter describes the results of the cumulative findings within the contributing publications and deducts the answers to the research questions defined at the beginning.

3.1 Findings of the publications

Each of the publications contributed to answering the research questions. The findings of each of these parts of research are presented and considered.

3.1.1 FAIRness through automation: development of an automated medical data integration infrastructure for FAIR health data in a maximum care university hospital

The UMG-MeDIC infrastructure operates based on the microservice paradigm, where each application functions independently. The process flows within these microservices are orchestrated by ActiveWorkflow, which is responsible for managing the workflows defined by UMG-MeDIC data engineers. ActiveWorkflow communicates with other services using agents, which implement the ActiveWorkflow REST API and operate autonomously. JSON documents are used for communication between ActiveWorkflow and the agents, carrying text-based payloads.

The goal is to automate the workflows for managing clinical care data and research data, including data transformation and data provenance. JSON-LD metadata templates are used to capture relevant information and create linked data compatible with provenance information models. Containerization is utilized for platform-independent execution and reproduction of data integration workflows. Data lake web services are employed to store copies of incoming source and intermediate data artifacts. All components communicate through RESTful web service APIs, ensuring compliance with IT-security policies. Custom ActiveWorkflow agents, such as the Docker Agent and Annotation Agent, have been implemented to support data integration workflows. The Docker Agent executes Docker images, often involving Python-based ETL processes, while the Annotation Agent collects process metadata and stores it in a CouchDB process metadata store.
The metadata documents include information about datasets, ETL processes, and their interconnections. The workflow specification can repeat the sequence of Docker Agent and Annotation Agent tasks as necessary. Metadata templates are used to standardize the capturing of relevant information, and the CDSTAR data lake provides the basis for defining archives and files. Processes are represented as CreateAction documents, linking input and output data, referencing implemented processing steps, and source code repositories. Manual documentation is created as workflow descriptions, enriched with free-text descriptions exported from ActiveWorkflow. A custom monitoring service and web-based user interface display process metadata, allowing visualization and validation of workflow runs. Statistical parameters of processed data are captured in process metadata, and validation functions are implemented to ensure data correctness and consistency. Validation results are stored in CouchDB as part of the process metadata.

3.1.2 Harvesting metadata in clinical care: a crosswalk between FHIR, OMOP, CDISC and openEHR metadata

This second part of the research focused on examining the data format specifications of CDISC, OMOP, openEHR, and FHIR. The corresponding metadata items for each data format were extracted from the documentation of each of the data formats and compared.

Once the metadata crosswalk was established, the next phase involved identifying metadata items that are highly relevant to the UMG-MeDIC.

Based on the findings from the literature research, including the FAIR Principles and UMG-MeDIC requirements, essential metadata items for the UMG-MeDIC were selected. Among the FAIR Principles, F1, F3, F4, A2, I3, and R1.1 were considered as they directly pertain to metadata. F1 emphasizes the need for globally unique and persistent identifiers for (meta)data. F3 involves metadata that clearly and explicitly describes the associated data. F4 highlights the importance of indexing metadata in a searchable resource. A2 requires metadata to be accessible even when the data itself is not available. I3 states that metadata should include qualified references to other metadata. Finally, R1.1 suggests that metadata should be accompanied by clear and accessible data usage licenses.
The requirements for the UMG-MeDIC were derived from a requirements analysis conducted during the initial development of the UMG-MeDIC in 2019. As evident from the scoring of the prioritization (as depicted in Figure 3), none of the data formats meet all the necessary UMG-MeDIC-specific criteria.

Due to the different underlying premises of the individual formats, a complete transformation was also not feasible. For instance, CDISC extends the ODM format for study documentation in clinical care, while OpenEHR is designed for storing medical data in an EHR, and FHIR facilitates data exchange between institutions. OMOP, on the other hand, offers a common data format for unifying data from various databases. It was apparent that none of these data formats encompass all the required metadata for successful operation of the UMG-MeDIC in terms of reliable data management. Therefore, the proposed solution entailed a specific convergence format to overcome these differences.

The convergence format demonstrates how metadata items from different formats can be incorporated, preventing the loss of information by providing metadata items in

![Metadata Score](image)

*Figure 2: Qualitative priority scoring of metadata required by the UMG-MeDIC and quantitative coverage in the different data formats FHIR, CDISC, OpenEHR and OMOP.*
the target format, even if they are not present in the source data format. The convergence format offers the best solution for maintaining the structure of the format by generating the required items during the transformation process and populating them with NULL values if the source format does not provide any input values.

3.1.3 FAIR+R: Making clinical data reliable through qualitative metadata

Based on the findings of the literature search, quality measures for metadata were derived. The quality measures are based on a compilation of research papers across diverse scientific domains and have been carefully chosen to meet the specific demands of the data complexity in clinical care.

Table 2 depicts the quality measures for metadata within the UMG-MeDIC.

Table 2. Assessment metrics for metadata in clinical care, based on the results of the literature review.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness</td>
<td>All mandatory data fields are filled with information</td>
</tr>
<tr>
<td>Consistency</td>
<td>Metadata should be conformed to existing standards and formats</td>
</tr>
<tr>
<td>Correctness</td>
<td>The information describes the metadata in an accurate and distinct way</td>
</tr>
<tr>
<td>Correspondence</td>
<td>Metadata that is linked or inter-dependent represents the same information through every instance</td>
</tr>
<tr>
<td>Relevance</td>
<td>The metadata corresponds to the requirement/expectations of the user</td>
</tr>
<tr>
<td>Semantic Specificity</td>
<td>Average specificity of a semantic concept in metadata information</td>
</tr>
<tr>
<td>Timeliness</td>
<td>Currency of the metadata information describing a resource information</td>
</tr>
<tr>
<td>Accessibility</td>
<td>The information of the metadata must be physically available and understandable either by human or machine</td>
</tr>
<tr>
<td>Reproducibility</td>
<td>Metadata quality scores should be reproducible and not lack clarity in terminology</td>
</tr>
</tbody>
</table>

3.2 Resulting UMG-MeDIC’s Metadata Management

The results yielded from the final part of the research were elaborated as follows:

The metadata from the primary source systems of the UMG stored in CouchDB were extracted and moved to the new relational metadata structure in the DWH. This new
structure (see Figure 1) aligns with the existing relational data tables in the DWH. The algorithm successfully transferred the existing metadata and included additional metadata types like data quality and data item language. The ETL processes were adjusted accordingly.

To ensure the reliability and integrity of the metadata, a transformation algorithm was developed and tested on a small amount of data in a test system. The algorithm performed as expected, extracting metadata from JSON-LD, matching it with relational data tables, and storing it correctly in MariaDB. The algorithm is reliable, producing consistent results with every run. The duration of the transformation and saving of the results in the relational database took 75.95 seconds for 3119 metadata documents on a 64-Bit Windows 10 Enterprise-22H2 with a 2.40GHz processor and 16GB RAM.

The use of hash values enabled effective audit trailing of the metadata in the DWH. Each transaction of the data, stored within the DWH, can be traced by checking the corresponding hash values of the metadata entries. This provides a secure process to detect unintentional manipulations, ensuring transparency for future use.

Based on this preliminary work, researchers can now filter the UMG-MeDIC data pool using a GUI and export the corresponding metadata for the filtered dataset as shown in Figure 4, including the information about the quality of the underlying data.
As part of internal testing, the derivation of metadata in different selectable data formats for researchers was successfully conducted. Unit tests involving volunteers from the UMG confirmed that the metadata could be converted into the desired data format. The resulting data format file was made available for download directly onto the computer.

Figure 3: User Interface of the Metadata Export application with the selectable Subject area and search bar. Below are the results list and the export type drop-down menu to choose the data format. After the selected items are chosen, the export can be started via the green Export button.

As part of internal testing, the derivation of metadata in different selectable data formats for researchers was successfully conducted. Unit tests involving volunteers from the UMG confirmed that the metadata could be converted into the desired data format. The resulting data format file was made available for download directly onto the computer.
CHAPTER 4: SYNOPSIS

4.1 Results in relation to the Research Questions

To relate the results of each respective publication of the thesis to the research questions and demonstrate how the contributions of the work address these questions, the next step involves drawing the conclusions from the results to the research questions.

(RQ1) How can metadata be extracted from primary and secondary systems in clinical care and stored in a medical data warehouse?

In FAIRness through automation: development of an automated medical data integration infrastructure for FAIR health data in a maximum care university hospital it was shown that data and the associated metadata could be extracted from the primary sources within the UMG using customized ETL routes. This extraction could be implemented with open-source software and was based on the requirements of such a data infrastructure and the specifications by the site including UMG. The metadata was stored within the first design choice in a Couch DB as a JSON LD object. After a restructuring of the UMG-MeDIC, the already existing data was transferred from the Couch DB in a relational data structure. In doing so, the specifications from the requirements analysis of the UMG-MeDIC were again considered and changes were accounted for.

As a result, the metadata and the data could and still can be extracted in an automated manner from the UMG’s clinical care systems and stored with consideration of secondary use.

(RQ2) How can metadata be prepared and made available for researchers to ensure the most insight into the corresponding data?

Firstly, metadata elements were identified within Harvesting metadata in clinical care: a crosswalk between FHIR, OMOP, CDISC and openEHR metadata, which are frequently used in clinical research. Based on this evaluation, information that are needed for
the processing of the UMG-MeDIC such as data source, collection method, variables, units of measurement, data quality indicators, timestamps, and any other pertinent details were determined. The transformation and mapping applied to the original metadata items form the data formats considered was performed using a metadata crosswalk.

Subsequently a metadata schema, a so-called convergence format, was put in place, to ensure consistency and interoperability. Data formats like openEHR, OMOP, CDISC and FHIR provided metadata items to be considered. Additionally, a graphical user interface was developed, where researchers can input relevant information to gather insight into the underlying clinical data. This graphical interface aligns with the chosen metadata convergence format.

In order to promote discoverability, a unique identifier (a metadata id) was assigned to every metadata entry, providing detailed documentation that explains the metadata elements and their meanings.

As the metadataset evolves or new insights emerge, the need for updates of the metadata become evident. Therefore, a versioning system was established in manuscript three to keep track of metadata revisions.

(RQ3) How can the reliability of metadata be demonstrated and what quality metrics must be met for this to be possible?

The reliability of the metadata had to be investigated via a literature review. For this purpose, measures were derived from the field of data quality and applied to metadata (FAIR+R: Making Clinical Data Reliable through Qualitative Metadata). As shown in 3.1.3, 9 metrics were identified and used to calculate the quality of the metadata. Based on this, the metadata and associated data are classified into one of three categories. Meanwhile, the metadata quality is included within the ETL processes and associated with each record, providing an insight of the quality of the metadata for researchers.

4.2 Limitations

The limitations of the work are described in the following sections. The limiting factors are the research design, the data used and the convergence format.
4.2.1 Limitations from the research design

While a pure usage of quantitative or qualitative methods salvages the risk of limitations of the research (quantitative limited by the research question and method, qualitative being more subjective and prone to researcher bias) this thesis focused on a mixed-methods approach. The combination of the strengths from qualitative and quantitative methods are deployed to overcome these limitations.

On the downside mixed methods are more resourceful and can be complicated to archive. Conducting a single-site case research is also limited to the organizational structure of the site. Furthermore, deriving general findings can be a limiting factor of single site case research because the results can be very specific to the respective site, when not focused on appropriate factors.

Conducting case research with a single site may provide restrictions and bias regarding the site. Although UMG is a maximum care hospital in Lower Saxony, it is subject to the constraints of the German hospital landscape and German legislation. The transferability of the results to other countries with different legislation and use of software can therefore not be guaranteed. The thesis uses generic approaches and open-source software, but the national situation must always be taken into account.

Furthermore, the replication of case research may be limited, here the collaboration with other researchers facing similar objectives can help strengthen the findings and results of this research thesis objective.

4.2.2 Limitations of the data used

For the development of the convergence format, a restriction was made to the four most frequently used data formats in clinical care. This restriction limits the maximum set of metadata, as the focus here is on the metadata items of the selected data formats.

Additionally, the results of the thesis are based on metadata and data from the UMG and are therefore subject to format specifications and possible bias in the number of different data elements (e.g., more metadata in relation to data origin, compared to other hospitals).
4.2.3 Limitations regarding the convergence format
The developed convergence format must be adapted repeatedly when changes in the chosen data formats occur. Since a static mapping was performed, changes in the original data formats can only be addressed with a manual change in the convergence format. These changes in the data formats must be monitored continuously.

4.3 Conclusion
Researchers seeking data provision from UMG-MeDIC can now request an initial overview of the data volume for their specific research question by querying the associated metadata in advance. To ensure simplicity and user-friendliness, researchers have the option to extract the metadata in different data formats such as OMOP, openEHR, and more. The comparison and contrast of the metadata items of the different data formats in healthcare is the only metadata crosswalk in the form of a mapping table of this kind so far. There is currently very little research in medical metadata and thus little information about possible advantages and disadvantages for the reusability of data depending on their metadata.

This thesis fills this gap and highlights the potential of highly curated metadata for clinical research. With the inclusion of real-world data to complement randomized clinical trial data for clinically evidenced research results, metadata quality measures come into play. Metadata, which are made available via a metadata explorer contain initial information that is relevant for an assessment of the quality of the medical data collected and form the basis of the secondary use of clinical data for research, before filing a (mostly needed) data usage agreement.

4.4 Recommendations for Future Research
A next step for future research should include further clear and comprehensive criteria for each of the nine quality metrics to enable a more fine-grained classification than currently used. In order to achieve this, however, the fundamental metrics must first be evaluated under real conditions. Additionally, the assignment of the quality is hard coded at the moment, a next step would be to use machine learning algorithms to assign the data quality on the fly, while the decision is based on trained data.
Furthermore, the established graphical interface and underlying provision of metadata should be accompanied with an in-depth documentation to guide researchers in evaluating the quality of the underlying data. It should address the specific requirements and challenges of the metadata set and domain. Therefore, the assessing of the effectiveness of the fine-grained quality classification is part of further investigation.

Furthermore, collaborative research, like the collaboration with other researchers and practitioners in the field must be fostered. Collaborative efforts can help refine and validate the proposed approach and drive further advancements in the field.
import couchdb
import pandas as pd
import mysql.connector
from sqlalchemy import create_engine, text
import pymysql

def couchdb_connect():
    # Verbindung zur CouchDB
    couch = couchdb.Server(couch_url)
    db = couch["medi2"]
    q = ("select": [], ", limit": 10000)
    source_system_name="'
    for d in db.find(query):
        error, loaded, source_system_name, sources, workflow_name = get_attribute_names(d, source_system_name)
        metadata_type_id = insert_metadata_type(con, sources)
        metadata_value_id = insert_metadata_value(con, error, loaded)
        insert_metadata(con, d, data_source_id, metadata_type_id, metadata_value_id, workflow_name)
        return None

def insert_metadata(con, d, data_source_id, metadata_type_id, metadata_value_id, workflow_name):
    # Prepare extract_metadata/Transform_metadata/load_metadata and concatenate them
    load_metadata = str(d["load_metadata"])
    load_metadata = load_metadata.replace("\", ",)
    extractmetadata = str(d["extract_metadata"])
    extractmetadata = extractmetadata.replace("\", ",")
    transformmetadata = str(d["transform_metadata"])
    transformmetadata = transformmetadata.replace("\", ",")
    etlmetadata = extract_metadata + transform_metadata + load_metadata
    etlmetadata = etlmetadata.replace("\", ",")
    etlmetadata = etlmetadata.replace("\", ",")
    etlmetadata = etlmetadata.replace("\", ",")
    etlmetadata = etlmetadata.replace("\", ",")
    # Insert statement for metadata table
    con.execute(text("insert into metadata (metadata_type_id, metadata_value_id, data_source_id, metadata_name, metadata_description)
    values("metadata_type_id", "metadata_value_id", "data_source_id", "workflow_name", "metadata_description")"))
    con.commit()
    metadata_id = select_max_idStatement("metadata", con, "metadata_id")

def insert_metadata_value(con, error, loaded):
    # Prepare value for metadata_value
    value = str(d[error])
    if error is None:
        error = ""
    value = str(d[error]) + error
    value = value.replace("\", ",")
    value = value.replace("\", ",")
    value = value.replace("\", ",")
    # Insert statement metadata_value
    con.execute(text("insert into metadata_value (metadata_value_id) values("value")"))
    con.commit()
    metadata_value_id = select_max_idStatement("metadata_value", con, "metadata_value_id")
    return metadata_value_id

Appendix A – Program Code
def insert_metadata_type(con, sources):
    # replace the backslashes, commas etc. from source
    type = str(sources)
    type = type.replace('/', '')
    type = type.replace('\', '')
    type = type.replace('\\', '')
    type = type.replace('"', '')
    # insert sources into metadata type table
    con.execute(text("insert into metadata_type values('"type"')"))
    con.commit()
    metadata_type_id = select_max_id_statement("metadata_type", con, "metadata_type_id")
    return metadata_type_id

def insert_data_source(con, source_system_name):
    # Insert source system name into table data_source
    con.execute(text("insert into data_source values('"source_system_name"')"))
    con.commit()
    data_source_id = select_max_id_statement("data_source", con, "data_source_id")
    return data_source_id

def get_attribute_names(d, source_system_name):
    source_system_name = d["source_system_name"]
    workflow_name = d["workflow_name"]
    loaded = d["loaded"]
    error = d["error"]
    sources = d["sources"]
    return error, loaded, source_system_name, sources, workflow_name

def select_max_id_statement(table_name, con, id)
    result = con.execute(text("select max(id) from "table_name")
    for t in result:
        id_last_entry = t[0]
    return id_last_entry

def mariadb_connect():
    cnx = mysql.connector.connect(user='', password=''
    host='', database='')

# Press the green button in the gutter to run the script.
if __name__ == '__main__':
    # mariadb_connect()

db_connection_string = (
    "mysql+pymysql://" + "root" + ":" + "example" + ":3065" + "/" + ":dwh"
)

e = create_engine(db_connection_string)

couchdb_connect(e)
Appendix B – Publications

The publications are embedded in chronological order, starting with the year 2022. The full author version of every publication is attached within the appendix.
Harvesting metadata in clinical care: a crosswalk between FHIR, OMOP, CDISC and openEHR metadata

Caroline Bönisch ✉, Dorothea Keszytys & Tibor Keszytus

Metadata describe information about data source, type of creation, structure, status and semantics and are prerequisite for preservation and reuse of medical data. To overcome the hurdle of disparate data sources and repositories with heterogeneous data formats a metadata crosswalk was initiated, based on existing standards. FAIR Principles were included, as well as data format specifications. The metadata crosswalk is the foundation of data provision between a Medical Data Integration Center (MeDIC) and researchers, providing a selection of metadata information for research design and requests. Based on the crosswalk, metadata items were prioritized and categorized to demonstrate that not one single predefined standard meets all requirements of a MeDIC and only a maximum data set of metadata is suitable for use. The development of a convergence format including the maximum data set is the anticipated solution for an automated transformation of metadata in a MeDIC.

Introduction

Since humans began sorting and categorizing information and objects, metadata provided important alignment of information objects. Metadata are defined as data about data. They describe information objects with regard to source, type of creation, structure, status, level and semantics. An information object can be either a data including a coded value or instance identifier, or a list of several dates, or an entire database with various dependencies. Using metadata, related data can be reused, organized, described, validated, searched and queried. In the medical field, the provision, reuse and preservation of information is essential to ensure the best possible treatment of a patient as well as answering research questions. As Hegselmann et al. stated "Individuals with very specific characteristics could be identified, which is mandatory for personalized medicine as well as epidemiological and clinical studies, but also general big data applications would be possible". Retrospective acquired data, especially if largely available, provides opportunities not only to predict but detect e.g. novel risks and therapeutic options on an individual level (precision medicine). Consequently, the subordinate metadata are predominant to prepare the basis for combining and transforming the data by providing metainformation to enable linkage of information from different data sources. This goes to show in which way metadata benefits the medical sector.

The FAIR Principles, postulated in 2016, suggest that the reuse of (meta)data is of great importance in the context of medical research. The management of data with the corresponding application of metadata provides multiple opportunities for high-quality data analyses and subsequent high impact publications. Metadata for research data is also gaining importance in light of the increasing requirement of journals to make primary data from published research publicly available. The FAIR Principles are divided into the categories Findable, Accessible, Interoperable and Re-Usable. Metadata are explicitly named in all four categories. Therefore metadata act as important building blocks for making information accessible and usable.

However, Dugas et al. acknowledge that most forms and item catalogs from healthcare research studies in Germany do not comply to these FAIR Principles and cannot be easily found and are therefore not re-usable. This is due to the fact that forms are sometimes not allowed to be published, because of permission restrictions or they are not published based on interoperability points of view, e.g. without an identification number or
accompanying metadata, and remain in a paper tomb. As stated in the article, it is important to publish metadata with the data, as this characterizes a first step towards open data.\(^8\)

Mainly in the biomedical field, it is noticeable that there were and still are implementations where the importance of metadata is highlighted\(^7\). Different consortia and working groups provide their approaches to utilize metadata with regards to re-usability, accessibility and findability\(^8,9\). Both aforementioned articles adopt the paradigm that qualitative metadata is helpful to retrieve, acquire and utilize metadata. The working group referenced in\(^8\) proposes the potential of ontology concepts to annotate metadata making them easier to be found and semantic specific, resulting in a strong descriptor of the resource contents.

Gonçalves et al.\(^9\) developed a software that pulls information from metadata records and analyses the information whether it is complete and correct according to given specifications (right format and legitimate content).

Data integration from heterogeneous source data systems is a major challenge, not only in the biomedical field. Initially, each system has very different metadata attributes that must be taken into account. The structures of the data used are specifically designed for the respective source data system. This can make it difficult to reuse data, which was collected within specific source systems, due to proprietary reasons.

Canham and Ohmann describe that metadata can be divided into two parts. On the one hand, there is intrinsic metadata, which is permanent and unchangeable\(^10\). For instance, metadata such as the date/timestamp of the data were collected within specific source systems, due to proprietary reasons. On the other hand, they identify provenance metadata, which represents localization or history, like the data lifecycle state (creation, processing, analysis, preservation, access, reuse), the data custodian or the method of data collection. Provenance metadata is subject to change, because of its nature to provide information about non-static knowledge. Both intrinsic and provenance metadata are required for searching and uniquely identifying data. The variability of data in routine clinical practice makes the use of a unified metadata schema complicated, but nonetheless Canham and Ohmann proposed a common metadata scheme within the “protocol-driven clinical research”, that would be applicable to any information system. As they note, it is more beneficial if the data and corresponding metadata remain in their original relational form and are converted to the desired target format FHIR, openEHR or OMOP using a parser\(^10\). An appropriate crosswalk between the individual metadata elements of the respective standards is of utmost importance to obtain the most fine-grained result possible with a maximum set of metadata elements.

Metadata harvesting describes a process to combine metadata from different data storages, archives or repositories and store them in a central database schema. The data that is harvested in this work is derived from the Medical Data Integration Center (MeDIC) of the University Medical Center Göttingen (UMG). The University Medical Center is a hospital of maximum care and extensive sources of medical data. The MeDIC joins medical information and their corresponding metadata from hospital information systems and clinical research data bases (which include, inter alia, data from studies and registries, such as case report forms, patient reported outcomes or findings) in a data warehouse. It involves data from datasets with different (meta)data types and longitudinal data collection, as well as data integration. The data and corresponding metadata are stored in a relational database, which underlies the data warehouse of the MeDIC. The metadata is kept in a distinct table separated from the data, connected via a primary/foreign key to the tables of data. Therefore, it is possible to store metadata in a n-dimensional repository in the same format. The medical source data from the hospital and department information systems are pseudonymized and transformed into the internal harmonized data format of the MeDIC. During the process of harvesting metadata within the Extract-Transform-Load process, metadata is extracted and loaded via a MeDIC-specific data protocol, preventing duplicates. The data warehouse of the MeDIC anticipates to connect all available data sources of the UMG as part of an ongoing process.

In this article, we aim to provide a crosswalk between the formats mentioned above and try to convey them as accurate as possible.

Results

For the purpose of this research project, the specifications for the data formats CDISC, OMOP, openEHR and FHIR are examined. For every data format all corresponding metadata items are extracted and contrasted.

Following the conception of the metadata crosswalk, the next phase includes the identification of metadata items with high relevance for the MeDIC.

Taking into account the results from the literature research, e.g. the FAIR Principles and requirements (which are immanent to the MeDIC structure), essential metadata items are decided upon.

Within the FAIR Principles, the principles F1, F3, F4, A2, I3 and R1.1 have been taken into account, as they directly relate to metadata\(^1\). F1 postulates that (meta)data has to be assigned with a globally unique and persistent identifier. F3 involves metadata that includes identifier, which clearly and explicitly describes the corresponding data, whereas F4 claims metadata to be indexed in a searchable resource. According to A2 the metadata has to be accessible, even when the data are not obtainable. I3 contains that metadata must include a qualified reference to other metadata. Finally, R1.1 suggests that metadata has to be released with a clear and accessible data usage license\(^4\). The requirements for the MeDIC resulted from a requirements analysis, that was conducted at the beginning of the development of the MeDIC in 2019.

Table 4 shows the resulting matrix of mappings including the prioritization of the metadata items.

In Fig. 1, the scores regarding prioritization are calculated for the individual data formats and compared graphically in the following grouped bar chart.

As can be seen from the previous illustrations, none of the data formats fulfill all required MeDIC-inherent criteria.
As stated, an entire transformation is not possible because of the different premises the individual formats are based on. CDISC, for example, has added structures, that build upon the ODM format and form in conjunction the basis for study documentation in clinical care. OpenEHR on the other side is designed for the storage of medical data in an EHR, while FHIR is intended for the exchange of data between different institutions. Whereas OMOP provides a common data format to unify data from different databases. It is shown, that none of the data formats include all metadata, which is required to successfully operate the MeDIC for the purpose of reliable data management. So we propose a specific convergence format, which bypasses the described challenges.

Figure 2 shows an example by providing an excerpt of two data formats OMOP and openEHR. It illustrates how the convergence format can incorporate metadata items of different formats and avoid loss of information by providing metadata items of the target format even if it is not part of the source data format. For example the metadata item `cdm_source_abbreviation` has no exact match in openEHR metadata. Without the convergence format, the information would have been lost, because it would be no longer represented in the openEHR metadata items after the transformation.

Additionally openEHR accepts metadata items such as resource_description:lifecycle_state and resource_description_item:language, which have no match within the OMOP metadata. Naturally these two metadata items would have not been created within the transformation process, because OMOP doesn’t provide the equivalent structure. The convergence format is therefore the best solution to provide and maintain the format structure, by creating the items within the transformation process and filling them with NULL-values, if the source format doesn't provide any input values.

**Discussion**

The literature search revealed that the topic of metadata is of high importance in medical and biomedical informatics. A fundamental problem, however, is the definition of metadata. Ulrich et al. examines the literature on the definition and classification of metadata and points out the fact, that there is no clear explanation of the term “metadata”. Furthermore, the article shows how the definition of matching, mapping and transformation of metadata also differs in the literature. Overall, the article points out possible problems that can result from the heterogeneous understanding of the term\(^1\).

Some authors previously showed the possibility of transforming single data formats into each other. However, the transformation between more than two data formats within a metadata crosswalk has not yet been performed. The works of Doods, Neuhaus & Dugas\(^2\), and Bruland & Dugas\(^3\) for example, show the possibilities of a transformation of openEHR or FHIR into CDISC ODM. Within the MeDIC, however, structured as well as unstructured data and metadata are to be considered, which contradicts a mere use of CDISC ODM as target format.

**Table 1.** Search strategy in PubMed on 18.05.2022.

<table>
<thead>
<tr>
<th>No.</th>
<th>Search Step</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>“metadata”[MeSH Terms]</td>
<td>413</td>
</tr>
<tr>
<td>#2</td>
<td>“standard”<em>[Title/Abstract] OR “open standard”</em>[Title/Abstract]</td>
<td>1,415,975</td>
</tr>
<tr>
<td>#3</td>
<td>“data warehousing”[MeSH Terms] OR “health information interoperability/standards”[MeSH Terms] OR “health information exchange/standards”[MeSH Terms] OR information storage and retrieval/methods”[MeSH Terms]</td>
<td>17,042</td>
</tr>
<tr>
<td>#4</td>
<td>“metadata repository”[Title/Abstract] OR “data integration”[Title/Abstract]</td>
<td>4,071</td>
</tr>
<tr>
<td>#5</td>
<td>“Medical Records Systems, Computerized”[MeSH Terms]</td>
<td>45,478</td>
</tr>
<tr>
<td>#6</td>
<td>“open EHR”[Title/Abstract] OR “CDISC”[Title/Abstract] OR “FHIR”[Title/Abstract] OR “OMOP”[Title/Abstract]</td>
<td>587</td>
</tr>
<tr>
<td>#7</td>
<td>#1 AND (#2 OR #3 OR #4 OR #5 OR #6)</td>
<td>205</td>
</tr>
</tbody>
</table>
The use of different data formats and the associated metadata formats in health care results in heterogeneity of the metadata items. This leads to the fact that occasionally a complete match between the data fields is unachievable, resulting in inequivalence. Be it that the data formats support different application areas or that they allow different degrees of freedom in the development of extensions.

The findings presented in this article show that metadata items from different standard formats meet the requirements to be transformed into one another with few adaptations, because of the previously mentioned challenges of a metadata crosswalk.

In the next stage, the convergence format will be further developed and an automated crosswalk between the different data formats to and from the convergence format will be established. This convergence format comprises both MeDIC inherent metadata items and all items from the crosswalk of the four data formats depicted in Table 2.

This maximum set of metadata items will be the requisite to fulfill the gap between the metadata currently captured in hospital information systems and the derivatives of data needed in research, to be able to provide metadata to researchers in any data format. Additionally, the quality of the harvested metadata has to be evaluated. If providing metadata to researchers, they must also be assured that it is of high quality and allows safe evaluations. Therefore, a quality assessment schema will be developed. This assessment should lead to a visualization

---

**Table 2.** Comparison of metadata from different data formats frequently used in healthcare information systems and medical research. Note. OMOP Observational Medical Outcome Partnership, openEHR open Electronical Health Records, FHIR Fast Healthcare Interoperability Resources, CDISC Clinical Data Interchange Standards Consortium.

<table>
<thead>
<tr>
<th>Meaning of local metadata items</th>
<th>OMOP</th>
<th>openEHR</th>
<th>FHIR</th>
<th>CDISC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version of the metadata</td>
<td>metadata_concept_id</td>
<td>versionID</td>
<td>Meta.versionID</td>
<td>ODM/Study/MetaDataVersion</td>
</tr>
<tr>
<td>Identifier of the type of information</td>
<td>metadata_type_concept_id</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Name of the metadata version</td>
<td>name</td>
<td></td>
<td>ODM/Study/MetaDataVersion/Name</td>
<td></td>
</tr>
<tr>
<td>Metadata value as string</td>
<td>value_as_string</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metadata value as concept</td>
<td>value_as_concept_id</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Date of the metadata creation</td>
<td>metadata_date</td>
<td>DataRequirement</td>
<td>ODM/AsOfDatetime</td>
<td></td>
</tr>
<tr>
<td>Datetime of the metadata creation</td>
<td>metadata_datetime</td>
<td>Meta.LastUpdated</td>
<td>ODM/AsOfDatetime</td>
<td></td>
</tr>
<tr>
<td>Full name of the source</td>
<td>cdm_source_name</td>
<td>resource_description:parent_resource</td>
<td>Meta.profile</td>
<td>def:Origin</td>
</tr>
<tr>
<td>Abbreviation of the source name, if applicable</td>
<td>cdm_source_abbreviation</td>
<td>resource_description:original_author/resource_description:original_publisher</td>
<td>Contributor</td>
<td>def:Origin</td>
</tr>
<tr>
<td>contributor or publisher of the source data</td>
<td>cdm_holder</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 2** Example of an excerpt of metadata items from OMOP and openEHR, showing how the convergence format can avoid loss of information during the metadata transformation. Dotted arrows show data flow with NULL-values.
of the metadata quality, which is then made available to the researchers. This visualization enables a researcher to easily recognize and evaluate the data quality and whether the data is suitable for this research purpose.

Methods

Literature research. To assess the field of existing metadata standards a literature research was conducted using PubMed and Embase via Ovid. Table 1 shows the search steps and partial results of the literature search exemplarily in PubMed. The results of this search were combined with a second search query using the same search strategy within Embase. For the purpose of adequately selecting and evaluating the results of the literature search, articles proposing necessary metadata for data exchange and processing (search criterion one), as well as (meta)data format specification (search criterion two) and articles describing already existing metadata crosswalks (search criterion three) or approaches of transforming/mapping metadata formats into one another (search criterion four), where taken into consideration. The search in both bibliographic databases yielded 517 results, of which 71 duplicates were removed automatically in Refworks, and 446 references remained. The relevance of every result was examined by scanning the associated title and abstract. After this examination, 12 articles were deemed not to be suitable for the purpose of this research. The reference lists of all included articles were studied completely and evaluated in relation to the search criteria used to select, this research. The reference lists of all included articles were scanned for further important publications. Finally, the remaining articles were studied completely and evaluated in relation to the search criteria used to select, evaluate and prioritize the results of the literature search. The proposed FAIR Principles and the documentation of the included data formats where the core answers to the first search criterion, while the documentation also answered the second search criterion and served as the preface for the development of the crosswalk.

Kock-Schoppenhauer et al. and Bruland and Dugas showed first elaborations of one-to-one transformations between different data formats, related to search criterion three, while Kock-Schoppenhauer et al. and Bruland and Dugas supplied a founded overview over the procedure of a crosswalk.

Metadata crosswalk. In order to make the medical data collected in the data integration center available to researchers, the metadata are supposed to be made accessible in data formats which are frequently used. Currently the data formats to be supported in the MeDIC include OMOP, openEHR, FHIR and CDISC. This allows researchers to be offered a choice of target data formats. To enable this selection a metadata crosswalk is built.

A metadata crosswalk entails a chart or map which depicts elements from different standards or formats and groups equivalent elements. Crosswalks allow to transform elements from on format to another.

The excerpt of the developed metadata crosswalk for these four formats is depicted in Table 2. The complete crosswalk can be found in the Supplementary Table 1 within the Supplementary material of this manuscript.

During a transformation, data fields from the input format sometimes have to be split or merged in order to retain the semantic meaning of the metadata in the target format.

As a result of the above challenges, a loss of information can occur. In order to avoid this, a convergence format, has to be used that includes and stores a maximum set of metadata fields. To establish the convergence format a defined metadata crosswalk serves as the objective of this work.
Prioritization. After the crosswalk has been executed, metadata items which are specifically important to the MeDIC are identified. These metadata are determined based on the literature review and data format specifications. Then, the items meeting the inherent requirements of the MeDIC are categorized. For this purpose, a split into three categories is chosen. Category 1 includes items that are of immense importance for the operation of the MeDIC and for the provision of data. Category 2 includes objects that span a medium importance but are requisite for data privacy and consent. Category 3 consists of metadata with the lowest priority, which are key for additional context information and language specification. An urgency of the corresponding items is not to be considered. For this reason, the priority dimension only includes the importance of the items for the MeDIC.

After prioritization, the scores for the individual data formats are calculated to show which data formats cover items of priority categories 1 and 2 as extensively as possible.

Table 3 shows the identified metadata items and the associated prioritization.

<table>
<thead>
<tr>
<th>Metadata Item (Priority level)</th>
<th>OMOP</th>
<th>openEHR</th>
<th>FHIR</th>
<th>CDISC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MetadataID (1)</td>
<td>metadata_ concept_id</td>
<td>versionID</td>
<td>Meta.versionID</td>
<td>ODM/Study/Metadata Version</td>
</tr>
<tr>
<td>MetadataDate (1)</td>
<td>metadata_date</td>
<td></td>
<td>DataRequirement</td>
<td>ODM/AsOfDatetime</td>
</tr>
<tr>
<td>AffiliateDatasetID (1)</td>
<td>source_ description_ reference</td>
<td>resource_ description_ item:original_resource</td>
<td>DataRequirement.Profile</td>
<td>def:Origin</td>
</tr>
<tr>
<td>MetadataVersion (1)</td>
<td>metadata_ concept_id</td>
<td>versionID</td>
<td>Meta.versionID</td>
<td>ODM/Study/Metadata Version</td>
</tr>
<tr>
<td>ReferenceData (1)</td>
<td>resource_ description: references</td>
<td></td>
<td>RelatedArtifact</td>
<td>def:LeafElement</td>
</tr>
<tr>
<td>ReferenceMetadata (1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DataLifecyleState (2)</td>
<td>resource_ description: lifecycle_ state</td>
<td></td>
<td>def:AnnotatedCRF</td>
<td></td>
</tr>
<tr>
<td>UsageLicense/Copyright (1)</td>
<td>resource_ description: copyright</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UsageContext (3)</td>
<td>resource_ description_item:use</td>
<td>UsageContext</td>
<td>StudyDescription</td>
<td></td>
</tr>
<tr>
<td>SourceSystem Name (1)</td>
<td>cdm_source_name</td>
<td>resource_ description: parent_ resource</td>
<td>Meta.profile</td>
<td>def:Origin</td>
</tr>
<tr>
<td>SourceSystem Version (1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SourceInformation (3)</td>
<td>source_description</td>
<td>resource_ description_ item:purpose</td>
<td>DataRequirement.type</td>
<td>def:Origin</td>
</tr>
<tr>
<td>SourceOriginalContributor (2)</td>
<td>cdm_holder</td>
<td>resource_ description: original_ author &amp; resource_ description: original_publisher</td>
<td>Contributor</td>
<td>def:Origin</td>
</tr>
<tr>
<td>VestingPeriod (3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ConsentType (2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ConsentValidation (1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ConsentVerifikation (1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ConsentModule (2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DataItemLanguage (3)</td>
<td>resource_ description_ item:language</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Matrix of mapping of priorities to metadata items. Note. OMOP Observational Medical Outcome Partnership, openEHR open Electronical Health Records, FHIR Fast Healthcare Interoperability Resources, CDISC Clinical Data Interchange Standards Consortium.
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FAIRness through automation: development of an automated medical data integration infrastructure for FAIR health data in a maximum care university hospital

Marcel Parciak, Markus Suhr, Christian Schmidt, Caroline Bönisch, Benjamin Löhnhardt, Dorothea Kesztyüs and Tibor Kesztyüs

Abstract

Background  Secondary use of routine medical data is key to large-scale clinical and health services research. In a maximum care hospital, the volume of data generated exceeds the limits of big data on a daily basis. This so-called “real world data” are essential to complement knowledge and results from clinical trials. Furthermore, big data may help in establishing precision medicine. However, manual data extraction and annotation workflows to transfer routine data into research data would be complex and inefficient. Generally, best practices for managing research data focus on data output rather than the entire data journey from primary sources to analysis. To eventually make routinely collected data usable and available for research, many hurdles have to be overcome. In this work, we present the implementation of an automated framework for timely processing of clinical care data including free texts and genetic data (non-structured data) and centralized storage as Findable, Accessible, Interoperable, Reusable (FAIR) research data in a maximum care university hospital.

Methods  We identify data processing workflows necessary to operate a medical research data service unit in a maximum care hospital. We decompose structurally equal tasks into elementary sub-processes and propose a framework for general data processing. We base our processes on open-source software-components and, where necessary, custom-built generic tools.

Results  We demonstrate the application of our proposed framework in practice by describing its use in our Medical Data Integration Center (MeDIC). Our microservices-based and fully open-source data processing automation framework incorporates a complete recording of data management and manipulation activities. The prototype implementation also includes a metadata schema for data provenance and a process validation concept. All requirements of a MeDIC are orchestrated within the proposed framework: Data input from many heterogeneous sources, pseudonymization and harmonization, integration in a data warehouse and finally possibilities for extraction or aggregation of data for research purposes according to data protection requirements.
Conclusion

Though the framework is not a panacea for bringing routine-based research data into compliance with FAIR principles, it provides a much-needed possibility to process data in a fully automated, traceable, and reproducible manner.

Keywords

Medical data reuse, Electronic health record, Medical data integration center, Automated medical data processing, Medical informatics, Maximum care hospital

Background

Cross-organizational secondary use of medical data is the key to large scale clinical and health services research and essentially important for establishing precision medicine. Reuse of routinely collected data offers extended sample sizes and follow-up times at lower costs and a more representative view of clinical practice in the real-world [1]. The “FAIR Principles for scientific data management and stewardship” were established to make data and the context of their generation Findable, Accessible, Interoperable, and Reusable. These principles summarize common data governance guidelines across multiple research domains with a special emphasis on the automatization of finding and using data [2]. Open data sharing platforms like DataONE or the meta-repositories like DataMed show the applicability of FAIR in real world examples [3, 4]. Both examples enable sharing of research datasets for reuse. However, the data platform presented here, collects and processes data generated during diagnostics and treatment of patients in clinical care at the university hospital and thus sets itself apart from the pre-processed and target-oriented research data, that DataONE and DataMed lean on. In the area of medical research, privacy concerns still remain about the open sharing health data, which oppose the publication of datasets in central repositories [5]. This holds especially true for real world data captured in routine healthcare, which contains patient identifying attributes and requires explicit legal clearing for secondary use in research. In Germany, the Medical Informatics Initiative (MI-I) funds development and implementation of medical data integration centers to create a technical and legal framework for cross-site secondary use of routine healthcare data [6]. As part of the HiGHmed consortium and the MI-I funding scheme, the University Medical Center Göttingen (UMG) implemented such a medical data integration center (UMG-MeDIC) [7]. Establishing data warehousing processes from scratch, we aim for high compliance with the FAIR Principles but face the challenge that data integration workflows are complex and inefficient when done manually [8]. As with any complex software engineering task, documentation is often neglected, not only for software artifacts themselves, but also for any executed workflow [9]. Although data about past workflow runs is highly useful, capturing this type of information is a difficult task [10].

Problem statement

Sharing research data necessitates an infrastructure that allows data to be found and accessed in an interoperable and reusable format [2]. As real world health data tends to stay in heterogeneous non-FAIR data silos, data engineers need to implement appropriate data integration workflows to make this data available [8, 11]. In contrast to other data-intensive research domains, the healthcare domain imposes additional requirements on data engineering [5, 12, 13]. Moreover, the UMG-MeDIC operates on a continuous flow of data instead of self-contained datasets. Current approaches for FAIR research data management tend to focus on manually “FAIRifying” individual datasets that are published in dedicated research data repositories, neglecting data processing steps prior to obtaining data [14]. Our data integration workflows have to be executed periodically and repeatedly, continuously moving data from multiple source systems to a central data warehouse component to again many target systems. This results in constantly evolving datasets, as illustrated in Fig. 1, that defy manual “FAIRification”. A trustworthy, fully validated data basis, which consists of structured and unstructured data, is therefore the minimum requirement for successful operation. All data processing and management tasks and comprehensive data provenance must be accounted for to enable meaningful scientific application.

Hence, in this article, we describe our implementation approach for a data processing automation framework in a medical data integration center of a maximum care hospital facing the challenges of multi-dimensional data warehousing and processing. Based on this framework, the UMG-MeDIC is dedicated to serve as a research service unit.

Methods

In order to obtain a comparative overview of proposed approaches from other projects with similar requirements, a comprehensive literature review must first be conducted. The results are then described and
discussed in terms of a possible solution to the specific requirements of our MeDIC project.

In a second step, the goals for the implementation of the framework in the MeDIC are defined. Additionally, frequently used concepts and standards are introduced.

The third step identifies workflow sub-processes and corresponding software tools for the realization.

The fourth and last step involves the implementation of the objectives into the framework of the UMG-MeDIC, using the appropriate open-source software components.

**Literature review**

PubMed, Embase via Ovid and Web of Science were searched using specific search terms and keywords. The search strategy for PubMed is depicted as an example in Table 1.

In addition to PubMed, the search in Web of Science resulted in 120 hits, the one in Embase delivered 98. Subsequently, a total of 356 references was imported into Refworks and 129 duplicates were removed automatically, leaving 219 references to be screened. Some of the concepts under consideration will be presented in the following.

The FAIR principles have gained a lot of momentum in the research community, resulting in various solutions and proof-of-concepts presenting FAIR data. Initiatives like DataMed and GO FAIR further imply that using Fast Healthcare Interoperability Resources (FHIR) means a central repository component is sufficient to enable persistent accessibility and this architecture would scale for large data volume [4, 12]. Usage of semantic modeling languages like FHIR or openEHR may contribute to overall FAIRness and especially reusability of data [15]. Contrary to the usage of FHIR within GO FAIR or DataMed, the UMG-MeDIC incorporates a data warehouse as central repository component, using a Structured Query Language (SQL)-based database, to store pseudonymized data. FHIR is, in the environment of the UMG-MeDIC, rather intended as an exchange format, than a central repository component.

The Emergency Department Catalog (EDCat) system was developed to improve the FAIRness of a project considering emergency department databases but still requires manual organization of datasets, which, in view of the volume of data, is not suitable for the operation of a MeDIC and further pursuit of this solution was discarded [14].

The SCALEUS-FD offers a semantic web tool that allows data integration and reuse in compliance with FAIR Data principles and was validated in the domain of rare diseases, where records are rather small, not comparable to the volume of data that has to be processed in a maximum-care hospital each day [16]. Since there was no experience with large numbers of data.

**Table 1** Search history in PubMed

<table>
<thead>
<tr>
<th>Search Step</th>
<th>Search string</th>
<th>Number of hits</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>&quot;FAIR principles&quot;[All Fields] OR &quot;FAIR&quot;[ti] AND &quot;principles&quot;[ti]</td>
<td>103</td>
</tr>
<tr>
<td>#2</td>
<td>findab*[All Fields] AND &quot;access&quot;<em>[All Fields] AND &quot;interopera&quot;</em>[All Fields] AND &quot;reusab&quot;*[All Fields]</td>
<td>248</td>
</tr>
<tr>
<td>#3</td>
<td>&quot;data warehousing&quot;[MeSH Terms] OR &quot;databas&quot;*[All Fields]</td>
<td>658,390</td>
</tr>
<tr>
<td>#4</td>
<td>(#1 OR #2) AND #3</td>
<td>138</td>
</tr>
</tbody>
</table>
goals and criteria, we iteratively implemented a prototype based on best of breed open source components. Primary goals for our implementation of a trusted medical research data integration system were:

- Operate an integrated data warehouse
- Ingest data from any number of source systems in any data format in batch or near real-time schedule
- Provide data into a varying number of target systems in data format
- Ability to scale data processing flexibly
- Orchestrate all data processing tasks across network security zone barriers
- Ability to monitor status and history of all data processing tasks
- Operate the entire system in a high level information security context with a special focus on data integrity and (long term) accessibility

In addition to the software used, which will be identified and presented in the next step, frequently used standards and concepts are introduced at this point for a better understanding of the approach. Table 2 provides an overview of these standards and concepts with a brief explanation of each.

Identification of workflow sub-processes and corresponding software tools

The required data integration workflows for operating the UMG-MeDIC (according to the goals defined above) can be divided into sub-processes and strategically split into modules, which are equal for many workflows. In our bottom-up description of the sub-processes, we start with the atomic data processing tasks, which can be summarized as follows: A data processing task takes input data and manipulates it in a well-defined manner to produce output data whenever triggered by the process control flow. Each processing task must be documented with process metadata containing all necessary information to recreate the exact parameters of its execution as well as the relevant runtime environment. The full process control flow includes the actual data processing task and the recording of process metadata (see Fig. 2). These atomic processing tasks may be concatenated by the control flow into an end-to-end data processing workflow that moves information across multiple storage systems and formats.

Based on the aforementioned sub-process tasks, we had to take into account an agnostic implementation of this fundamental framework. This includes the programming language or software tool used to implement actual data processing tasks, and information model used to document process metadata to be manufacturer-independent. We have chosen the following components: An orchestration system that manages process control flow, a compatible task execution engine, and a semantic
For our prototype implementation, we selected a set of tools published under open source licenses, described in Table 3, to implement these components.

**Results**

In this section, the implementation of our framework and the inherent workflow are described and an example is given to illustrate the function of the framework.

Currently, the following hospital department systems are connected to the UMG-MeDIC: Laboratory system (Opus::L), administration system (SAP: transaction data, billing data), microbiology and virology system (MLAB), clinical tumor documentation (Onkostar), cardiology system (CCW, including echocardiography, cardiac catheterization), sensor data intensive care (ICCA), model, storage service and documentation engine for process metadata.

**Fig. 2** Generic schema of an atomic Extract Transform Load task and metadata capture sub process. Process control flow: black lines left to right; data flow: blue outline; metadata flow: green outline. The process is started with a “perform task” which interacts with external resources and pulls data from different sources. Subsequently the process flow enables the recording of metadata that is written in a separate metadata storage.

**Table 2** Standards and concepts used in the development of the UMG-MeDIC framework

<table>
<thead>
<tr>
<th>Term / acronym</th>
<th>Resolved</th>
<th>Short description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACID</td>
<td>Atomic Consistent Isolated Durable</td>
<td>A set of standard properties that ensure reliable processing of database transactions</td>
</tr>
<tr>
<td>CSV</td>
<td>Comma Separated Values</td>
<td>Structure of a text file for storage or exchange of simply patterned data</td>
</tr>
<tr>
<td>Data lake</td>
<td></td>
<td>System or repository of structured or unstructured data, including raw copies of source system data and transformed data</td>
</tr>
<tr>
<td>DWH</td>
<td>Data warehouse</td>
<td>A central database optimized for analysis purposes that combines data from several, usually heterogeneous sources</td>
</tr>
<tr>
<td>DRG</td>
<td>Diagnoses Related Groups</td>
<td>Diagnosis-related grouping of patient cases with similar costs, used for medical billing</td>
</tr>
<tr>
<td>ETL</td>
<td>Extract Transform Load</td>
<td>An integrative process in which data is extracted from multiple sources, which may have different structures, processed, and merged into a target database</td>
</tr>
<tr>
<td>FAIR</td>
<td>Findable Accessible Interoperable Reusable</td>
<td>The principles were defined in 2016 by a consortium of scientists and organizations and emphasize machine-actionability with regard to the increase in volume, complexity, and creation speed of data</td>
</tr>
<tr>
<td>FHIR</td>
<td>Fast Healthcare Interoperability Resources</td>
<td>Fast Healthcare Interoperability Resources is a standard developed by HL7 that supports data exchange between healthcare software systems</td>
</tr>
<tr>
<td>HL7</td>
<td>Health Level 7</td>
<td>Health Level 7 is a non-profit, ANSI-accredited organization developing standards for the exchange of information between healthcare services</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
<td>Regulates the communication between browser and web server</td>
</tr>
<tr>
<td>IDE</td>
<td>Integrated Development Environment</td>
<td>Application development software that combines common developer tools in a central graphical interface</td>
</tr>
<tr>
<td>IRIs</td>
<td>Internationalized Resource Identifiers</td>
<td>Internationalized form of the Uniform Resource Identifier (URI), an identifier consisting of a string of characters used to identify an abstract or physical resource</td>
</tr>
<tr>
<td>open EHR</td>
<td>open Electronic Health Record</td>
<td>An open standard health informatics specification for managing, storing, retrieving, and exchanging health data in electronic health records</td>
</tr>
<tr>
<td>LOINC</td>
<td>Logical Observation Identifiers Names and Codes</td>
<td>International standard of universally accepted names and identifiers of health measurements, observations and documents</td>
</tr>
<tr>
<td>REST API</td>
<td>Representational State Transfer Application Programming Interface</td>
<td>REST APIs communicate via HTTP requests to perform standard database functions such as creating, reading, updating, and deleting records within a resource</td>
</tr>
<tr>
<td>SQL</td>
<td>Structured Query Language</td>
<td>SQL is a database language for defining data structures and for editing and querying datasets in relational databases</td>
</tr>
<tr>
<td>TLS</td>
<td>Transport Layer Security</td>
<td>Encryption protocol for secure data transmission on the Internet</td>
</tr>
<tr>
<td>URL</td>
<td>Uniform Resource Locator</td>
<td>Identifies and locates a resource via the access method to be used and the location of the resource, e.g. web page via HTTP</td>
</tr>
</tbody>
</table>
medication and substances (Meona), and emergency admission (E.Care). Soon to follow will be clinical trial software (secuTrial), image data (PACS), the pathology system (Nexus/IMS), surgical data (Win-OP), radiology (structured findings), treatment quality data (QS-Med), and dental data. Since the UMG-MeDIC is still in the process of being set up, not all departmental systems are connected yet. However, these will all follow and thus contribute the full range of data to be expected in a maximum care university hospital.

**Overview**

The UMG-MeDIC infrastructure follows the microservice paradigm. We operate each application as an autonomous service. ActiveWorkflow orchestrates process flows along these micro-services with workflow specifications being defined by UMG-MeDIC data engineers. Based on a given workflow definition, ActiveWorkflow communicates with the other services through so-called agents. An agent implements the ActiveWorkflow REST API and works autonomously and asynchronously of ActiveWorkflow itself. ActiveWorkflow communicates with the agents using JSON document in the HTTP message body. A JSON message can hold any (text-based) payload. The message can hold any (text-based) payload. Figure 3 shows an overview of the service ecosystem used to implement our task automation framework.

Against the background of the volume of data to be handled daily we aimed to automate the workflows for managing all kind of incoming clinical care data and the subsequent curating and provision processes of research data. Metadata about this automated processing have to be captured, collected, and published to enable traceability and reproducibility of data transformation as well as the publication of detailed data provenance records. By using JSON-LD metadata templates, we capture relevant information and create linked data compatible with provenance information models. Our implementation

---

**Table 3** Overview of tools implemented to perform the tasks of the UMG-MeDIC

<table>
<thead>
<tr>
<th>Process Metadata</th>
<th>Software</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>JSON-LD</strong></td>
<td></td>
<td>A serialization technique for linked data (LD) objects using the JavaScript Object Notation (JSON) [21, 22]. This technique allows assigning unique identifiers using Internationalized Resource Identifiers (IRIs) for JSON objects and consequently to use these identifiers as references [23].</td>
</tr>
<tr>
<td><strong>Schema.org</strong></td>
<td></td>
<td>The collaborative and hierarchical vocabulary allows to create semantically standardized and linked metadata information [24]. It is serializable in different formats including JSON-LD. All elements from Schema.org are described in detail, allowing to define metadata understandable by humans and machines alike. Predefined types like Schema.org Dataset or DataDownload summarize relevant metadata elements that can be attached to data from the UMG-MeDIC [24].</td>
</tr>
<tr>
<td><strong>CouchDB</strong></td>
<td></td>
<td>Apache Cluster of unreliable commodity hardware Database (CouchDB) is a JSON based document database [25]. Data can be read, written, modified, or deleted using a Representational State Transfer Application Programming Interface (REST API). Built for large deployments, CouchDB allows to be quickly replicated to multiple servers while maintaining the ACID (atomic, consistent, isolated, durable) properties of the database. Solution to store JSON-LD process metadata documents.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process Flow</th>
<th>Software</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ActiveWorkflow</strong></td>
<td></td>
<td>A web-based automation engine to orchestrate and monitor workflows [26]. A web-GUI allows to define and run a workflow consisting of individual agents. Each agent is an autonomous software service that communicates with the workflow engine via a standardized REST API. Workflows can be executed event based or on a predefined schedule.</td>
</tr>
<tr>
<td><strong>Docker</strong></td>
<td></td>
<td>A runtime for software containers [27]. A software container is a lightweight and interoperable application bundle. These bundles include all requirements and can be run by the Docker engine, which manages networking, data storage and monitoring of run containers. Running containers with Docker is a lightweight, software-defined alternative to server virtualization. Runtime environment templates called Docker images enable fully reproducible process execution as well as encapsulation and preservation of the entire virtualized runtime environment.</td>
</tr>
<tr>
<td><strong>Celery</strong></td>
<td></td>
<td>Highly scalable distributed message queue for task scheduling [28]. It works message-based, brokering messages to worker nodes and collecting results into a backend. Used to asynchronously execute atomic data processing tasks.</td>
</tr>
<tr>
<td><strong>Data Storage CDSTAR</strong></td>
<td></td>
<td>Common Data Storage Architecture (CDSTAR) is a data storage abstraction layer [29]. It abstracts physical storage solutions and offers storing, reading and modifying data via a REST API. CDSTAR is organized into vaults, for which individual authorization can be set. A vault holds archives, uniquely identified by an archive ID. An archive contains individual files, identified in turn by internal ID or a filename. CDSTAR is used as a lightweight data lake solution.</td>
</tr>
</tbody>
</table>
uses containerization to allow platform-agnostic execution and reproduction of any data integration workflow. We employ data lake web services to persist copies of all incoming source and intermediate data artifacts. All components are autonomous and communicate through RESTful web service application programming interfaces (API), allowing to be operated in compliance with strong IT-security policies.

Metadata processing
We implemented a number of custom ActiveWorkflow agents to assist our data integration workflows. The Docker Agent allows executing generic Docker, and in our case, these Docker images are usually Extract Transform Load (ETL) jobs implemented in Python. The Annotation Agent collects process metadata and writes this data to our CouchDB process metadata store, which contains JSON-LD documents based on Schema.org metadata templates. These are two types of documents: metadata regarding datasets used as input or produced by ETL jobs, and metadata concerning the processes that manipulated a dataset. Figure 3 depicts all flows of metadata as green arrows.

The sequence of Docker Agent and Annotation Agent tasks in a workflow specification can be repeated as necessary until all logical steps of a desired ETL pipeline are completed. As a simple example, the "extract" part could be split from the "transform" and "load" parts of a pipeline to first store a persistent copy of the source data before applying further manipulation. A full example of data processing pipelines at UMG-MeDIC is described below.

Templates
We defined metadata templates in order to standardize capturing of relevant information during data integration workflows. Schema.org definitions for Dataset and DataDownload provide the basis for archives and files of our CDSTAR data lake, respectively [24]. Modeled after CDSTAR, a Dataset document has multiple parts (hasPart) of DataDownload documents. The inverse property isPartOf pointing from DataDownloads to a Dataset does also hold. Both metadata documents link to their CDSTAR counterparts. The data contained in the metadata documents consists of two parts: a redundant copy of the metadata provided by CDSTAR as well as manual descriptions written by the data engineer responsible for a data integration workflow. The manual descriptions are added through the workflow definition in ActiveWorkflow to every dataset processed.

Processes are modeled as CreateAction documents. These documents contain an object and a result reference element to indicate input and output data respectively. An instrument element references an implemented
data integration processing step represented as a SoftwareApplication. The SoftwareApplication object again references the source code repository in GitLab as “downloadUrl” to uniquely identify the code that ran. Moreover, supportingData refers to any configuration variables that may be supplied to the ETL process implementation influencing the code execution. Finally, each process metadata document contains an isPartOf reference to the workflow description. The workflow description is manually created as human-readable process documentation. We support this manual documentation step by exporting the workflow definition from Active-Workflow and enriching it with free-text descriptions.

Workflow monitoring and validation
We implemented a custom monitoring service and web-based user interface based on the collected process metadata. The monitoring service extracts process metadata documents from CouchDB and displays it in the interface from a workflow perspective. All processing steps that belong to a specific run of any defined workflow are displayed in sequential order. If any workflow run fails to reach its successful final state, a visual warning is displayed to the user. Figure 4 shows the ETL-Monitor running at the UMG MeDIC. To validate correct execution of each workflow run, a second status indicator is presented based on the actual data that was processed. During workflow execution, statistical parameters of the processed data are read and captured as part of the process metadata documents. At the end of each workflow run, a validation service checks whether the same statistical parameters can be re-calculated on the data loaded into the target system. Since data format, content, and expected transformations differ for each source or target system, custom validation functions are implemented per workflow. We start with a set of simple methods, like row counts, and develop more complex functions over time as needed. Validation results are again stored as part of the process metadata in CouchDB.

Example workflow
To better illustrate how the proposed data processing framework translates into practical application, we describe an exemplary workflow in more detail. Data

![Fig. 4 ETL-Monitor: Extract-Transform-Load-processes are displayed with their respective status (success, fail). Here, for example, the work flow of importing microbiology data is displayed. Clicking on a specific process provides detailed information. If the process failed, the last step that was successful is displayed. UMG-MedDIC University Medical Center Göttingen-Medical Data Integration Center, DWH Data Warehouse](image-url)
storage systems, the type of information to process, and the methods to achieve processing are subjective choices that fit our specific situation. The framework can also be applied with entirely different implementation choices.

The logic of the example workflow is as follows: laboratory results enriched with LOINC codes for all patients treated at the UMG are communicated to all hospital department systems in HL7 Version 2 standard "ORU" (HL7 Observation Result) messages, via a clinical communication server. The UMG-MeDIC is registered as a receiver of this message stream, which is the primary input for the workflow. A HL7 message contains identification data (IDAT) of the patient, like the patient id, the name and the date of birth. Additionally, the HL7 message includes the medical data (MDAT) such as lab values, LOINC codes etc. Information from these messages is to be extracted and pseudonymized in a process, where the IDAT is extracted, and a unique number is created by a special algorithm. The personal data, such as the name, is deleted and only the year is stored from the date of birth. This step replaces the IDAT with the pseudonym data (PDAT). The complete pseudonymization process takes place in a protected network segment called "patlan". After pseudonymization, the MDAT connected to the PDAT is ready to be transferred to the "medic" network segment. The information of the message is then transformed to a relational data model and stored in the central data warehouse system. From the relational database system the information is again extracted and transformed into an HL7 FHIR standard "Observation" resource (representing diagnostic and clinical data), and finally stored in a FHIR server. Resources in the FHIR Server can ultimately be used for cross-organizational querying of medical data for research purposes within MI-I projects. Figure 5 is a graphical representation of this data flow logic. Each processing and annotation step is implemented using the framework described above.

We employ two distinct data lake instances based on CDSTAR as persistent object storage for all data integration processes. It assigns each dataset a unique identifier, the ArchiveID. Any agent is able to use the combination of CDSTAR URL and ArchiveID to identify and download any dataset in our data lake. CDSTAR enables versioning of datasets. Each modification of any dataset will result in a new version. In Figs. 3 and 5, flow of data artifacts is shown as blue arrows. Two instances are used to split raw data containing patient identifying information and pseudonymized data into different network security zones as required by the UMG-MeDIC information security policy.

We use MariaDB as a curated relational data warehouse. The data warehouse contains pseudonymized and transformed medical datasets. Relational database schema and table definition are defined in consultation of the respective source data custodians. The schema aims to cover as much information as possible provided from the sources and enables integrated queries across data from all sources. In addition, all information present in the data warehouse contains an attribute ArchiveID. The ArchiveID refers back to a dataset in the data lake, indicating the origin of any data in the data warehouse.

The exemplary lab result workflow concludes with an ETL step that extracts information from the data warehouse, creates HL7 FHIR Observation resources, and stores these in a FHIR server. This step is an example of how integrated data at UMG-MeDIC may be curated for researcher access and offered in different formats, according to the specific requirements of the research project. Transformation to FHIR format can be replaced.

**Figure 5** Schematic representation of data flow between different storage systems. The example workflow shows transfer of laboratory result information through common stages of data processing and storage at UMG-MeDIC. The process starts with the HL7 file stream from the clinical systems, where the observation results are stored in a ORU message and the corresponding process metadata is collected. The information is pooled into a raw data lake. Subsequently the information is pseudonymized and transferred in a pseudonymized data lake. After preprocessing the information is stored in the data warehouse. In a final step FHIR resources based on the data are created and stored in a HL7 FHIR server. UMG-MeDIC University Medical Center Göttingen-Medical Data Integration Center, HL7 Health Level 7, ORU HL7 Observation Result, FHIR Fast Healthcare Interoperability Resources, DWH Data Warehouse.
with any given semantic data model, e.g. openEHR or custom CSV. These output formats vary and will be regularly extended by the data engineering team. The generic nature of our data processing framework supports frequent addition of new output data pipelines.

Example ETL-process

Figure 6 illustrates the exemplary ETL-workflow of microbiology data from the source system (MLAB) to the DWH in several steps. First, the MLAB files are copied from the mount-folder to a working directory (1), then the files are loaded into the patlan CDSTAR (2) and metadata concerning (2) is written to CouchDB (3a). The HL7 file is pseudonymized (3b) and subsequently parsed, and the information it contains is inserted into a series of tables in the DWH (4a) and respective metadata are written to CochDB (4b).

These inserts include the patient and case number information stored in the HL7 file, the particular laboratory tests requested and their findings, and the sample material. The latter refers, for instance, to the body region from which the material was taken, and enables the storage of information on multiple samples that may occur in the HL7 files. Furthermore, the result of each examination and a reference to the corresponding laboratory test are stored. Antibiograms pertaining to the possible resistance of bacteria to antibiotics are also stored in separate tables to support multiple antibiograms with various bacteria and different antibiotics. Finally, metadata is written to CouchDB regarding the DWH-upload (5).

Discussion

Implementation of the framework

The proposed data processing automation framework meets the requirements for data management tasks and contextual constraints of the UMG-MedDIC as defined above. We successfully implemented the framework and operate on real-world data from many source systems. Source data is persistently stored in data lake services and transferred into an integrated relational data warehouse. Information from the data warehouse is collected into different subsets, transformed and stored into target systems for research use cases such as the Medical Informatics-Initiative or the HiGHmed project. The components are divided into multiple network security zones as required by the UMG-MedDIC information security policy. Communication across network zones is allowed along well-defined unidirectional HTTP routes while still enabling full workflow control through a single Active-Workflow GUI for the data engineering team. Capability for data processing can be increased by horizontally scaling the Celery task queue to include more compute nodes if necessary. Monitoring of workflow progression and success is implemented based on automatically captured process metadata and enables quick status checks for data engineers in day-to-day operation of many automated workflows. Maintaining long-term integrity and availability of the handled data is a challenge for the operational processes and therefore outside the scope of the proposed framework. The choices to permanently store input and intermediate datasets in data lake services and tracking all process metadata are fundamental in enabling long-term preservation, routine integrity checks, and (public) availability of metadata.

Data flow and metadata annotation are implemented as independent yet interwoven subsystems of microservices. It is possible to extend or exchange one subsystem without having to discard the other. This means that the information model of metadata capture or the storage engine may be altered at any point in time to reflect consolidation of domain or global standards. The same applies for the data lake storage layer, which is open for addition of further services, i.e. scaling out to (on-site) object storage cluster if needed. Data processing steps are encapsulated within Docker images, which again allows for a high degree of flexibility as data engineers are not forced to implement the required functionality in a given programming language but may choose whatever tooling fits the use case best. The system is open to the

Fig. 6 Graphical representation of a standard ETL Workflow. ETL Extract-Transform-Load, CDSTAR Common Data Storage Architecture
integration of any legacy transformation processes, which may be packaged and run as a Docker container. Finally, the orchestration engine itself is interchangeable. The concept is in principle open to be orchestrated by any controlling mechanism that is able to subsequently call RESTful web-services and pass data from one to the next. We chose ActiveWorkflow as our orchestration engine over larger open source projects like Apache Airflow or Luigi mainly because of accessibility and the fact that the plugin system is REST API based and thus again independent of any specific programming language.

**Challenges and limitations**
The high degree of flexibility described above is a double-edged sword. If the system architecture is so generic in principle, the people developing, operating, and maintaining the system need to have a clear understanding of common goals and tools. A strict set of guidelines must be agreed upon and followed to avoid unnecessary creolization of implementation methods and expansion of complexity. In our case, we decided to consolidate all programming efforts on Python. Legacy ETL jobs designed and implemented with Talend Open Studio for Data Integration have been incorporated to avoid premature refactoring. The data processing workflows themselves follow a consolidated structure, reducing implementation and documentation effort within the data engineering team.

One drawback to the REST-based extensibility of ActiveWorkflow is that there are no advanced methods to secure its REST service endpoints. The ActiveWorkflow Remote Agent protocol does not yet support authentication mechanisms like HTTP Basic Authentication or Token based methods like OAuth. Our custom Remote Agents are implemented with an "API key" parameter that must be specified in the agent configuration in the ActiveWorkflow user interface. Since that parameter is transmitted in plain text as part of the HTTP message body, encrypted TLS communication should always be used between ActiveWorkflow controller and Remote Agent services. This circumstance is not problematic for our setup, as all instances of the services are operated in dedicated network zones shielded against external requests or attacks. Exposing a Remote Agent service to the public internet is not recommended at the moment. Due to our custom Docker Agent connecting to the host server's Docker engine, it must be well protected and workflow admins need to be aware of the security implications of executing arbitrary images.

**Lessons learned**
During implementation of the framework, a major lesson learned was to embrace actual programming languages when developing ETL jobs, in our case Python. The internal best practice had been Talend Open Studio for Data Integration, a fully graphical IDE that allows users to create and execute no-code (or at least low-code) ETL jobs. While this tool had been successfully used for data integration processes in various research projects, we quickly hit walls when scaling across multiple users, network security zones, and the multitude of pipelines required for the UMG-MeDIC. Source code and the software engineering tool-chain are mature with regard to accessibility, versioning, multi-user interaction, review and refactoring workflows, change management and documentation processes, and are common knowledge among employees and candidates from the software engineering domain. We have experienced a major increase of transparency and productivity of the data engineering team since selecting Python and its data science libraries as primary ETL development tools.

**Data warehouse architecture**
Considering data warehousing architecture patterns, Armbrust et al. propose a third generation architecture that completely removes a curated relational data warehouse and performs all operation directly on a data lake component [30]. We have explicitly decided to opt for a second generation architecture that combines data lake component for ingested datasets and intermediate artifacts but still emphasizes the curated warehouse as the core component for data integration and semantic enrichment. Where required by technical constraints of the use cases, datasets will be directly pulled from data lake components into analysis processes, e.g. where medical imaging artifacts contain the relevant information. In these use cases, we pull relevant metadata about the available raw data items into our data warehouse and enable stratified search for source data collections based on the integrated medical facts from all clinical department systems indexed at UMG-MeDIC. As a dedicated service unit of a large university hospital, we do simply not face the challenges of scale that lead to the development of a third generation architecture. Benefits of a tightly curated model and expertise about all content indexed at the data warehouse are far more important for our primary goal of guaranteed quality of the information provided to our research partners.

**Ongoing processes of further development**
We consider our current data processing automation framework and its implementation an ongoing work, because of changing requirements that arise from the ongoing development in the clinical routine. Requirements change over time, new functionality might become necessary with new data sources or data formats we encounter. The modular nature of the framework will
be key to constantly extend and refine components. One major area of expansion in the coming years will be metadata cataloging and governance. The current process of metadata capturing is merely the tip of the iceberg. Metadata about medical facts, as well as metadata about source system state, consent and access rights, schema, format, medical vocabulary and mapped ontology terms is already collected in certain places and retrieved by the systems. Here, however, an expansion of the information must already take place at the source system. The list can be almost indefinitely be continued. To document all these types of metadata and to link their semantic meaning back to the actual data items opens up a new load of functional requirements. The user base also extends beyond just the data engineering team and will include domain experts, data stewards, and project managers. While some of these metadata-related challenges are exclusive to medical data, a lot may be learned and repurposed from the existing and growing ecosystem of open source big data metadata management tools like the Egeria Project or Amundsen [31, 32].

Our process metadata schema will most definitely be adjust in the future as the field of data provenance research enters a consolidation phase [10]. Recent open source developments like the OpenLineage specification and its reference implementation, Marquez, do not yet provide harmonized methods for the full depth of process metadata we collect, but could become viable options down the line [33, 34]. Ultimately, process metadata should be publicly available for datasets that are used in published scientific works and the use of standards for provenance documentation will increase re-usability and value of the information [2]. The push for harmonized data provenance frameworks from the big data community outside academia implied by these recent developments might be an indicator that the idea of linked FAIR data objects reaches a stage where industry adoption increase maturity and usability of prototypes and tools from the scientific community [35, 36].

The current monitoring and validation mechanisms build into our framework fulfill the basic requirements but might see in-depth refactoring in later iterations. While both are generic and extendable in nature, adaptation of converging solutions from the open source community would be preferable in the end. The topics observability and metrics are gaining traction and fitting open specifications for information models and services are probably already emerging. Validation of data ingest, data in the warehouse, and data produced for specific research use cases is a necessity for a meaningful use of the UMG-MeDIC core services. Current validation only scratches the surface by proving correct behavior of internal data processing. Full content validation would require methods to compare information stored in the original clinical source systems with the information present in the data warehouse, as demonstrated by Denney et al. [37]. Data quality monitoring, development of domain specific data quality metrics and scores are other highly interesting topics that research from UMG-MeDIC will focus on in the future.

With the medical research data warehouse and the data processing framework fully established, focus for subsequent work shifts towards data publication and analysis. To fully comply with the FAIR guiding principles, the process for automatic registration of persistent identifiers and publication of metadata needs to be implemented. Automatic deployment of research data marts as proposed by Spengler et al. hold great potential to generate value for medical researchers with minimal barriers [38]. A comprehensive metadata management system as described above will enable on-the-fly data mart deployment as well as increasingly automatic deployment of ETL pipelines. Once data formats of input and output systems are modeled precisely in a metadata management system, generating code snippets or fully functional workflow definitions may again enable significant gains in efficiency for the data engineering team.

Conclusions

We analyzed the basic requirements for data processing at a medical research data service unit and proposed a generic architecture framework and prototype implementation that focuses on scalable automation of such tasks. Data extraction from many and heterogeneous sources, including structured and unstructured data, pseudonymization and harmonization, integration and aggregation can be orchestrated completely independent of data and metadata formats. Our implementation works with a custom database schema for initial data harmonization and incorporates Schema.org metadata information model to track data provenance. While highly powerful, extensible, and flexible by design, the prototype implementation is tailored towards operation in a secure internal network environment by privileged users and does not yet incorporate advanced measures to enforce information security in the wild. The framework itself—like any software available today—is not a silver bullet to make research data comply with the FAIR principles but provides much needed ability to process data in a fully automated, traceable, and reproducible manner. If applied comprehensively, the complexity of research data annotation can be largely transferred from the individual researcher into infrastructure. Quality and speed of the data acquisition process that drives scientific insight can be increased.
All presented software components are freely available on the Internet.
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Abstract. Metadata are often the first access to data repositories for researchers within secondary use. Through automatic metadata generation and metadata harvesting the amount of data about data has been growing ever since. In order to make data not only FAIR but also reliable, the aspect of metadata quality has to be considered. But as earlier assessments of metadata of different repositories showed, metadata quality still lacks behind its capability. Providing an extensive literature review the authors conclude nine measures to assess metadata in relation to clinical care repositories, such as Medical Data Integration Centers (MeDICs). Proceeding from these measures the authors propose an addition of the FAIR Guiding Principles by adding a fifth block for Reliability including three principles, that resulted from the measures presented. The results form the basis for the future work of an assessment of metadata, that is stored in a MeDIC.

Keywords. FAIR, metadata, data quality, reliable data

1. Introduction

Since the FAIR Principles were introduced in 2016 [1] the commitment to make data FAIR has increased in different scientific fields [2]. The FAIR principle advise data stewardship and make data Findable, Accessible, Interoperable and Reusable (FAIR), making it particularly applicable in the health area. Since the introduction of the Principles, several initiatives and work groups have formed in order to apply the FAIR Principles in the medical research area. This is necessary because medical data would not be reused for research, although it already exists but is not accessible or findable [3]. However, the FAIR Principles include not only data but also corresponding metadata. Considering the vastly growing collection of data in the field of clinical care, and the establishment of so-called Medical Data Integration Center (MeDIC) at different university hospitals in Germany, the data should not only be findable, accessible, interoperable, and reusable, but also reliable. Only reliable data can form the scientific base of data analysis and provide a potential to validate the results originating from these analysis.

It means in effect that the quality of the data has to be captured and assessed on a scientific premise. The stored data also has to be protected from unplanned changes,

1 Corresponding Author: Caroline Bönisch, caroline.boenisch@med.uni-goettingen.de.
being they organizational, structural or content-related. If the data has to be changed, all adjustments must be transparent and stored along the data, comparable to audit trails for electronic medical records [4].

Metadata as accompanying information to the specific data inherit major aspects in providing reliability. In some repositories, data can only be accessed via their metadata and this information is a starting point in secondary use to give researchers a first impression of the data. By adding further details about the quality of the data and metadata being of good quality themselves, the reliability of the information is secured [5].

Metadata consist of intrinsic metadata, for example version number, title, authors, date of creation, and provenance metadata, meaning information about access rights concerning the data or organization hosting the data [6]. Previous literature shows that the quality of data is not fully available within metadata of clinical data [7]. While Ochoa et al. [8] show an overview of different metrics for metadata quality in repositories, they also provide insights of the difference between manual quality evaluation and simple statistical quality measurements and conclude that the quality of metadata should be measured automatically. However, the metrics are short of in the field of multimedia metadata [8].

2. Methods

In the first step, a literature search was executed in order to review already existing evaluation schemes and methods for (meta)data quality.

2.1. Literature Search

Embase via Ovid and PubMed were searched using appropriate search steps and keywords. Table 1 shows the search steps exemplary for the PubMed database.

<table>
<thead>
<tr>
<th>Number</th>
<th>Search Step</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>&quot;data accuracy&quot;[MeSH Terms]</td>
<td>3,786</td>
</tr>
<tr>
<td>#2</td>
<td>&quot;metadata&quot;[MeSH Terms]</td>
<td>507</td>
</tr>
<tr>
<td>#3</td>
<td>&quot;data curation&quot;[MeSH Terms]</td>
<td>816</td>
</tr>
<tr>
<td>#4</td>
<td>&quot;quality improvement&quot;[MeSH Terms]</td>
<td>32,640</td>
</tr>
<tr>
<td>#5</td>
<td>#1 OR #2 OR #3 OR #4</td>
<td>37,478</td>
</tr>
<tr>
<td>#6</td>
<td>(&quot;quality&quot;[Title/Abstract] OR &quot;reliable&quot;[Title/Abstract]) AND &quot;metadata&quot;[All Fields]</td>
<td>990</td>
</tr>
<tr>
<td>#7</td>
<td>#5 AND #6</td>
<td>136</td>
</tr>
</tbody>
</table>

The search process followed a deductive top-down approach, initially using very abstract search terms, which were then further refined. The PRISMA statement ("Preferred Reporting Items for Systematic Reviews and Meta-Analyses") [9] was used as a conceptual guide of the literature review and the foci of the literature search results were analyzed regarding the following criteria:

- data collected and stored within the clinical environment
- methods or evaluation schemes for estimating data quality
- analysis of (meta)data quality factors
earlier approaches to make data reliable in other disciplines

Based on the criteria and including the results of the literature search (331 results), title/abstract screening was performed first. The screening resulted in the exclusion of 279 articles and the remainder of 52 articles were then studied completely and finally three were omitted within the full-text review. The publications included were reviewed with a focus on the research criteria of this paper.

2.2. Summarizing Metadata Quality Factors

The results of the literature review revealed different approaches to assess metadata or data quality. As Stausberg et al. [7] stated, the FAIR Principles lack the dimension of quality in (meta)data, therefore the authors additionally examined quality factors for data and adopted them, where possible, to the metadata domain, to provide a complete collection of metadata quality factors for assessment.

Inferred from the metadata quality factors found [10] and presented, the FAIR Principles are then extended with a block for reliable data (RL) and outlined with three principles for this block.

3. Results

Based on the results of the literature review and the related work found, the authors propose the quality measures listed in Table 2. The measures are consolidated from various research manuscripts in different scientific fields and selected concerning the requirements of the data complexity within clinical care.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness</td>
<td>All mandatory data fields are filled with information</td>
</tr>
<tr>
<td>Consistency</td>
<td>Metadata should be conform to existing standards and formats</td>
</tr>
<tr>
<td>Correctness</td>
<td>The information describes the metadata in an accurate and distinct way</td>
</tr>
<tr>
<td>Correspondence</td>
<td>Metadata that is linked or inter-dependent represents the same information through every instance</td>
</tr>
<tr>
<td>Relevance</td>
<td>The metadata corresponds to the requirement/expectations of the user</td>
</tr>
<tr>
<td>Semantic Specificity</td>
<td>Average specificity of a semantic concept in metadata information</td>
</tr>
<tr>
<td>Timeliness</td>
<td>Currency of the metadata information describing a resource information</td>
</tr>
<tr>
<td>Accessibility</td>
<td>The information of the metadata must be physically available and understandable either by human or machine</td>
</tr>
<tr>
<td>Reproducibility</td>
<td>Metadata quality scores should be reproducible and not lack clarity in terminology</td>
</tr>
</tbody>
</table>

In conclusion, the authors propose an extension of the FAIR Principles by adding the Principle of Reliability. Figure 1 depicts the three principles, which are added for (meta)data to be Reliable.
Using these proposed measures the respective metadata quality can then be calculated. The results of the calculations can subsequently be grouped using the categories **Reliable**, **Reliable with restriction** and **Not reliable**, to provide a straightforward classification of outcomes of a future automatic quality assessment.

### 4. Discussion

As seen by the literature review, the topic of metadata quality and transferability of qualitative metadata being a key component to reliable data, lacks further research. A highly accepted definition of metadata quality is still somewhat missing as of today, due to the fact that there exists some data quality metrics definition in several scientific areas like bibliography, but little literature results [7], [11] for metadata quality in clinical research could be obtained. Therefore, the literature search had to be extended, to access metrics within data quality, in hopes to apply them to metadata.

Most research regarding metadata, expressed metadata regarding completeness of the data as important quality factor. Nevertheless, it is not the only important quality factor, although maybe the easiest to be measured. Other factors like relevance, consistency and timeliness are also target components of qualitative metadata.

The metadata is on the one hand machine-generated, like date or version, but on the other hand humanly entered via different clinical professionals. Additionally, reusing human-generated data without questioning, when the creator is an expert in the field of research but not an expert in metadata creation, results in discrepancy, as stated by Masor [3].

It should be emphasized that, research of the value and quality of metadata still lags behind the metadata’s possibilities. Masor showed that metadata are not being used to their full potential [3]. This is particularly concerning because they are often the first entry point for researchers who want to reuse data from a repository, such as Medical Data Integration Centers (MeDICs).

As of today, metadata quality assurance is still seen as more of a casualty, and research on this topic is limited. However, as repositories grow, quality issues in metadata gain more visibility and influence the usage of repositories of clinical data.

### 5. Conclusion

The present article aims to provide an overlook of the existing literature of metadata and data quality concerning clinical care repositories and data integration centers. As the
literature on this topic is sparse, further scientific areas were included in order to obtain a complete overview of quality factors of metadata, which are crucial for reliable data. The quality measures include Completeness, Consistency, Correctness, Correspondence, Relevance, Semantic Specificity, Timeliness, Accessibility, and Reproducibility. Results of these measures can then be classified in reliable, reliable with restriction and not reliable categories, to aid researcher in judging metadata quality.

Based on this aggregation of factors the authors propose an extension of the FAIR Guiding Principles by adding the block of Reliability with additional principles in correspondence to the identified factors.

In accordance with this research, future work will include the automation of the metadata quality assessment. This assessment should then be performed on the clinical data collected within the MeDIC of the University Medical Center Göttingen (UMG) and give an overview on the metadata quality of this data collection.
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