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1 Introduction

Graphene and other 2D materials, such as transition-metal dichalcogenides (TMDs), have
attracted substantial research interest across diverse domains due to their extraordinary me-
chanical, thermal, and electrical attributes. These materials have sparked significant advance-
ments in fields ranging from electronics to biomedicine. Noteworthy applications encompass
biosensors for biomolecules and pollutants [1–4], spintronic devices [5], and water purification
systems [6] and many possible future application for energy storage and conversion [7].
To manipulate the electrical, magnetic, structural, or optical characteristics of 2D materials,
external atoms can be introduced into their crystalline structure [8–10]. A variety of methods
can achieve this, including adjusting the growth process or diffusing atoms into the material
[11, 12]. One widely adopted technique in the semiconductor sector is ion implantation. This
procedure allows precise incorporation of foreign atoms into materials without altering growth
processes or relying on chemical reactions or diffusion. Consequently, it guarantees highly
specific atomic integration. Nevertheless, conventional ion implantation methods (>1 keV) are
inadequate for doping 2D materials, since this necessitates achieving a maximum penetration
depth of only a few nanometers. These shallow penetration depths can only be accomplished
using extremely low ion energies, ensuring that the implantation energy remains within the
range of several 10 eV [13]. At higher energies, the ions pass through the 2D material, resulting
in some defect formation without being incorporated into and landing in the substrate. The
idea of using a material layer, a so-called capping layer [14], through which the higher-energy
ions would pass and thereby come to a stop in the 2D material, would also not work, as many
recoils from the capping layer would also be incorporated into the 2D material (cf. ch. 8.1.4
and 8.2.3).
As generating an ion beam with such low energy and maintaining reasonable implantation
currents (>10 nA on the sample) poses considerable challenges, Ultra-low Energy (ULE) ion
implantation can be achieved by decelerating keV ions in proximity to the target. One of the
most prominent strategies of deceleration is applying an electric potential to the sample. Unlike
deceleration methods using a protective layer [14], this approach prevents recoiled atoms from
entering the sample, thereby ensuring exclusive implantation of the desired atomic species and
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Figure 1.1: Number of samples implanted with ADONIS over the years. Since 2008, a total of 1190
samples have been implanted, 655 of which were 2D materials (graphene, TMDs or
hBN).

preventing contamination. The efficacy of laterally uniform Ultra-low Energy ion implantation
in tuning the properties and structural integrity of graphene and TMDs has already been
successfully demonstrated [15–21].
To show the progression of implantation in 2D materials, the number of samples implanted
with ADONIS in Göttingen is shown in Figure 1.1. Of the 1190 implantations performed
since 2008, 655 were in 2D materials. Since ADONIS is currently the only device that can
successfully direct implant into 2D materials due to the extremely low energy of the ions, this
number also corresponds to the total number of samples fabricated worldwide up to this point.
Within the framework of this thesis, ion implantation, especially into graphene, has been
further investigated, building upon the topic of several prior dissertations [22, 23].
The thesis is structured as follows: after this introduction, the material system graphene and
its properties are briefly introduced (ch. 2). Subsequently, the theory of ion-solid interactions
is discussed (ch. 3), which provides the theoretical description of ion implantation processes.
A short chapter addresses the question of displacement energy of carbon in graphene, as this
is an important parameter for selecting the ion energy for implantation when it comes to

2



CHAPTER 1. INTRODUCTION

damaging graphene or introducing foreign atoms substitutionally (ch. 4). In Chapter 5, the
methods and programs used for the analysis and characterization of the samples are briefly
presented.
The main part of the work is divided into three aspects: one technical, one computational
and one experimental. First, the technical innovations on the accelerator used for better
implantation and providing new ion beam elements are discussed (ch. 6). This section par-
ticularly focuses on the newly developed ion source, which was created within the scope of
this work. Additionally, a brief reference is made to the further development and testing of
the new ULE deceleration unit used for laterally non-uniform implantation profiles, originally
developed by Manuel Auge [22]. This chapter refers to publications on the ion source [24] and
the deceleration unit [25].
Another part reports on the simulations and experimental verification of the new IMINTDYN
program [26]. This code, developed by Hans Hofsäss, represents an advancement of the
SDTrimSP code [27], and provides more accurate simulations of the ULE ion implantations (ch.
7). In this context, the vacancy was added as a target atom, allowing the simulation to more
accurately calculate defects and crystal structures of 2D materials. Within this framework,
test implantations and simulations (ch. 8) were conducted. In these chapters, reference is
made to the publication on IMINTDYN [26].
The third aspect is the experimental modification of graphene using ULE ion implantation
(ch. 9). Here, the implantations carried out during the course of the work and their results
are presented. The publications [20, 21, 28, 29] are briefly summarized in this chapter, with
a particular focus on the work conducted in Göttingen as part of these studies. Furthermore,
unpublished experiments to create a p-n junction in graphene using ULE ion implantation is
described.
The final part include the Conclusion and Outlook, suggesting possible future research direc-
tions based on the insights gained in this work.
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2 Graphene

Graphene, although previously postulated to be thermodynamically unstable [30] was the first
2D material to be synthesized [31]. In the following chapter, the basic properties such as the
crystal structure, the electronic properties of the bandstructure, known ways to fabricate and
methods to dope graphene layers are presented.

2.1 Crystal structure

Graphene consists of a single atomic layer of carbon atoms, which are arranged in an sp2

hybridization in a hexagonal honeycomb structure. The atoms have a bond angle of 120◦. In
Figure 2.1a, the graphene lattice is shown schematically with the corresponding lattice vectors
and atom spacings.
The unit cell consists of 2 atoms with the lattice vectors

a⃗1 =
a
2

(
3√
3

)
, (2.1)

a⃗2 =
a
2

(
3

−
√

3

)
(2.2)

with nearest neighbor distance a = 1.42 Å and the corresponding reciprocal lattice vectors of
the bravais lattice

b⃗1 =
2π

3a

(
3√
3

)
, (2.3)

b⃗2 =
2π

3a

(
3

−
√

3

)
. (2.4)

The lattice constant corresponds to a0 = 2.46 Å [32]. The two atoms form two triangular
sublattices as shown in Fig. 2.1a. If one looks at two layer graphene, multilayer graphene or
graphite, it can be seen that the distance between the carbon layers is 3.34 Å [32].
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CHAPTER 2. GRAPHENE

Since the atoms are not uniformly distributed in the volume here, but instead form a thin
atomic layer on top, and subsequently, the space to the next layer is empty, one can envision
a graphene layer as a 1.11 Å thick carbon layer followed by 2.23 Å of empty space. This
structure was assumed in the ion implantation simulations and will be explained in more detail
in Chapter 8.1.1.

2.2 Electronic structure

The band structure can be calculated with the help of the tight-binding model and gives the
following energy dispersion [30, 33]:

E(kx, ky) = ±t

√√√√(1 + 4 cos

(√
3kxa0

2

)
+ cos

(
kya0

2

)
+ 4 cos2

(
kya0

2

)
(2.5)

with the wave vectors kx, y in x- and y-direction, a0 the lattice constant and t the nearest-
neighbor hopping energy needed for the electron motion. From the formula it is evident that
the valence band (minus sign) has the same shape as the conduction band (plus sign). In
addition, it is clear that both bands do not overlap, but touch in the so-called Dirac point
and no band gap is available. In the case of free-standing graphene, the position of the Dirac-
point energetically corresponds to the Fermi-energy of EF =4.48 eV [34]. In Fig. 2.1b the
band structure of graphene is plotted. The conical shape of the bands, which touch at the
Dirac point, is clearly visible.
Because of the linear dispersion relation, the behavior of electrons in graphene is similar to
that of massless particles, leading to improved mobility. Another consequence of this linear
dispersion relation becomes apparent when examining electron states below EF and hole states
above EF. Neither electrons nor holes can be precisely characterized using distinct Schrödinger
equations; rather, they present themselves as quasi-particles, depicted by the Dirac equation
[22, 35, 36].

2.3 Synthesis

There are various methods available for the production of graphene. Among these is exfo-
liation, where a single layer of graphene is removed using scotch tape and was also used to
produce graphene for the first time [31]. Chemical vapor deposition (CVD) which is used to
deposit a single layer of carbon on a substrate [37–39], and the epitaxial growth of a graphene
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(a) (b)

Figure 2.1: (a) Honeycomb lattice and its Brillouin zone. Left: lattice structure of graphene, made
out of two interpenetrating triangular lattices (a1 and a2 are the lattice unit vectors,
and δi, i = 1, 2, 3 are the nearest-neighbor vectors). Right: corresponding Brillouin zone.
The Dirac cones are located at the K and K′ points. Reprinted figure with permission
from [33] Copyright 2009 by the American Physical Society.(b) Electronic dispersion in
the honeycomb lattice. Reprinted figure with permission from [33] Copyright 2009 by
the American Physical Society.

layer on SiC [40]. The methods are briefly explained below. The graphene layers used in this
work were produced using CVD and then partially transferred onto other substrates, such as
SiO2, using PMMA. Various transfer methods are described in more detail in [41]. The disad-
vantage associated with methods entailing graphene transfer lies in the surface contamination
attributed to the application of PMMA or other essential transfer chemicals. Conversely, direct
approaches involving in-situ growth of graphene on the intended substrate prove to be more
favorable.

2.3.1 Exfoliation

For mechanical exfoliation, one starts with a highly oriented pyrolytic graphite (HOPG) crystal.
The goal is to remove only a single layer of graphene from the HOPG crystal. In this process,
the weak van der Waals forces between the individual layers need to be overcome. The strength
of these forces is about 300 nN/µm [42] and can be overcome using a simple adhesive tape
[40]. Through multiple iterations, the initially tape-covered graphite layers can be further
thinned until only one layer remains. Subsequently, the tape is dissolved using acetone and
the remaining flakes are collected and transferred onto a wafer. To remove residuals from the
tape and to clean the graphene, further steps can be taken subsequently. Often, annealing in
a reducing atmosphere or under vacuum at higher temperatures is applied [40, 43, 44].

7
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2.3.2 Chemical vapor deposition

The Chemical Vapor Deposition (CVD) method is utilized to create thin films or coatings on
various substrates. This technique involves introducing a solid material onto a substrate by
promoting chemical reactions within the vapor phase. For graphene, the process relies on the
decomposition of hydrocarbons such as methane (CH4) at high temperatures [39]. To facilitate
the decomposition, metal substrates like Ni, Cu, or Pt can be used as catalysts [38, 45, 46],
on which the graphene forms as a protective layer. After the coating, the graphene can either
be transferred to another substrate, which involves subsequent cleaning steps, or used directly
on the metal substrate.

2.3.3 Epitaxial growth

Another promising method for producing large-scale graphene involves epitaxial growth on a
silicon carbide (SiC) substrate. This growth process is based on the sublimation of Si from
the topmost layer of the SiC substrate. The required temperature range for this growth falls
between approximately 1100◦C and 1800◦C [47]. Within this span, substantial sublimation of
silicon from the SiC substrate component occurs, resulting in the formation of a carbon-rich
surface layer. The growth is facilitated by the high surface diffusion of atoms at these elevated
temperatures [22].

2.4 Doping of graphene

In order to further tune the properties of graphene, in particular the electrical properties such
as the creation of a band gap or the creation of n- or p-doped regions, foreign atoms can be
incorporated into the graphene lattice or interaction effects with the substrate can be used.
This is particularly important because a band gap must first be opened in the graphene before
it can be used as a semiconductor. Although this can be accomplished by simply damaging
the lattice, many applications require a specific level of the band gap. This work is largely
concerned with the possibility of doping graphene using ion implantation, as this is one of
the most widely used techniques for other semiconductors. It has already been shown that
ULE ion implantation is possible [16, 17, 48]. By means of scanning tunneling microscopy
measurements, the incorporation of foreign atoms into the graphene lattice could be detected
[17] and the change of the Dirac cone could be confirmed by ARPES [49]. However, since
ultra-low energies are required for the implantation of 2D materials and this technique is not
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widely used, other possibilities for doping graphene have already been developed, which will
be briefly presented in the following.

2.4.1 Substrate and adsorption effects

To alter the electrical properties of graphene, it is not strictly necessary to incorporate foreign
atoms into the lattice. It is sufficient that the interaction between graphene and the substrate
on which it is positioned leads to a shift in the Fermi level, thus achieving n- or p-doping.
Similarly, parts of a graphene layer can be coated with different metal atoms. For instance,
applying gold can result in p-doping, as electrons transition from the graphene to the gold [50].
Achieving n-doping can involve the application of alkali atoms like potassium (K). Another
option is the combination of freestanding graphene and supported graphene. In this case,
the regions of the graphene that lie on the substrate induce doping, while the freestanding
portion can be either p-doped or n-doped through an external electric field, thus enabling the
realization of devices [50, 51]. Additionally, molecules can also be deposited onto graphene,
aside from metal atoms. These molecules can also induce doping of the graphene through
surface charge transfer, without damaging the graphene lattice [52].

2.4.2 Substitution of carbon atoms

Another approach to doping graphene involves the substitution of individual carbon atoms in
the lattice with foreign atoms. In this regard, elements such as B and N are particularly viable
options, given their possession of one electron less or more in the outer shell. Consequently,
their incorporation into the lattice leads to p-type or n-type doping. However, it is important
to bear in mind that the introduction of foreign atoms creates scattering centers for electrons,
thereby significantly diminishing electron mobility and consequently, conductivity.
There are two avenues for introducing foreign atoms. Firstly, during the fabrication of the
graphene layer, or alternatively, subsequently through additional treatments of the graphene,
such as ULE ion implantation [17, 18], which was developed in Göttingen and will be used
in this work, or post-annealing and the diffusion of atoms from the substrate, along with
subsequent reactions under plasma treatments [53, 54]. Throughout the growth process,
additional precursor molecules can also be employed within the CVD process, leading to the
integration of foreign atoms [55–57]. Additionally, foreign atoms can be embedded into the
substrate, diffusing from the substrate into the growing graphene layer during the CVD process
and becoming incorporated therein [58].
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3 Ion beam - solid interaction

When an ion beam is directed into matter, various interactions can occur, and these interac-
tions strongly depend on the energy of the ions. Generally, most ions penetrate the material,
with a few exceptions that scatter and are reflected by the surface atoms and create collision
cascades with different target atoms along their path [59, 60]. This is due to the scattering
of ions by the positively charged atomic nuclei. As a result of the collision cascade, damage
occurs to the material’s crystalline structure, as target atoms are knocked out of their lattice
positions. These generated recoils can, in turn, scatter off of atoms within the material and
create new recoils. This cascade leads to the ejection of some atoms from the material, allow-
ing the target to be ablated or sputtered. This effect can be utilized for surface cleaning and
for analytical methods such as secondary ion mass spectrometry [61]. The efficiency of the
sputtering process depends on the mass of the ions, target atoms, ion energy, and the angle
at which ions hit the surface [62–64].
Other effects that can occur are employed in various analysis methods, such as Nuclear Re-
action Analysis (NRA, see 5.2.3) [65, 66] or Rutherford Backscattering (RBS, see 5.2.2) [67].
Another interaction occurs between the ions and the electrons of the target atoms. This can
lead to excitations and ionizations, which are exploited, for instance, in Particle-Induced X-ray
Emission (PIXE, see 5.2.1) [68]. At high energies and with heavy ions, a phenomenon known
as a thermal spike can occur, where a substantial amount of energy is rapidly deposited into
the electronic system, causing the region around the ion track to heat up significantly [69].
This can result in local phase transformations.
The crucial process in this work is the general form of ion energy loss as ions traverse through
matter, as it significantly influences the penetration depth and depth distribution of ions.
Thus, it represents an essential parameter for ion implantation.
The energy loss of ions is an important quantity in the interaction between ions and matter.
It indicates how much energy the particles lose when passing through matter. A distinction is
made between nuclear energy loss, due to interaction and scattering with target nuclei, and
electronic energy loss, due to interaction with electrons [59]. Here, the nuclear energy loss
can be understood as binary collisions with atomic nuclei within the material, and electronic
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energy loss as the scattering and collisions with electrons from the atomic shells in the material.
The electronic energy loss contributes a continuous energy loss, whereas in nuclear collisions,
a certain amount of energy is transferred to the target atom per collision. The continuous
deceleration of the ions allows depth information to be obtained, which, with the help of
RBS or NRA allows measurement of the depth spectrum of the elements in the sample. The
stopping power S(E0) = dE/dx|E0 is the energy loss per path length of the ion. Additionally,
the average penetration depth of ions can be determined through the analysis of energy loss.
This allows for the calculation of penetration depths in ion implantation processes [59].
In Fig. 3.1a, the energy loss of carbon atoms in carbon, calculated by SRIM [70], is plotted.
For calculating the electronic loss, SRIM uses fits to experimental data of H und He stopping
and power laws to extrapolate the electronic stopping for all other elements. It is clearly
evident that as the energy increases, the total loss decreases and the electronic energy loss
predominates. At lower energies, the nuclear energy loss is dominant. Since the electronic
energy loss dominates at high ion velocities, a distinction must be made between low and high
energies. To differentiate whether a particle has high or low energy in this context, its velocity
is compared to the velocity of electrons in the atomic shell, the Bohr, 1/137 c, or Fermi, 1/200 c,
velocity [71] with c the speed of light, respectively.
At very high energies, ions can lose their energy due to radiation losses. Examples of this are,
on the one hand, Bremsstrahlung and, on the other hand, Cerenkov radiation when a particle
passes through matter at superluminal velocity. Since these phenomena occur in energy ranges
that are irrelevant to this dissertation, they will not be discussed further.
The handling of the binary collision approximation (BCA), which is important for simulation
programs, is explained in more detail in Chapter 7.1, where the underlying assumptions are
also discussed.

3.1 Nuclear energy loss

The nuclear stopping power results from elastic collisions with atomic nuclei of the sample.
In the following, the physical principles of the impact processes of atoms are explained and
important parameters, such as the scattering angle and the impact parameter are described.
When a beam of charged particles hits matter, these particles are scattered by the atomic
nuclei present. The resulting scattering angle Θ is the angle between the asymptotes of the
hyperbola, which describes the trajectory of the scattered particle. This phenomenon arises
because particles experience deflection caused by the Coulomb interaction, which follows an
inverse square relationship with the distance between the charges. [72]. Another important
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Figure 3.1: (a) Stopping power of C ions in a C target as a function of ion energy. The nuclear
energy loss dominates at lower energies, while the electronic loss dominates at higher
energies. Calculated using SRIM [70]. (b) Schematic representation of the collision
between an ion and a target atom (after [72]).

parameter is the collision parameter b, which describes the distance of the nucleus from the
trajectory of the particle, if it would not have been scattered. The impact parameter can be
derived with the help of energy and momentum conservation and is given by [72]

b =
Z1Z2e2 cot(Θ/2)

4πϵ0M1v2
0

. (3.1)

Here Z1 is the nuclear charge number of the incoming particle, Z2 is the nuclear charge
number of the nucleus at rest, M1, v1 are the mass and velocity of the incoming particle, θ is
the scattering angle, e is the elementary charge, and ϵ0 is the electric field constant.
The scattering angle Θ can be calculated using a screened Coulomb potential V(r) as the
interatomic potential. User A shielded potential is especially important when using ultra-low
energies, since the ions do not get so close to the nucleus that they are not necessarily scattered
within the K-shell of the target atom. As a potential between atomic nuclei, there are several
approaches, such as the Bohr potential [70] or the in this thesis used Kr-C potential [73],
which differ slightly in their parameters. Θ can be calculated by [74]

Θ = π − 2
∫ ∞

rmin

bdr

r2
√

1 − V(r)
Ec

− b2

r2

, (3.2)

with r being the distance between the ion and the target atom and Ec = E0M2/(M1+M2),
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where E0 is the initial energy. The energy transferred during the collision, denoted as T, can
be calculated in the case of elastic collision using energy and momentum conservation as [70]

T =
4E0M1M2

(M1 + M2)2 sin2
(

Θ
2

)
. (3.3)

The distance of closest approach d can be calculated using [72]

d =
Z1Z2e2

4πϵ0E0
, (3.4)

where E0 represents the energy of the projectile. The electrons of the target atom can be
neglected since the incoming particle must get within the K-shell radius to be backscattered
[72]. In Figure 3.1b the collision of two particles is shown graphically.
For the nuclear energy loss, it follows using T and n as the atomic density of the material

−dE
dx

∣∣∣∣
nuc

=
8πnM1M2E
(M1 + M2)2

∫ bmax

0
sin2

(
Θ
2

)
bdb. (3.5)

The ions used for implantation in this study have energies in the range of a few tens of eV.
Consequently, the nuclear energy loss is the dominant stopping process for the particles, and
only a small portion of the energy is transferred to the electronic system.

3.2 Electronic energy loss

The electronic energy loss results from elastic and inelastic collisions of the ion with the
electrons of the sample atoms. These collisions result in ionization and excitations of the target
electrons. It is the dominant process at high energies and low ion masses [70]. Furthermore,
it is responsible for the continuous slowing down of the ions [70]. The stopping power differs
at high and low energies of the ion.

High Energy The electronic energy loss can be calculated at high energies using the Bethe-
Bloch formula [75]. For relativistic considerations this is

−dE
dx

∣∣∣∣
El

=
NZ2Z2

1e4

4πϵ2
0mel β2c2

·
[

ln
(

2mel β
2c2γ2

I

)
− β2

]
. (3.6)
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Here, N describes the electron density of the material and I the average excitation potential
of the material. This can be approximated by I = (10 eV) · Z2 [70].

Low Energy At low energies the Bethe formula is no longer valid and the effective charge
of the ion must be considered. This results from the change of the charge state of the ion
due to collisions with shell electrons. In this context, electrons can be absorbed by the ion and
subsequently emitted once more. The average charge of an ion in matter with respect to its
velocity can be expressed by [70]

Ze f f
1 ∼ Z1 ·

(
1 − exp

(
− v

vBohr
Z−2/3

1

))
(3.7)

with the Bohr velocity vBohr. In this low-energy regime, the energy loss is proportional to
√

E
[76].
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4 Displacement energy of C in
Graphene

An important point for the choice of the implantation energy is the so-called displacement
energy. This describes the energy which has to be transferred to an atom in order to be
released from its lattice site, so that a vacancy remains. In ion implantation this energy is
transferred by the collision with target atoms. In the following chapter we will focus on the
displacement energy of carbon in graphene. In particular, the current state of publications with
density function theory molecular dynamic (DFT-MD) simulations and experiments with TEM
studies will be discussed. One reason for the more detailed treatment is the published value
of 22 eV [77], which stands out in its magnitude when compared to the sublimation energy of
carbon of 7.431 eV [78].

4.1 C-C bonds

A simple consideration of displacement energy can be made using the C-C bond. To remove
a carbon atom from the lattice, 3 C-C bonds have to be broken. The binding energy of the
sp2 C-C bond is 348 kJ/mol = 3.607 eV/bond [79]. With 3 bonds, this would correspond to a
displacement energy of 10.821 eV. By the impact of a charged ion, the electron deficit already
provides a perturbation in the system, which can further decrease the displacement energy.
Thus, more damage is generated in graphene when higher charge states of ions are used [80].

4.2 DFT-MD simulations

The displacement energy value has been calculated in different studies using MD and DFT
simulations [13, 77, 81–85]. The energies determined here range from about 23 eV [86] down
to 12 eV [84] for slightly different graphene configurations, with 22 eV[77, 85] being the most
quoted value for pristine graphene. Both electron irradiations [77] and ion irradiations [85]
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were investigated. For the Ion irradiation simulation, molecular dynamic simulations (MD)
were combined with an analytical potential (AP). The Ziegler-Biersack-Litmark (ZBL) [70]
was used as the repulsive potential. The charge of the ion was ignored. To verify these results,
additional DFT-MD simulations were performed, yielding the same results (22.2±0.2 eV vs.
22.05 eV). Own MD simulations, performed with LAMMPS [87] using the tersoff/zbl potential,
showed that the ions must have an energy of at least 23 eV to exchange a carbon. Since the
direct collision of two carbon atoms was simulated, this also corresponds to the displacement
energy. In this potential, however, no charges of the particles are considered, but only bond
lengths between the atoms. This leads to the fact that the arriving ion immediately forms
a bond in sp3 or sp2 configuration, depending on the distance, and therefore the energy of
the incoming ions is eventually distributed to more than one target atom, which makes this
potential unsuitable for the considered case.

4.3 TEM Measurements

For the measurement of displacement energy TEM investigations can be considered. Here
graphene samples are bombarded with electrons and the damage versus the electron energy is
observed. The electrons transfer their energy to carbon atoms and can dislocate them from
the lattice. In order to calculate the maximum amount of energy that can be transferred
to an atom, the scattering process must be considered. Since electrons are negative charges
and atomic nuclei are positive charges, this can be treated as a typical Kepler problem. One
factor that complicates scattering kinematics is the Bremsstrahlung, which cannot be neglected
because of the light electron mass, so it is a strongly inelastic scattering. In addition, relativistic
calculations must be made for these electron energies. In the following two situations are
considered separately. First, the trapping of the electron and second, the backscattering of
the electron. In addition only electrons are considered, which approach the nucleus on less than
a Bohr radius, because otherwise the shielding of the shell electrons suppresses the scattering
clearly, since no interaction takes place by the nucleus potential. Since the scattering process
is in any case clearly inelastic, only the conservation of momentum can be considered for the
calculation of the transferred kinetic energy. The necessary formulas are for the relativistic
velocity

K = (γ − 1)m0c2

→ v =

√
K
√

2m0c2 + K
K + m0c2
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For the relativistic electron momentum pel

p =

√
K2

c2 + 2Km0

critical Radius rcrit:

mγ
v2

r
=

1
4πϵ0

Ze2

r2

→ r =
1

4πϵ0

Ze2

v2mγ

and for the kinetic energy from momentum, in this case classical since the carbon atom is
21895 times heavier than an electron which leads to v«c,

K =
1
2

p2

m
.

Case 1: If the electron approaches the nucleus too close, it will be trapped in the nuclear
potential. This minimum radius can be calculated classically by the force equilibrium between
centrifugal force = electric force. Below this critical radius the electron would slowly spiral
into the nucleus and lose its energy in the form of Bremsstrahlung. Thus, in this process, the
entire electron momentum is transferred to the nucleus. If one take the minimum electron
energy of 85 keV as reported in [88] and the mass of carbon, we get a transfer of kinetic energy
of 8.42 eV. The rest of the energy is emitted in the form of radiation. The momentum of the
emitted photons in this case can be neglected, since the photons are emitted in every direction
and therefore cancel out extra momentum contributions.
Case 2: The maximum transmitted momentum would take place at a recoil of 180◦ of the
electron, because there the momentum of the incident as well as of the outgoing electron is
transmitted to the nucleus, thus it would be 2 times the electron momentum, which would
correspond to an maximum energy transfer to the carbon of 16.836 eV. Since electrons can
only perform a 180◦ scattering by completely circling the nucleus, energy is also emitted in the
form of Bremsstrahlung. This is given by the deflection of the electrons around the nucleus
and by the acceleration by approaching respectively the deceleration by moving away from the
nucleus. To get an upper estimate of the transfered maximum momentum, the Bremsstrahlung
is neglected once more, and the impact can be assumed to be completely elastic. For the
maximum energy transfer during a collision of a relativistic and a non-relativistic particle it
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applies [89, 90]:

Emax =
E0(E0 + 2mec2)

E0 +
(

1 + me
MC

)2 MCc2

2

For 85 keV electrons, a maximum of 16.834 eV is transferred to the carbon. Consequently, this
estimate can be equated with the assumption of pure momentum transfer. It should be noted
again that by neglecting the bremsstrahlung, this is only an upper estimation. Thus, already
from these TEM experiments and simple estimates for the maximum energy transfer it can be
concluded that the displacement energy of 22 eV is too high. It is surprising, is that in [88],
where the TEM measurements were undertaken, the energy value of 22 eV from the DFT-MD
simulations was used. Other studies also report Td ≈ 21 eV [91] Previous studies on graphite
suggest a displacement energy of carbon of 15-20 eV [90] under electron irradiation, with some
studies reaching down to 12 eV [92].

4.4 Sputtering of graphite

Further evidence supporting the idea that the displacement energy is significantly below 22 eV
and closer to the sublimation energy is derived from sputter experiments [93, 94]. In these
experiments, researchers measured the sputter yield under ion irradiation and compared the
results with simulations. In both cases, they used either C ions with energies ranging from
100 eV to 6 keV [93] or Ar ions with an energy of 30 keV [94]. The simulations were conducted
using TRIM [60], and they assumed the sublimation energy of carbon (7.4 eV) as the surface
binding energy, which represents the energy required for a carbon atom to be sputtered from
the surface. The experimental results consistently showed that the actual sputter yield was
up to twice as high, regardless of the incident ion angle in respect to the simulations. Both
studies concluded that the proposed value of 7.4 eV for the surface binding energy was too
high [93, 94].
To explain this phenomenon, it is important to note that when removing carbon atoms through
sputtering, they must first be displaced from the carbon lattice. In this context, the term
surface binding energy can be understood as the displacement energy, which is lower than the
sublimation energy and significantly lower than the suggested 22 eV. One possible explanation
for this difference is that during the sputtering process, not only individual atoms are ejected
but also dimers in the form of C2 molecules, which possess their own binding energy and
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therefore require less energy to be sputtered.
While this study specifically examined graphite rather than graphene, the insights gained
from these experiments can be applied to the process of ultra-low energy ion implantation
in graphene. Particularly the study [93], which conducted experiments at low ion energies of
100 eV, demonstrates that the displacement energy during ion irradiation in this energy range
is more closely to the sublimation energy or even below it.

4.5 Implantations

Another indication for the displacement energy of carbon during implantation is given by
Raman measurements of graphene implanted samples (cf. 9.3). In [21], a disorder in the
lattice can be measured for noble gas implantations energies down to 15 eV. For the studied
ions (He, Ne, Ar) and using the 22 eV as displacement energy, a vacancy should only form at
higher energies (29 eV, 23 eV, 31 eV) considering the perfect head-on collision with maximum
energy transfer. In this study, it was found that the carbon was removed from the graphene
and formed an additional bond with the substituent. The C atom was still in a bond with
other C atoms from the graphene but was no longer incorporated in the graphene lattice and
formed a so-called bond defect [21]. For ion implantation and used simulations it is shown
that the carbon can already be removed from the lattice at an energy transfer lower than the
22 eV and can be replaced by another atom, even if it is not completely removed from the
sample.
Therefore, in case of implantations it can be said that a significantly lower displacement energy
can be assumed. It’s worth mentioning that in ion implantation, where substitutions take
place, no vacancies are generated, making this process inherently more energetically favorable.
A further point is the irradiation with positive ions, so that the electronic system is locally
strongly disturbed and thus the breaking of the bonds is supported. A possible experiment
to evaluate the necessary implantation energy would be the implantation of boron or nitrogen
in graphene at different energies and subsequent investigation by STM. Boron and nitrogen
would be suitable for this purpose, since they guarantee a maximum energy transfer due to
their mass similar to carbon (see Eq. 5.5). A possible source of deviation in the displacement
energies from the simulations could be the use of wrong potentials, which can reproduce the
correct parameters and properties in thermal equilibrium, but cannot reproduce them for a
process like ion irradiation, which can transfer extreme energy to single atoms in a very short
time and is far away from thermodynamic equilibrium. Another reason could be the neglect
of the charge of the ion, which can already damage the bonding structure of the graphene
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and thus brings some additional potential energy into the system. For the simulations (ch.
7) performed in this work, the sublimation energy of carbon of 7.431 eV was chosen as the
displacement energy, which also corresponds to the vacancy formation energy [95].

22



5 Methods

In the following chapter, the methods used for sample implantation and characterization are
explained. These include techniques for elemental analysis and thickness determination such
as particle induced X-ray analysis (PIXE), Rutherford-backscattering spectrometry (RBS), nu-
clear reaction analysis (NRA) and Auger electron spectroscopy as well as examination meth-
ods for characterizing the graphene layer such as Raman spectroscopy, low energy electron
diffraction (LEED), X-ray photoelectron spectroscopy (XPS), angle-resolved photoemission
spectroscopy (ARPES), scanning tunneling microscopy (STM) and Scanning kelvin probe mi-
croscopy (SKPM).

5.1 Ultra-low Energy (ULE) Ion Implantation

Ion implantation is a technique widely used in industry to modify the properties of solids.
This technique has wide applications, from the coloring of gemstones [96] to the modification
of semiconductors [97] and stands out as a crucial technique for introducing dopants into
semiconductors. The unique atomic-thin nature of 2D materials necessitates a reduction in
typical implantation energies from over well 100 eV to a range of just a few tens of eV, in
order to precisely control ion penetration depth. Molecular dynamic simulations carried out
on graphene have indicated that achieving a high likelihood of substituting a single carbon
atom requires implantation energies below 100 eV [13]. While industrial applications com-
monly involve shallow implantations ranging from 100 eV to 2 keV [98], such energy levels are
unsuitable for implanting ions into 2D materials.
To provide an ion beam with such low energies, three different typical approaches can be taken.
First, ions with low energy can already be produced by choosing the accelerating voltage from
the source as low as possible. The big disadvantage is that at low voltage only a few ions can
be extracted from the source, since the current is proportional to U3/2 after the Child-Langmuir
law [99]. In addition, it is much more difficult to direct the ions through the accelerator to the
target, because the lenses have a much stronger effect, the fewer energy or slower the ions are.
Slow ions also bring space charge effects into the foreground, which cause the beam to defocus
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itself. The advantage of this method would be that, depending on the energy distribution of
the ions from the source, a defined energy of the ions on the target could be achieved.
The second approach is to decelerate the ions by using a capping layer [14]. Here, high energy
ions (a few keV) are passed through a solid, which is either directly on the sample or directly
in front of it. The advantage of this method is the use of high-energy ions, whereby the
focusing, the mass separation and especially the beam current can be optimized much more
easily. However, a very big disadvantage is the inaccurate energy distribution of the ions
when they hit the actual target. Due to the deceleration by a solid body, a strong energy
spread is achieved, which is significantly higher than the energy distribution from the source.
Furthermore, a collision cascade is generated inside the capping layer, with the generation of
many recoils. These recoils are also incorporated into the 2D material, which is why precise
doping is not possible, since both the fluence cannot be accurately determined and foreign
atoms from the capping layer are implanted. The amount of recoils can easily exceed the
fluence of the ions, depending on the composition of the capping layer and the energy of the
ions. Therefore, as demonstrated in Chapter 8.2.3, this method is unsuitable for slowing down
and implantation in 2D materials.
The third approach is the electrostatic deceleration of the ions in front of the target. There
are several approaches for this: The one used in this work, the target can be connected to
high voltage, so that an opposing field is formed, in which the ions are slowed down. It is
important to use the same power supply for acceleration and deceleration to compensate for
fluctuations in the potentials. Furthermore, in this approach, the deceleration takes place only
a few mm in front of the sample, which prevents strong defocusing due to space charges and
keep all advantages having a high energetic ion beam in the first place. An alternative option
is to decelerate the ions by means of lenses [100, 101]. The advantage of this method is that
the target does not have to be connected to a high voltage and all the electronics are easier
to connect. The disadvantage is that the ion beam is difficult to focus due to the deceleration
by lenses and the beam current decreases strongly, so that an efficient deceleration has not
yet been achieved at the time of this work. Another possibility is similar to the one used in
this work, with the difference that not the source and the sample are put on high voltage
but the beam tube. Thus the sample would still be at earth potential and the ions would be
automatically decelerated when leaving the beam tube. The biggest disadvantage is that all
beam tube parts including the lenses and their power supplies have to be connected to high
voltage and isolated, which is a significant effort for the electronics.
The accelerator ADONIS used here, with which the deceleration is carried out by means of a
deceleration voltage on the target, is described in detail in chapter 6.
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Independent of the method used for deceleration, care must be taken that the sample is
electrically conductive and has good contacts. Otherwise, when the ions are irradiated, the
sample would become charged and generate an additional counter-field, which on the one
hand would further decelerate the ions and thus vary the energy, and on the other hand would
completely deflect the ions so that no implantation can take place. Due to the low ion energies,
this effect is significantly more present than in implantations with high-energy ions.

5.2 Elemental analysis

A large part of this work deals with the development of a new ion source for the ADONIS
accelerator. To test the new implantation elements, implantations were made in tetrahedral
amorphous Carbon (ta-C) and silicon and then tested for their elemental composition. For
this purpose, the accelerator-based methods PIXE, RBS and NRA were used as well as Auger
electron spectroscopy. PIXE offers the advantage that the elements can be determined un-
ambiguously. A disadvantage is the non-existing possibility to detect light elements (Z<11)
and that averaging is done over a large sample volume (1 mm beam diameter at a penetration
depth of ≈ 50 − 100 µm). In contrast, RBS can provide both accurate fluence measurements
of the implanted ions and a depth resolution of a few nanometers. A disadvantage is the
decreasing mass and therefore element resolution, especially for heavy elements. Very light
elements (Z<5) are also difficult to identify due to their low backscatter energy and very low
effective cross section for scattering. Auger offers the possibility to examine the sample surface
for elements. In addition, light elements (Z<11) can be identified. Another advantage is the
low penetration depth, so that only the first few nm of the sample are examined. However,
the applied Auger spectrometer was only used to make qualitative statements and not to
determine quantitative values for the amount introduced.

5.2.1 Particle induced X-ray Emission

Particle Induced X-Ray Emission (PIXE) is a method to investigate the elemental composition
of a sample. In this almost non-destructive method, the sample atoms are ionized under proton
bombardment [68]. The energy released when the gaps in the atomic shell are filled is emitted
in the form of X-rays and is characteristic of the element. The intensity of the radiation can
be used to determine the ratio of the elements in the sample.
Bohr’s atomic model is used to describe the origin of the characteristic X-ray radiation. In
this model, the electrons move on circular paths of different radii, the so-called shells, around
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Figure 5.1: Schematic of the PIXE process. A proton knocks an electron out of a low shell. The
free space is filled by a higher-energy electron emitting X-rays.

the atomic nucleus. If a particle hits an electron, it is knocked out of its shell and the atom
is ionized. If this happens within a shell close to the atomic nucleus, a low-energy state is
unoccupied and is filled by an electron from a higher shell. The difference in the electron’s
energy is thereby emitted in the form of X-rays, which have a specific value for the element
because the atomic potentials of the individual elements differ.
For each element there are different characteristic lines, depending on which shell has been
ionized and from which shell the electron filling up the state originates. For example, the Kα

line is formed when the K shell is ionized and the filling electron comes from the L shell of an
atom. In figure 5.1 the PIXE process with the Bohr atomic model is shown. To calculate the
energy and wavelength of the characteristic radiation, Moseley’s law [102] can be used:

1
λik

= (Z − S)2 · Ry

(
1
n2

k
− 1

n2
i

)
. (5.1)

Here ni is the main quantum number of the electron before the transition and nk is the
main quantum number of the electron after the transition. Furthermore, Ry describes the
Rydberg constant, Z the nuclear charge number and S the shielding of the nuclear charge
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due to the shell. The fluorescence yield holds significant importance in elemental analysis,
signifying the likelihood of decay for an ionized, excited atom while emitting X-rays. This
probability is considered over an entire electron shell, as opposed to individual spectral lines.
Notably, the fluorescence yield ( f ) scales proportionally with the atomic proton number (Z).
For instance, the K shell displays typical f values ranging from 0.0027 for carbon to 0.9 for
gold. Evidently, lighter elements exhibit lower X-ray fluorescence yields, due to the increasing
amount of auger electrons, contributing to their challenging detection and rendering PIXE
inadequate for detecting such elements [103]. During the irradiation with protons, besides the
characteristic X-rays also Bremsstrahlung can occur. When electric charges undergo accel-
eration, they emit electromagnetic radiation. The emitted radiation’s energy increases with
the strength of the acceleration, potentially falling within the X-ray spectrum and creating a
background radiation that distorts measurement outcomes [104]. In PIXE experiments, the
Bremsstrahlung phenomenon arises from two sources: the deceleration of protons within the
material and the generation of electrons through proton-induced ionization of atoms in the
sample. Proton Bremsstrahlung occurs when a proton scatters off an atomic nucleus due to
Coulomb interactions, resulting in its deceleration. However, the contribution of this process to
overall Bremsstrahlung is relatively minor due to the substantial mass of protons. It becomes
noteworthy only at exceedingly high proton energies [104]. Secondary electron Bremsstrahlung
occurs when an electron, previously displaced from its atomic shell by a proton, scatters and
alters its velocity. The high mass and energy of the protons causing atomic ionization lead to
the emitted electrons attaining high velocities. Furthermore, owing to the electrons’ low mass,
they relinquish a significant portion of their energy in individual collisions. This dynamic gives
rise to secondary electron Bremsstrahlung, which contributes significantly to the background
radiation. The upper limit of energy, denoted as Tm, that X-ray radiation can achieve through
this process is expressed as [104]

Tm =
4meEp

mp
, (5.2)

where Ep signifies proton energy and mp represents proton mass.
PIXE measurements were performed at the external beam line of the 3 MV tandem accelerator
of the II Physical Institute in Göttingen. A special feature of this measurement site is the
extraction of protons in air through a 170 nm thick diamond membrane [105]. For better
investigation of lighter elements down to Na (Z=11), the area between the sample and the
detector can be flooded with He to minimize the shielding of the low-energy X-ray radiation.
For the measurements, protons with an energy of 2.5 MeV were shot on the target, energy loss
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through the membrane and the air in front of the sample taken into account. The protons
impinge diametrically on the sample with a detector sitting in 45◦ direction to the sample.
The distance between the membrane and the sample is 5 mm while the distance between the
sample and the detector is 4 mm. Typical currents of 2-10 nA proton current and a beamspot
of 1 mm diameter were used. The penetration depth at this energy corresponds to about
70 µm (calculated using SRIM [70] for protons on Si).

5.2.2 Rutherford-backscattering spectrometry

Rutherford Backscattering Spectrometry (RBS) is an important method for the elemental
analysis, as it allows conclusions to be drawn about the elemental composition and depth
profiling. Thus, individual layers of a multilayer system can be detected and measured. Another
advantage is that even light elements, for which other ion beam analysis methods like PIXE
are blind, can be detected. RBS is based on the principle of elastic scattering of charged ions
by nuclei. Thus, an incoming ion is scattered in the nuclear potential of an atom present in
the sample due to the coulomb interaction and is subsequently detected. During this collision,
part of the energy of the incoming particle is transferred to the sample atom. This energy
transfer depends on the mass difference of both collision particles. By measuring the energy
of the scattered particle, the mass and thus the element of the atom present in the sample
can be obtained. The particles are measured here in backscatter geometry with an scattering
angle near to θ = 180, to ensure a good mass resolution.
In every collision, a fraction of momentum gets conveyed to the colliding partner. Consequently,
a particle experiences a reduction in its kinetic energy owing to the collision. The proportion
between the initial and post-collision energies of the projectile is referred to as the kinematic
factor, denoted as k. The exchange of momentum hinges on the masses of the particles
involved and the scattering angle during the interaction. As a result, the kinematic factor
k tends to increase as the mass of the stationary particle becomes larger. When calculating
the kinematic factor, it is assumed that nuclear reactions or resonances do not come into
play. To derive the kinematic factor, the conservation of energy and momentum during the
collision is taken into account. A moving particle with mass M1 and velocity v0 collides with a
stationary particle of mass M2. In the case of an elastic collision, both energy and momentum
are preserved, and no energy is dissipated as thermal energy. Therefore applies

E0 = E1 + E2 =
1
2

M1 · v0 =
1
2

M1 · v1 +
1
2

M2 · v2 (5.3)
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and

M1v⃗0 = M1v⃗1 + M2v⃗2, (5.4)

with v1 and v2 of the velocities after the impact. By dividing the velocities to a parallel and
perpendicular component to v⃗0 and some conversions the kinematic factor can be derived.
This is leading to [72]

k =
E1

E0
=

(
(M2

2 − M2
1 sin2 θ)1/2 + M1 cos θ

M1 + M2

)2

. (5.5)

It’s evident that the kinematic factor is influenced by the mass ratio and the scattering angle,
while being independent of the incident particle’s energy (E0). Consequently, if we focus solely
on a specific scattering angle, we can deduce the mass of the atoms in the sample from the
energy of the scattered projectiles. Notably, for scattering angles of θ = 180◦ and θ = 90◦,
special cases arise where the kinematic factor adopts simplified forms: At θ = 180◦:

k(θ = 180◦) =
(

M2 − M1

M2 + M1

)2

(5.6)

At θ = 90◦:

k(θ = 90◦) =
(

M2 − M1

M2 + M1

)
. (5.7)

From this it can be derived that at an angle of θ = 180◦ the mass resolution becomes
maximum and thus the reflected particles should be detected near this angle. It should be
noted, that backscattering is only possible, if the mass of the projectile is smaller than the
target mass.
The cross section is the effective collision area and a measure of the likelihood of interaction
between a moving particle and a stationary particle. For a spherical target, the cross-section
would be equal to the geometric cross-section and is given by σ = πr2 [72]. In order to derive
a formula for computing the Rutherford cross section, the issue is approached from a classical
perspective. It is postulated that solely the Coulomb force is influential in this scenario, as
stated in [72]. Additionally, the assumption is made that the scattering occurrence remains
elastic and the charge is localized to a point. Furthermore, it’s considered that the particle
possesses infinite rest mass, thus encountering no recoil effect [72]. The resultant expression
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derived is as follows:

dσ

dΩ
=

(
Z1Z2e2

16πϵ0E

)2 1
sin4(θ/2)

. (5.8)

In this context, dσ
dΩ represents the differential cross-section, which essentially signifies the

cross-section amount per unit solid angle. The corresponding interaction cross section in the
laboratory system is given by [72]

(
dσ

dΩ

)
lab

=

(
Z1Z2e2

8πϵ0E

)2 1
sin4(θ)

(
M2 cos(θ) +

√
M2

2 − M2
1 sin2(θ)

)2

M2 ·
√

M2
2 − M2

1 sin2(θ)
. (5.9)

The complete Rutherford cross-section is determined by integrating the differential effective
cross-section across the entirety of the solid angle. As a result of eq. 5.8, there is an increased
probability of scattering when dealing with heavy elements (specifically higher atomic numbers
Z2) and lower energies. RBS exploits the nuclear energy loss, which is described in ch 3.1.
The RBS measurements were performed at the Cockraft-Walton type accelerator ’IONAS’ at
the II. physics institute in Göttingen [106]. Alpha particles with an energy of 860 keV were
used. The beam current on the sample fluctuated between 1 and 15 nA at a beam diameter
of either 0.5 or 1 mm. Three detectors were used, each of which had a solid angle of 3.2 msr.
Two of the detectors were set up at a backscatter angle of 165◦ and one at a backscatter
angle of 150◦.

High resolution RBS A special form of RBS is high resolution RBS. Here, the energy and
thus the depth resolution can be significantly increased. For this purpose the backscattered
He-ions are energy filtered by a cylindrical electrostatic analyzer (ESA). In this process, the a
periodic triangular voltage is applied at both capacitor plates, so that only one energy passes
through the cylindrical condensor and reaches the detector. Since one voltage corresponds
exactly to one energy, the voltage signal is used as the input signal, while the signals from the
detector act as the gate signal. The setup used in Göttingen consists of an ESA detector with
a 300 mm central radius, a plate spacing of 6 mm and a 90◦ sector angle. A backscatter angle
of 127◦ is considered and the achieved energy resolution is ∆E/E ≈ 0.5% which corresponds
to an equipment constant [107]. In this case, ∆E is not constant and depends on the energy
because there is a different binning between the Multichannel Analyzer and the ESA detector.
Special attention has to be paid to the vacuum in the ESA, because the energy loss due
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to a too high pressure and the energy straggling of the He ions on the way to the detector
determines the energy resolution. The vacuum of 2 × 10−7 mbar achieved is sufficient for the
system used to ensure negligible energy loss over the 55 cm flight distance between the sample
and detector. The HR-RBS was used to test the IMINTDYN program, in particular to measure
the depth of penetration of the W implantations and to compare it with simulations to find
out whether the introduction of vacancies into the simulation is useful [26]. A description of
the HR-RBS setup used here and its specifications can also be found in [26].

5.2.3 Nuclear reaction analysis

Nuclear reaction analysis (NRA) is a method that uses nuclear reactions to detect and quantify
elements in a sample. If the protons have enough energy to overcome the Coulomb barrier of
the target atom, they can be absorbed by the nucleus, leading it to an excited state, which
subsequently decays. The reactions can be described by a reaction equation of the form

a + X → X∗ → Y + b + nγ, (5.10)

with a the projectile nucleus with mass M1, X the target nucleus with mass M2, X∗ the
excited intermediate state and Y,b the products of the reaction [72]. Furthermore, gamma
rays nγ can be produced. One possible reaction is 4He production by protons impinging on
7Li. In this process, the protons are absorbed by the 7Li nucleus. The resulting excited 8Be
nucleus subsequently decays into 2 α particles, each of which has an energy of about 7-8 MeV
[108]. The reaction equation for this process is [65]

7Li + 1H → 4He + 4He + 17346, 24 keV (5.11)

or

7Li(p, α)4He with Q = 17346, 24 keV. (5.12)

The Q-value indicates the energy which is released during the reaction. Often, several reactions
occur simultaneously; thus, in addition to 4He production, 7Be production is also possible,
in which a neutron is emitted in addition to the beryllium nucleus. However, the reactions
have different cross sections, so that 7Be production is about 3 times more likely at a proton
energy of 2.66 MeV [65]. NRA is particularly useful for the detection of light elements, since
reactions in this method occur at proton energies as low as 1-5 MeV [72]. Also, NRA is isotope
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specific, which is why diffusion properties in materials can be better studied. A special case
of NRA is resonant NRA. Here, resonances in the effective cross section at specific energies
of the projectile are exploited to induce the reaction. Using this method, depth profiles of
concentrations can be obtained because the energy of the projectile beam can be changed
so that, due to the loss of energy in the sample, the resonant energy occurs at a previously
calculated depth. Here, the method is used to detect the light element Li, for which the
other methods are blind due to their low mass and resulting low effective cross section for
RBS and low fluorescence yield in PIXE. In this process, protons are directed at the sample,
triggering nuclear reactions. First, the proton is absorbed into the nucleus, which decays
almost instantaneously. This can release alpha particles, neutrons and gamma radiation,
which are subsequently detected. Due to the high energy, the α particles can be detected
almost background-free. Because of the energy loss within the sample, a depth concentration
analysis is also possible, which has a resolution of 250 nm [105] in the used setup.
NRA measurements for lithium detection were conducted at the external beamline of the 3
MV Tandem Accelerator at the II. Physical Institute in Göttingen. In this study, protons with
an energy of 2.5 MeV were used. The experimental setup used and its detailed specifications
are published by the author in [105].

5.2.4 Auger electron spectroscopy

Another technique for elemental analysis is Auger electron spectroscopy (AES). Like PIXE,
this method is based on the binding energies of the electrons in the atomic shell. First, an
electron is knocked out of a lower shell of the atom and the resulting gap is filled by another
electron of higher energy. The difference in energy is not emitted in the form of X-rays, but
is transferred to another shell electron, which can leave the nucleus when the binding energy
is overcome. Given that both the binding energy of electrons and the energy disparity be-
tween states within the shell are distinct to each element, the element can be determined by
evaluating the energy of the emitted electron, commonly known as an Auger electron after
its discoverer Pierre Victor Auger [109]. The strength of the Auger effect is Z dependent and
dominant at small Z. Exceptions are H and He, since at least 2 electrons must be present in
the L shell, one which fills the hole and a second which absorbs the energy of the transition.
For excitation and first ionization of the atom, electrons, photons (mostly X-rays), or ions can
be used, as long as the necessary energy can be transferred. Mostly electrons in the energy
range of 2-5 keV are used for AES. This makes AES a very shallow characterization method,
since the penetration depth of electrons at these energies is limited to a few nanometers.
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The Auger measurements done in this work served to get a first impression of the implanted
atomic species when testing new elements in the source. For this purpose the Auger spec-
trometer was used, which is directly connected to the ADONIS accelerator, so that a transfer
completely in UHV ( 5 × 10−9 mbar) was possible. Here an electron beam was generated by
means of an electron gun, which then impinges perpendicularly on the surface of the sample
with an energy of 3 keV. The current of the electron was around 1 mA and the irradiated area
around 1 mm2. The emitted Auger electrons are quantified by their kinetic energy using a
cylindrical mirror analyzer (CMA). The Auger electrons reaching the detector are measured by
an electron multiplier, in particular a channeltron. The measurement data is recorded using
AugerScan software developed by RBD Instruments [110]. The scanning process included five
scans of the sample in an energy range from 30 eV to 1200 eV. Subsequently, all acquired spec-
tra were averaged to obtain a comprehensive representation. A qualitative evaluation is done
by comparing the spectra with the spectra from the handbook of AES [111]. A quantitative
evaluation was not made, because it was only about the classification of the correct element
and a fluence analysis afterwards with RBS delivered more exact results.

5.3 Graphene characterization

To characterize the graphene after implantation, different techniques are used, which are
briefly explained in this section. From these measurements, only the SKPM measurements
were performed in Göttingen by the author of this thesis. The Raman, STM and LEED
measurements were performed at the KU Leuven. For the XPS measurements the SuperESCA
beamline at the Elettra synchrotron in Trieste was used. The ARPES measurements were also
performed at the synchrotron in Trieste using the BaDElPh beamline.

5.3.1 Raman spectroscopy

Raman spectroscopy is a non-destructive method for the investigation of samples. It is based on
the inelastic scattering of light and matter, in particular the scattering of photons by phonons
[112]. Due to the surface sensitive analysis of solids, this method is a standard method for the
investigation of 2D materials. The sample is irradiated with a monochromatic laser and the
scattered light is detected. For graphene usually a wavelength between 400 nm and 700 nm is
chosen to better detect the sp2 bonds of the carbon [113] and to reduce damage to sample
when using to high energetic photons. Various spectral lines can be observed in the detected
spectrum. The frequency which is used for excitation and which is scattered by elastic Rayleigh
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scattering, a line with lower energy (Stokes shift) and one with higher energy (Anti-Stokes
shift).These arise due to inelastic scattering from optical phonons or the interaction with the
vibrational processes of the target molecules. For the generation of the Stoke line, a phonon
is generated in the crystal lattice, which extracts energy from the light during scattering. The
reversed process, i.e. the annihilation of a phonon, provides an increased energy of the light
after scattering and an Anti-Stokes line is generated. The ratio of these two lines can be
manipulated by temperature. At low temperature, only a few phonon states are occupied,
so that the generation of a phonon and thus the formation of a Stokes shift is preferred. At
higher temperatures, many phonons are present in the lattice, so the absorption of energy and
the annihilation of a phonon is more likely.
In a Raman spectrum of defect-free single layer graphene, two peaks can be identified. These
are the so-called G-peak, which originates from the E2G mode at the Γ-point. At the Γ-point,
the dual degeneracy E2g mode describes both longitudinal optical (LO) and transverse optical
(TO) phonons within the plane. This comprises of oscillations that reciprocate between the
sublattices in graphene [114]. The G-peak is strongly influenced by strain effects and can give
an impression of the curvature of the surface in the graphene. The G-peak has a wavenumber
of ν = 1582 cm−1. The second peak is the 2D-peak, which in contrast to the G-peak is caused
by a second-order two-phonon process. The shape of the 2D-peak can be used to determine
whether the graphene is a single or multi-layer graphene, since the 2D-peak changes its shape
and intensity with multiple layers, especially in relation to the G-peak. The 2D-peak occurs
at wave numbers of ν ≈ 2700 cm−1 [114].
By introducing defects into the graphene, the Raman spectrum changes in such a way that
new peaks appear. On the one hand, this can lead to a splitting of the G-peak, with the D’-
peak emerging at a wavenumber of 1620 cm−1, which is due to the localized vibrational modes
at the defect. On the other hand, the D-Peak forms at a wavenumber of about 1300 cm−1.
The ratio of intensity between the D-peak and the G-peak serves as a characteristic parameter
for defect formation in graphene, as indicated by various studies [115–118]. Thus, Raman
measurement provides a good picture of the damage to the graphene after ion implantation.

5.3.2 Low energy electron diffraction

Low energy electron diffraction (LEED) is another method for near-surface structural analysis
of solids. Here, electrons with low energy (< 500 eV) [119] are shot vertically onto the sample
surfaces. These scatter at the lattice atoms and are reflected back. Through an energy filter,
only the elastically scattered electrons are selected and then accelerated onto a luminescent
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screen on which a diffraction pattern is formed. The crystal structure can then be determined
from this pattern. In addition, the penetration depth can be increased by changing the electron
energy, which means that, in the case of graphene, parts of the substrate can also be measured.
This allows conclusions to be drawn about the quality or damage, of the graphene [23].

5.3.3 X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS) is a sophisticated surface-sensitive method for element
determination. The photoelectric effect is exploited. A sample is irradiated with X-rays and
the resulting photoelectric electrons are analyzed. From the kinetic energy of the electrons
Ee and the work function ϕ of the material under investigation, the element-specific binding
energy EB can be deduced [72]:

EB = Eγ + (Ee + ϕ) (5.13)

where Eγ represents the energy of the photons. Besides the identification of the chemical
composition, XPS can also provide information about the chemical bonds in a system [72]. In
the case of graphene, a difference between the sp2 and sp3 hybridization in the peak position of
the C 1s level can be detected and used to some extent to investigate damage to the graphene,
but due to the small difference and other artifacts, Raman is much more informative about
the damage to the graphene [23].

5.3.4 Angle-resolved photoemission spectroscopy

Angle-resolved photoemission spectroscopy (ARPES) is based, like XPS, on the photoelectric
effect. In contrast to XPS, however, not only the energy but also the angle at which the
electrons leave the sample is measured. Furthermore, not the core electrons but the valence
electrons are examined, which are emitted with significantly lower energies, corresponding to
their lower binding energy. In this way, a determination of the energy-momentum relationship
of the electron in the solid is possible. In the process of photoemission, the energy and
momentum parallel P|| to the surface are conserved, while the momentum perpendicular to
the surface is not conserved [120]. By conservation of momentum parallel to the surface and
the assumption that the photon momentum is negligible at the energies used, we obtain for
the wave vector K|| with the kinetic energy Ekin of the electrons and their mass me [120]

P|| = K||h̄ =
√

2meEkin sin θ. (5.14)
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From this, together with the determined binding energy EB (similar to XPS), the band structure
can be calculated.

5.3.5 Scanning tunneling microscopy

Scanning tunneling microscopy (STM) is based on the tunneling effect of electrons between a
conducting tip and individual target atoms. For the measurement, an electrically conductive,
at best atomically thin tip is moved over a sample, whereby the tip approaches the surface
of the sample to within a few nanometers. The tunnel current is increased or decreased by
minimal topological changes of the surface and thus slightly different distances between the
sample and the tip d. In addition, the tunnel current is influenced by the work function Φ of
the surface [121]. The tunnel current is calculated via [121]

Itun ∝ exp
(
−2d

√
2meΦ/h̄2

)
≈ exp

(
−1.025

√
ϕd
)

(5.15)

By means of STM, atomic resolutions can be achieved and thus foreign atoms or vacancies
can be detected. Thus, the number of introduced foreign atoms can be estimated by simple
counting directly via STM and important implantations parameters such as retained fluence
can be determined [17].

5.3.6 Scanning kelvin probe microscopy

Scanning kelvin probe microscopy (SKPM) is an atomic force microscopy (AFM) based tech-
nique for determining the surface potential of a sample [122]. To measure this, a conductive
probe is brought into the immediate vicinity of the sample surface by means of an AFM. Here,
the Fermi levels of the cantilever material and the sample material equalize as electrons flow
from the higher energy level to the lower one. The subsequent electron difference produces a
contact voltage which is proportional to the work function Φ of the surface under investigation,
which can be determined by [122]

V =
∆Φ

e
=

Φsample − Φtip

e
(5.16)

and e the elemental charge. in this work, SKPM measurements were used in this work to
determine the sharpness of the transition region in lateral selective implantation of graphene
(see 9.4).The implantation of foreign atoms changes the work function of the graphene, which
allows the SKPM to measure the difference between implanted and unimplanted areas. No
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quantitative evaluations of the location of the fermi potential were made. The measurements
were performed in Göttingen on an AFM of the Institute of Material Physics.

5.4 Programs

The simulation programs used are briefly explained below. First, there is IMINTDYN, which
was used for the implantation simulations and the simulations for the HR-RBS evaluations.
The special features of IMINTDYN are explained in more detail in chapter 7, since they are
important for the understanding of the results and this section is only intended to provide a
brief overview. Secondly, SIMNRA and GUPIX were used for the analysis of the RBS, NRA
and PIXE spectra and furthermore, SIMION was used for the ion beam simulations, especially
for the newly developed source.

5.4.1 IMINTDYN

For the simulation of implantation in 2D materials the program IMINTDYN [26, 123] was used.
IMINTDYN is a further development of the program SDTrimSP from the Max-Planck-Institute
for plasma physics [27]. This Monte Carlo program uses the binary collision approximation
to simulate the collisions between the ions and the solid. Different potential methods for the
energy loss calculation can be chosen.
A major advantage is the use of a new approach for the calculation of the sputtered particles,
which was previously determined by means of a surface binding potential. Here, an ion must
have a certain energy to leave the solid. Since there is no proper physical justification for the
surface binding potential besides the better fitting to sputter data [124], an energy threshold
, the so called bulk binding energy, was introduced, which is based on the sublimation energy
of the material [123]. The bulk binding energy can be used here in complement to the surface
binding energy [123]. Furthermore, the introduction of vacancies as new atomic species and
a better distribution of the layers allow a much better simulation of thin layers.
Another advantage in the calculation of the penetration depth, especially compared to SRIM,
is the use of simultanous weak collisions [26]. These ensure that not only the direct impact
partner, but also the nearest to next-to-nearest neighbor are taken into account. A more
detailed description of IMINTDYN and its new features are can be found later in this work in
chapter 9.7
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5.4.2 SIMNRA

SIMNRA [125] is a program to simulate RBS and NRA spectra and to fit experimentally
measured data. It is possible to choose between different incident particles, like protons or
helium nuclei. Furthermore, target materials of different thickness, composition and layers
can be simulated. Additionally, the geometry of the measurement setup, such as angle of
incidence and backscatter angle, as well as the energy of the incident particles and whether
there is a shielding foil in front of the detector, can be adjusted. For the determination
of the stopping power, SRIM is used and the energy of the scattered ions is calculated in
SIMNRA. For the effective cross sections of the occurring reaction, either internally calculated
Rutherford effective cross sections or self-inserted non-Rutherford effective cross sections can
be used. Which cross sections are used in each case can be selected by the user. As a rule
of thumb, for helium nuclei the normal Rutherford cross section can be used, while proton
backscattering should be analyzed with experimentally determined cross sections. Nuclear
reactions can also be studied as long as the necessary data of the effective cross sections are
available. These can be determined using SigmaCalc2 [126], which takes into account both
theoretical and experimentally determined cross sections. For measured spectra, a fit can be
used to determine the energy calibration, the composition and thickness of the individual layers
of a sample, and their surface roughness. The composition of the sample is given in at.%.

5.4.3 GUPIX

The evaluation of the PIXE spectra is done with the program GUPIX [127]. Herewith, the
measured spectra can be adjusted and a quantitative elemental analysis can be performed.
The elemental composition is determined from the intensities of the X-ray lines, which is
why an energy calibration is indispensable. Furthermore, the program takes into account the
absorption of the X-rays by the atmosphere in front of the detector. A calibration must also
be carried out for this, whereby a foil made of platinum or a heavy element is suitable, where
both L- and K-lines can be measured. By arranging the appropriate spacing and composition,
it’s possible to align the relationship between the K and L lines in a way that enables accurate
concentration determination.
Another advantage of GUPIX is that also non-measurable elements like oxygen or carbon
can be specified, which are used in the calculation of the concentrations. Here, the program
calculates the composition of the sample from the valence of the invisible elements. Thus, it
is assumed that every element in the sample is present as an oxide when oxygen is selected.
It should be noted that for single crystalline materials the absorption may be different from
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the calculated one and thus the concentration could be different. In contrast to SIMNRA,
the concentrations given are in wt.%, which must be taken into account when comparing the
two methods. In this work, GUPIX is used to identify the implanted elements, whereby a
quantitative analysis is not performed due to the relatively low concentration in relation to the
analyzed volume.

5.4.4 SIMION

SIMION [128] is a program used for calculating optical systems of ions or electrons. This
involves computing both the electric fields within a system and the trajectories of charged
particles. To achieve this, the simulation solves the Laplace equation at each location to
determine the electrical potentials and electric fields at every position. Subsequently, charged
particles can be defined, which are influenced by the electric fields and thus determine the
trajectories of the particles within the system under consideration. The definition of the
particles includes the mass, start position, energy and charge state. A big advantage of
SIMION is that CAD drawings can be read in as electrodes, so it is possible to make an
accurate simulation of the desired setup. However, when considering the electric fields, only
fields in vacuum are assumed.
SIMION was used in this work to simulate the newly developed source and to determine the
trajectories and energy of the ions inside the source (see 6.4.1.1).
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6 Ion accelerator ADONIS

In the following chapter the ion implanter ADONIS (Anlage zur DepOsition von Niederenegetis-
cher Ionen auf Substrate) (ch. 6.1) and the ion source used for this research are described
(ch. 6.3). Special attention is given to the new modifications to the source developed during
this research to provide hitherto unavailable elements for the implantation (ch. 6.4.1), as well
as the special deceleration unit, which allows a lateral inhomogeneous implantation (ch. 6.5).
Additionally, implantations for testing these new features are presented. For this purpose,
RBS, PIXE and Auger measurements were performed. Finally, the new Arduino-based process
control is explained, which was built and programmed to upgrade the old system.

6.1 Beam Line

In Fig. 6.1 a schematic illustration of ADONIS is given. Roughly, the accelerator can be
divided into three parts, the source region, which is at 30 kV and in which the ion beam is
generated, the actual beam line, in which the beam can be focused and mass separated with
the aid of lenses, deflectors and a 90◦-magnet, and the deceleration unit, in which the beam
is decelerated and the sample is implanted. To generate the ion beam, a hollow cathode hot
filament source [129] or its further development a sputter hollow cathode ion source [24] is
used. For the extraction and concentration of ions from the plasma of the source, a grounded
electrode is placed opposite the outlet of the source. The acceleration of the ions with 30 kV
is done so that as many ions as possible can be extracted from the source. A lower voltage
would result in a greatly reduced beam current and some elements that do not have a high
intensity in the first place could not be made available as an ion beam. Already from 20 kV a
significant reduction of the beam current can be measured. Thus, it is not possible to generate
an ion beam with a few 10 eV from the source, but it must be generated with increased energy
and decelerated in front of the target. After the extraction out of the source, the beam passes
through a cylindrical lens and is mass separated by a 90◦-magnet with a mass resolution of
M/∆M = 150. The mass selection is followed by capacitors for beam positioning, another
Einzel lens and a quadrupole lens for beam focusing. To remove neutral particles from the
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beam, the beam is electrostatically deflected by 5◦ before entering the ultra-high vacuum. In
the ultra-high vacuum a beam sweep ensures that the beam irradiates a homogeneous surface.
In this process, the beam is first deflected by several plate capacitors to which an alternating
voltage is applied, and then parallelized again. The beam is expanded and homogenized to
such an extent that an aperture then limits the beam to an area of 2.5 cm2. Thus, edge effects
due to the beam sweep are irrelevant. In front of the decelerating unit is an electron lens,
which deflects possible electrons with -4 kV. These electrons can be generated as secondary
electrons by the unattended irradiation of beam tube parts. Since the target is at +30kV,
these would also be accelerated to it and thus corrupt the current measurement. The beam
then enters the deceleration unit, where it is decelerated to the desired maximum energy and
the samples are implanted. Typical values for the focusing are 15-22 kV for the first einzel lens,
0-13 kV for the second, 1.6-1.9 kV for the quadrupole lens and 0-200 V for the xy-deflector. To
insert a sample into the implantation chamber, a load lock system is available, where a vacuum
of 1 × 10−7 − 1 × 10−8 mbar is reached, before the sample is transfered into the ultra-high
vacuum (5 × 10−9 − 8 × 10−10 mbar). The sample manipulation is done by magnetic linear
and rotation manipulators.
Besides ion implantation, also growth of thin films are possible. Ions with energy around 200 eV
are deposited on a substrate. This technique can be used to produce ta-C or BN layers. Due
to the mass separation, these layers can be isotopically pure, e.g. pure 11B layers. A detailed
description of the accelerator can also be found in [22, 130].

6.2 Deceleration unit

In order to implant the ions with energies down to 10 eV, they have to be decelerated. For
this purpose, a deceleration unit is included in the implantation chamber. The main idea is to
put the sample on the same potential as the anode in the source, since there the ions with the
most energy are created. In addition, a small negative voltage with respect to the high voltage
is applied to the sample, which should correspond to the maximum energy of the ions. In Fig.
6.7 the implantation current, i.e. the current on the sample, is plotted against the additional
applied voltage. It can be clearly seen that at 0 V, which corresponds to a potential on the
sample equal to the anode potential, no current arrives and thus all particles are deflected. As
soon as a voltage is applied, the current increases sharply until it reaches saturation. From this
measurement it can be concluded that the maximum energy of implanted ions corresponds to
the applied voltage. The deceleration unit also underwent an upgrade to improve the steering
of the ions. Additionally, improvements were made to the insulators, the electrical connections
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Figure 6.1: Schematic representation of the ADONIS ion implantation system. The beam starts in
the ion source, is mass-separated in the 90◦-magnet and passes through different lenses.
Deceleration occurs in the separation chamber. Auger spectroscopy is possible before
and after implantation without leaving the vacuum. (Illustration done by Manuel Auge
and used with his permission. Original in [22])

and the vacuum feedthroughs, in particular to prevent and suppress leakage currents. These
could occur, for instance, when there was an excessive voltage differential between the electron
lens and the deceleration unit, coupled with a sharp bend in the supplying cable, leading to
corona discharges, or when the insulators were contaminated. A description of the upgraded
deceleration unit can be also found in [22] and [25].

6.3 Ion source

The following paragraphs, 6.3 and 6.4.1, can be also found in the publication [24]1. The normal
ion source is a conventional hollow cathode hot filament source [129] which corresponds to
the Model SO-55 from High Voltage Engineering. The setup with typical potentials is shown
in Figure 6.2a.
From left to right it consists of a graphite anode with gas feed, which is separated from the
tantalum cathode by a boron nitride insulator. This in turn is separated from a graphite cap

1The corresponding text passages in this paper were prepared by the author of this thesis
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by means of a BN insulator. The hollow cathode is formed by the tantalum ring, the graphite
cap and the tungsten filament that sits in between. The use of graphite for the anode and cap
as well as the separation of the conductive parts by stronger boron nitride insulators represents
a modification to the the Model SO-55. The filament is heated with 25 A and emits electrons
via thermionic emission, which are then accelerated to the anode and ignite an Ar plasma in
the small volume in the area between the graphite anode and the tantalum cathode. The
anode voltage drops to 25-35 V after ignition, which describes the maximum energy the ions
have, if they are generated directly in front of the anode. Further away from the cathode
they have a smaller energy. Therefore, the maximum energy of the ions out of the source
(before acceleration) corresponds to the anode voltage (25-35 V) with a tail to lower energies.
The circular extraction hole with 0.8 mm diameter generates a point-like beam source, which
ensures that the beam can be very well focused.
The desired elements can be fed into the plasma both as a gas or by evaporating from solids
with an oven (not shown) into the gas stream. The ions are subsequently extracted from the
source by a 30 kV high voltage. Although a wide range of elements can already be produced
with the described source design, its use is limited for materials with high melting points or
low gas pressure. To circumvent this disadvantage, a sputtering cathode is introduced into
the source underneath the anode, which contains a small disk of the material to be implanted
[24]. In Fig. 6.3 all possible implantation elements are shown. The elements marked with a
star are available due to the new ion source.

6.4 Improvements and tests

In the following, the improvements and new developments concerning the hardware of the
ADONIS accelerator and the tests carried out on these improvements will be explained in
more detail.

6.4.1 Development of the Sputter hollow cathode ion source

The aforementioned source design was modified by incorporating a stainless steel sputtering
cathode, as shown in Fig. 6.2b. A sputtering target in the form of a disk can be integrated
into this cathode. Moreover, the graphite anode was replaced by a tantalum anode because
of the better durability and difficult to build shape.
The sputter cathode in the new design is placed behind (in viewpoint of the ion extraction)
the plasma and a voltage up to -2 kV (-1 kV under normal conditions) can be applied with
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Figure 6.2: (a) Schematic of the conventional hollow cathode hot filament source with the typical
potentials. (b) Scheme of the modified ion source by including a sputter cathode. The
sputter cathode in the new source is placed behind (in viewpoint of the ion extraction)
the plasma and a voltage of around to -1 kV can be applied, in respect to the anode.
Figure also published in [24]

respect to the anode. In order to electrical insulate the tantalum anode and the sputter cath-
ode a new insulator was designed. The height of the insulator was increased from 4 mm to
5 mm compared to the previously used source to optimize the distance between the tantalum
cathode and anode. The gas supply through the sputter cathode is ensured by four 0.5 mm
wide holes next to the sputter target (dotted line in Fig. 6.2b).
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and titanium due to formation of TiN in the source. 93Nb, the only stable Nb isotope,
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6.4.2 and 6.4.2). Fe is also possible with the normal source, but supplies significantly
higher currents with the sputter source.
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The idea of this design is similar to the concept of the Penning ion source (PIG), which op-
erates at Anode voltages of 1 keV up to 7.5 keV [131]. This leads to a large energy spread
and is only useful for post-acceleration to high energies. Here, the existing Ar plasma is used
both for sputtering and to ionize the particles. Some of the Ar+-ions are extracted out of the
plasma and accelerate towards the cathode, in which a sputter target is placed. As a result of
Ar ion impact, part of the target elements are sputtered out and transferred to the plasma. In
the plasma, the target atoms get ionized and are subsequently extracted by the high voltage,
to get accelerated towards the separation magnet. For igniting the plasma an Ar pressure in
the range of 10−5 mbar was used. Since the voltage drop at the anode is the same as from the
old source, the maximum energy is also 25-35 eV with a tail to lower energies. However, since
the deceleration voltage uses the anode potential as a reference, a sharp energy distribution
can be set for implantation. In addition, a point-shaped beam can be achieved by using the
same extraction aperture (0.8 mm) as the old source [24].

6.4.1.1 Simulation

For a better understanding of the processes inside the new ion source, simulations using
SIMION [128] were performed. Therefore, the CAD drawings of the source tower were con-
verted into a potential array. In the simulation, the Laplace equation gets solved for every
place to get the electrical potentials and the electrical field at every position inside the source.
In figure 6.4 the simulation is presented. The red lines show the trajectories of the Ar+ ions
that get created in the plasma between the Ta-anode and Ta-cathode. Most of the ions get
extracted due to the 30 kV to the right side out of the source, but some of them are accelerated
towards the sputter target (left of the plasma). Since the dimensions corresponds to the real
source, this confirms, that the 1 kV is sufficient to shape the electric field in a way that ions
will reach the sputter target and therefore hit atoms out of it.
The simulation was used to determine the fraction of ions generated in the plasma that is
accelerated to the sputter cathode. For this purpose, SIMION was used to define a cylinder in
the area between the Ta-anode and Ta-cathode in which the ions are generated. The trajectory
was then calculated and the ions reaching the sputter target were counted. Then the voltage
applied to the sputter cathode was changed and the whole process was repeated. A total of
10000 ions were generated per simulation. The fraction of ions versus the applied voltage is
shown in Figure 6.5a. To support the simulation with an experiment, the Mo current extracted
from the source was measured as a function of the applied voltage and plotted in Figure 6.5b.
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Figure 6.4: SIMION simulation of the source during operation. The argon ions (red) generated in
the plasma between the Ta-anode and the Ta-cathode are shown in red. Most of the ions
are accelerated out of the source towards the counter electrode, while a smaller fraction
of the ions is accelerated onto the sputter target where they sputter out particles. Figure
also published in [24].

It can be seen that both, simulation and experiment, require a certain offset voltage for
particles to be sputtered from the target. This is because the electric field must first propagate
to the plasma, which is somewhat shielded by the Ta-cathode, before it can extract ions.
Subsequently, more and more ions are accelerated towards the target and thus more particles
are extracted from it.
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Figure 6.5: (a) Simulated fraction of particles generated in the plasma that get extracted towards
the sputter target. (b) Molybdenum current after the 90◦-magnet versus the applied
sputter voltage. It can be seen that a certain offset is required. Figure also published
in [24]
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Energy distribution out of the Source and on the target An important point when
implanting in 2D materials is the accuracy of the selected implantation energy, so a too high
voltage on the one hand can cause the ions to fly through the layer and also that the layer
is damaged more, on the other hand, too low is bad because the displacement energy of the
target atoms may not be reached and substitutional incooperation is suppressed. Since the
deceleration voltage is applied in respect to the anode voltage, this is the maximum energy
the ions can have. However, since there is a potential gradient within the source between
the anode and the filament, the positive ions may not be generated directly at the anode but
somewhere in the plasma and thus may not have the maximum energy. SIMION simulations
were also performed to estimate the energy distribution from the source. A typical voltage
drop of 40 V between the filament and the anode was assumed, which occurs when the plasma
is ignited. The range of ion generation was a cylinder distribution starting at 15 eV e− energy,
since this corresponds to the energy at which the electrons can overcome the ionization energy
of argon. It should be noted that SIMION cannot take into account the plasma potential and
therefore this is only an estimate. In addition, a different range would have to be selected for
each ion, since the ionization energies are different. The energy profiles for the old and the
sputter source with an sputter voltage of 1 kV of the ions for an implantation energy of 20 eV
are shown in Fig. 6.6. It can be clearly seen that most ions are extracted at around 15 eV, so
about 5 eV below the set energy for the normal source. For the new sputter source, this effect
is even more enhanced, so that the maximum is at about 11 eV. In reality, due to the plasma
potential, probably more particles will be at the maximum energy. The mass separation, which
also corresponds to an energy selection, has hardly any influence on the energy distribution of
the ions in the beam, since a difference of 5 eV-20 eV cannot be resolved and is always focused
on the maximum beam current of an isotope.
In order to obtain a further estimate of the energy of the ions on the target, the measured
target current can also be checked against the applied implantation voltage. Ideally, this should
also be 0 A at 0 V. If there would be current at 0 V, there is most likely an error in the contacts,
so that a lower voltage drop at the target and thus the ions are not slowed down as much as
they should be. In addition, it can happen that electrons are removed from the target and
thus a positive current is measured. This happens especially during hot implantation due to
the heated specimen holder. In order to verify this, however, the current must also occur with
the beam switched off and increase with higher targets voltage.
If the current already drops to 0 A at higher voltage values, this can have two main causes.
On the one hand, it can happen that electrons hit the target and are not completely deflected
if the negative voltage of the target is too weak, thus falsifying the current measurement. On
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(a) (b)

Figure 6.6: (a) Energy distribution of ions for a 20 eV implantation using the normal ion source
according to SIMION. (b) Energy spread of ions for a 20 eV implantation using the
sputter ion source with -1 kV at the sputter cathode according to SIMION.

the other hand, it is possible that the ions from the source have too little energy and can no
longer reach the target. This can happen if they are not generated directly at the anode but
in the area between the anode and the filament. The first case occurs mainly when insulators
between individual parts in the deceleration unit are no longer perfectly insulating due to
contamination. Electrons present in the beam due to secondary electrons from collisions with
residual gas molecules or collisions with beam line parts are removed from the beam on the
electron lens, which is at -4 kV to -5 kV, before they reach the deceleration unit and are further
accelerated by it at 30 kV. Secondary electrons which are emitted inside the deceleration unit
are also removed by the negative charged defocusing lens in front of the target. This also
ensures that secondary electrons from the target are suppressed. In the case of electrons, a
negative current is then measured, which does not occur if the ions have too less energy as in
the second case.

Figure 6.7 shows the argon current on the target versus the applied target voltage. It can
be seen that the current drops significantly starting at 60 V bias and drops to 0 µA at 5 V
and then remains 0 µA. This indicates that the ions have a lower energy by about 5 eV than
indicated by the target voltage. For the measurement, the sputter source was used with -1 kV
at the sputter target to match the simulations (Fig. 6.6b). The value of approximately 5 V
does not precisely align with the results obtained from the simulations. However, it is worth
noting that SIMION does not account for plasma potential. Nevertheless, a similar trend is
evident, as the ions arrive at the target with slightly reduced energy. It should be noted that
even at 5 V some current can still arrive at the target, but the measuring range of the analog
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current integrator does not have sufficient measuring accuracy. In addition, the value of 5 V is
not constant but can drop to 1 V depending on the type of ion, the type of source, how well
refocusing is done, and in general how good the electrical contacts inside the source and to
the target are.
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Figure 6.7: Ar current on the target, at different implantation voltages. For the red points, the
voltage was started at 0 V and increased, and then reduced again for the black points.
Due to the measurement accuracy of the current integrator in the current range under
consideration, no current below 5 V can be measured.

6.4.2 Test Implantations

To test the new source, two materials, molybdenum and iron, were used as sputter targets.
Due to the high melting point and low vapor pressure molybdenum was also chosen to proof,
that the particles get sputtered out of the target and not only evaporate due to an extra
heat source when some current flows to the sputter cathode. Iron was chosen because in
the normal source nearly no iron is seen in the mass spectrum. In the following, the most
interesting source materials are presented, where sometimes the usual parameters differed,
unexpected things happened or more exotic elements were explored. These include Fe, Mo,
Nb, Gd, V, Ti and Li.
In table 6.1, implantations of selected elements provided by the new sputter source with
achieved currents are presented. This table is also published in [24] and was prepared by the
author of this work. In summary, the achieved currents are sufficient for implantations in 2D
materials, where fluences higher than 1 × 1015 at/cm2 are rarely used. For example at 100 nA
beam current an implantation of 1× 1015 at/cm2 takes around 67 min. Furthermore, an overlap
between the measured fluence and the fluence determined during implantation can be seen
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Table 6.1: Implanted Isotopes provided by the new ion source, with the achieved implantation cur-
rent, the used energy, the implanted fluence (current integration), measured fluence
(RBS) and the used substrate material. The errors from the measured fluence corre-
sponds to the fit errors given by SIMNRA. (Slightly adapted from [24]).
Isotope Current Fluence (c. i.) Fluence (RBS) Implantation Energy Substrate

[nA] [1014 at/cm2] [1014 at/cm2] [eV]
51V 80-100 4 4.5(2) 25 Si(p-doped)
56Fe 900 40 39.8(4) 20 ta-C
59Co 800 10 9.9(2) 20 ta-C/graphene
93Nb 100-200 10 6.23(1) 25 Si(p-doped)
98Mo 50-70 10 9.9(2) 100 Si(n-doped)
158Gd 20-40 5.5 5.4(3) 25 ta-C

via the current integration even at energies down to 20 eV. The only exception is Nb, which
is due to co-implantation with W2+ (see 6.4.2), which cannot be distinguished in the current
measurement but can be determined by RBS.

Iron-Source For the iron test, the graphite cathode was used, to only get the iron out of the
target and not the cathode itself. As a target a normal steel nail was inserted into the middle
hole of the cathode and a voltage of -1 kV was applied to it after the plasma was ignited.
Because the most prominent stable Fe isotopes, 56Fe (91.72 %) and 54Fe (5.8 %), is hard to
separate from only stable 55Mn in the mass spectra, it was implanted into a ta-C layer using
an implantation energy of 20 eV to examine the beam purity afterwards.
Auger spectroscopy, RBS (figure 6.8), and PIXE (figure 6.9) measurements were performed
to examine if and how much iron was implanted into the sample. The AES measurement
showed clear peaks in the energy range typical for iron [111]. However, since these are very
close to the peaks for manganese, it was not possible to make any clear statements. The RBS
measurement shows a clear peak at values that represents iron. Also the area under the graph
matches to the implanted amount of 4 × 1015 at/cm2, but since this requires an exact energy
calibration, a PIXE measurement was carried out to finally show which element was implanted.
The PIXE measurement shows, beside the silicon Peak, only X-rays from iron, which proofs
that only iron was implanted.
With this source for Fe ions, implantation currents of around 1 µA could be achieved. For
even higher Fe currents the normal stainless steel sputter cathode can be used.

Molybdenum-Source For the molybdenum-source, the stainless steel sputter cathode was
used. A disk made of pure molybdenum severed as a sputter target and was inserted in the
recess in the center of the cathode. Once again high voltage of -1 kV was applied to the
cathode, which dropped slowly to around 600 V during the implantation process. One reason
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Figure 6.8: (a) auger spectrum of iron implanted ta-C sample right after the implantation. (b) RBS
spectrum of the same sample. The Fe Peak between the ta-C and the Si substrate,
is due to a contamination which occurs during the coating process of the wafer. The
position of this peak clearly indicates that this Fe lies under the ty-C layer and therefore
has no influence on the implantation. Here, 860 keV He2+ ions and a backscattering
angle of 165◦ were used.

for the voltage drop could be, that the insulator was coated with molybdenum over time and
thus became slightly conductive. This is indicated by the fact that the insulator had a silvery
shiny containing layer after the implantation, which was identified as Mo via PIXE.
In order to measure the performance of the source, two mass spectra were measured, one with
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Figure 6.9: PIXE spectrum of the implanted ta-C sample with the Fe K lines at 6.4 keV (Kα) and
7.06 keV (Kβ). The Mn peaks would occur at 5.9 keV (Kα) and 6.49 keV (Kβ) X-ray
energy. 2500 keV protons were used for this measurement.

and one without voltage on the sputter cathode. In figure 6.10 the section of the spectra
where molybdenum should be present is shown.

From the mass analysis It is clear that molybdenum is only present, when the high voltage is
applied. The peaks at lower magnetic field, which are in both spectra, corresponds to W2+

isotopes. The tungsten comes out of the filament. The increase of one of the tungsten peaks is
caused by a superposition of the stable isotopes 184W2+ and 92Mo+. Although, the fingerprint
of the molybdenum isotopes in the mass spectra proofs that the source provides molybdenum,
an implantation into a Silicon wafer was performed and Auger, RBS (Fig. 6.11), and PIXE
(Fig. 6.12) measurements were conducted.
All three measurements show the presence of molybdenum in the sample. For the PIXE
analysis, a 24 µm aluminum absorber in front of the detector was used, in order to filter out
low energy X-rays to get a better resolution for the molybdenum X-rays. Therefore, the high
peak at low energy corresponds to aluminum X-rays generated due to X-ray fluorescence and
the silicon peaks are filtered out. The arsenic peaks are present because n-doped silicon was
used as a sample.
With this source implantation currents up to 70 nA could be achieved. However, after some
time the current starts to drop, when the insulator gets coated with a conductive layer and
therefore the high voltage at the sputter cathode drops.
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Figure 6.10: (a) The mass spectrum the of Mo-Source without an applied sputter voltage. The
three peaks are double charged W ions from the filament. (b) The mass spectrum
with an applied sputter voltage. The new peaks correspond to the Mo isotopes. The
increase in the 184W2+ come due to a superposition with 92Mo+. (The mass spectra
was digitalzied with WebPlotDigitizer [132].)

Niobium-Source As another element with a high melting point (2477◦C) niobium was
chosen to extend the elements provided by the sputter source. Therefore, a 1 mm thick and
4 mm in diameter Nb disc was made and used as a sputter target. Furthermore a p-doped
Silicon wafer was used as substrate for an test implantation of 1 × 1015at/cm2.
In Figure 6.13, the RBS spectrum of the test implantation is shown. Besides the Nb peak, a W
peak is visible. This comes due to an overlap of the only stable 93Nb isotope with the double
charged 186W isotope. The relation between Nb and W is 3/4 Nb to 1/4 W. The maximum
mixed implantation current was 200 nA. The presence of Nb and W could be also confirmed
by PIXE and Auger measurements.
If implantations are performed with niobium, either a different filament material must be
selected or the energy must be chosen so that the tungsten penetrates significantly deeper
into the sample. This is due to the double charge and thus the double implantation energy of
the tungsten.
SRIM simulations show, on the one hand, that the penetration depth of 20 eV Nb in carbon is
4.3 nm. On the other hand, tungsten with 40 eV has a penetration depth of 6.7 nm. Therefore,
the energy can be chosen that niobium is stuck in the first atomic layer, while tungsten is
implanted into the substrate.
Further tests to verify the ratio between Nb and W are planed to calculate the exact charge
that is needed for a given Nb fluence.
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Figure 6.11: (a) Auger spectrum of molybdenum implanted silicon wafer directly after the implanta-
tion. (b) RBS spectrum of the same sample. 860 keV He2+ ions and a backscattering
angle of 165◦ were used.
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Figure 6.12: PIXE spectrum of the implanted silicon wafer. For better resolution in the higher
energy part, a 24 µm aluminum foil was used as an absorber in front of the detector.
The arsenic peaks results ot of the n-doping of the silicon wafer.
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Figure 6.13: RBS spectrum of implanted Nb in p-doped Si. The W peak originates in co-
implantation with W2+ due to the same mass to charge ratio. The ratio between
Nb and W is 0.75 to 0.25.

Gadolinium-Source As a first test with rare earth elements, a rough piece of gadolinium
was used as a sputter target. However, when voltage was applied to the sputtering cathode,
a short circuit occurred almost immediately and no Gd current could be extracted. When the
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source was removed, it was found that the Gd and part of the stainless steel cathode were
destroyed. It is assumed that an arc discharge was formed, which heated the Gd and the
cathode to such an extent that both parts melted or evaporated. In addition, the BN insulator
was welded directly to the Ta-anode at the sputter cathode, which can be attributed to the
fact that the Gd and missing stainless steel was deposited there. In order to still have a Gd
source available, a source was then constructed in which a thin Gd foil was placed directly on
the graphite anode. Here also, no current could be extracted and the foil was completely used
up after a short time. Only after using a very smooth Gd disk inside the sputter source a small
Gd current of 20 nA could be extracted and used for implantation. This indicates, that the
distances in the source might be a little to small and that high electric field at sharp edges may
lead to discharges. However, a disadvantage when the dimensions are chosen larger, however,
is that the sputter yield decreases and thus the generated currents lose intensity.

Vanadium-Source In order to realize a Vanadium source, a piece of vanadium oxide was
placed in the sputtering cathode. Despite the imperfect shape and the oxide layer, an accept-
able implantation current of 50-100 nA was achieved. In addition to the use of vanadium oxide,
a disc of pure vanadium can also be used. In this case, however, the current achieved fell to
10-20 nA on the target. This can be explained by the lower stability of Vanadium oxide. While
pure vanadium has a melting point of 1910 ◦C, the most stable oxide (V2O5) has a melting
point of 690 ◦C and a decomposition temperature of 1750 ◦C. The existence of vanadium was
again confirmed by PIXE and RBS.
One thing to consider with the Vanadium sputter source is the proper mass resolution set-
ting when using a stainless steel sputter cathode. Since the most commonly used stainless
steel, V2A, is chromium-nickel steel, a chromium current is also observed. This is caused by
sputtering of the cathode itself as well as by normal thermal evaporation of chromium from
the alloy. Chromium and vanadium are only one atomic mass apart (51V vs. 52Cr). The
reading of the magnetic field from the mass separating magnet may also drift over time, so a
mass spectrum should be plotted prior to any V implantation to avoid contamination with Cr.
Another possibility would be to use a tantalum cathode.

Titanium-Source In order to get Titanium ions out of the source, a Ti-disc was made and
used as a sputter target. Despite a normal function of the source and the accelerator no Ti
current could be measured. This is probably due to the formation of TiN inside the source.
Since nitrogen, out of the BN insulators, is present in the source and the reaction of Ti and
N is highly efficient under the conditions inside the source, all of the sputtered Ti reacts. A
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strong indication for this is the gold-colored layer that formed on all source parts even on the
sputter target. To confirm this RBS-measurements of these gold colored layers are planned.
To avoid the formation of TiN and to get a running Ti source, the BN insulators must be
replaced with nitrogen free ceramics.

Lithium-Source The sputter source can also be used to provide lithium. However, since
lithium has a high vapor pressure with a melting temperature of about 181◦C, an additional
voltage at the sputter cathode is not necessary. The heat generated by the plasma is sufficient
to vaporize enough Li and make it available as an ion beam. A challenge is the mass separation,
because Li with a mass of 6 or 7 amu overlaps with N2+ or C2+. Since the insulators are
made of BN and there is always residual carbon in the source, N and C contamination are
present. For a pure 7Li-beam it is therefore important to operate the source in such a way
that the anode voltage is less than 25 V. Thus, the electrons have less than 29.6013 eV, which
corresponds to the second ionization energy of nitrogen, and thus cannot produce N2+[133].
Test implantations and subsequent RBS investigations could not detect any N in the sample
with this method, so it is assumed that the highest traces of N remain in the beam. Using
NRA, lithium could be detected in the test sample, although no exact fluence determination
was possible because the NRA setup was not calibrated using an external proton beam.
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Figure 6.14: NRA spectrum of a Si sample implanted with Li. The alpha particles from the nuclear
reaction at 5700 keV can be clearly assigned to Li. The front peak is from backscat-
tering events from the Si substrate.
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The corresponding NRA spectrum is shown in Fig 6.14. The corresponding α particles from
the reaction appear at an energy above 5 MeV. Due to this high energy, the alpha spectrum is
measured background-free and the counts can be uniquely assigned to Li.

6.4.2.1 New Filaments

One problem for implanting certain elements is the overlap of different isotopes with the same
mass or mass to charge ratio (e.g. 40Ar2+ and 20Ne+). To avoid this other isotopes then the
most present ones must be chosen for implantation. In the case of the given example 22Ne+

can be used instead of 20Ne+. For other elements like Nb only one stable isotope (93Nb) exists,
which makes is impossible to avoid overlap with 186W2+. Since doubly-charged tungsten is
always present due to the used filament, other possible filament materials were examined.
Due to the high melting point, filaments out of Ta and Mo were tested. Since those materials
have different electrical properties, the length of the filaments were changed. For both a
0.5 mm thick wire were chosen, since this is also the diameter of the tungsten filament.
Moreover, the same spring radius was used, to get a better placement inside the source. The
number of windings, however, was adjusted is such a way, that the total electrical resistivity
matches with the tungsten filament, in order to use similar settings to ignite a plasma.
With both materials a plasma could be ignited. In the case of the Mo filament the source was
stable for around 1 hr before the filament broke. For the Ta the filament broke after 20 min.
Since the new filaments were hand made, minor differences in the spring diameter and therefore
different distances between the winding may have led to an uneven temperature distribution
within the filament, which in turn may have resulted in the melting of the filaments at these
locations.

6.5 Improved Deceleration unit and adapted sample
holder

The new deceleration unit and corresponding test implantations are also presented in [22, 25]
and was mainly designed by Manuel Auge. The main purpose of the new deceleration unit is
to add another contact to the sample holder, which can be used to electrostatically deflect
the ions from a part of the sample, thus forming an electrostatic mask.
The biggest change with respect to the normal sample holder concerns an additional contact
on the deceleration unit, which can be used to connect an additional voltage to the sample
holder. This voltage can be used to apply a potential path across the sample or to charge a
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part of the sample significantly more positively to deflect incoming ions. The voltage can be
applied by the new sample holder, which has all the features as the old ones, such as heating by
filament and temperature measurement, either in contact with the sample or floating over the
sample as a mask. A more detailed description with drawings of the sample holder and proof
of concept implantations can be found in the PhD thesis of Manuel Auge [22]. In the current
setup, a voltage of up to +600 V can be applied in respect to the implantation voltage. The
use of a power supply is only suitable if the voltage is not in contact with the sample, because
here, presumably the rectification of the voltage, leakage currents through the sample occur
and the current measurement is distorted. In this case, batteries have proven to be a constant
voltage source. Performed implantations in the context of this work are listed in chapters 9.4
and 9.5 as well as in [29].

6.6 New process control for the implantation

In order to replace the old process control for implantation and to be able to perform the
implantations automatically, an Arduino-based system was built. The requirements for the
control is that still a previously set fluence of the beam is automatically switched off when
this fluence is reached. The control and counting of the pulses, which the current integrator
sends back, is now done by an Arduino and not, as before, by a desktop PC. The advantage
of this is that the Arduino only runs this one program and is therefore not disturbed by any
background processes and therefore may not register pulses.

6.6.1 Hardware

The hardware consists of a Funduino Mega 2560, which is identical in construction to the
Arduino Mega 2560. Furthermore, a keypad for entering the necessary parameters and an
LCD monitor as a display.
The control of the power supply units is done via a fiber optic cable, because some of them are
on 30 kV potential and therefore can not be controlled with an analog signal. For the switching
of the beam deflector it is only necessary to switch a Transistor-Transistor-Logik (TTL) signal
from 0 V to 5V. For the control of the current integrator, a certain bit sequence must be
switched and a trigger signal must be set. The circuit diagram of the new control is shown
in Figure 6.15. The connector describes the transition to the previously existing switch box in
which the TTL signals are converted into light pulses. To count the pulses a capacitor with
1 nF is connected parallel to the input pin to intercept possible reflections and disturbances of
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the signal.

Funduino Mega 2560 The Funduino Mega is a mircocontroller board, which is identical
in construction to the Arduino Mega 2560. It has 54 digital input/output pins which can be
switched between 0 V and 5 V. It also has 16 analog inputs, several ground pins and power
supplies of 3.3 V and 5 V. It can be controlled via USB and the Arduino IDE software can
be used for programming. The programming language very close to C++. As a stand alone
system it can be powered by a 9 V 1 A power supply.
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Figure 6.15: Circuit diagram of the new process control. The signals gets converted to light pulses,
which then are transmitted to the beam-deflect control unit, the current integrator or
the magnet control unit.

6.6.2 Program

In the following, the program will be described briefly. After starting the Funduino, the beam
deflector is switched on to avoid a too early irradiation of the sample. Afterwards the fluence
can be set in 1012 at/cm2 steps and the current regime of the current integrator must be
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selected. The total charge needed and the number of pulses sent by the current integrator
to reach the charge is calculated. After confirmation the Beam Deflector is switched off, the
internal time is stored and the pulses are counted. After reaching the required charge, the
beam deflector is switched on again automatically and the time difference of the implantation
is determined and output. The values are entered via the connected keypad and the calculated
values, the implantation progress and the total implantation time are displayed on the LCD
monitor. For direct communication of the Arduino with the current integrator the outputs of
the Funduino are connected directly to optocouplers, which send the light pulses to the current
integrator. In addition, the counting signal is also sent directly to the Funduino and read out.
With this setup, the old electronic is no more necessary, and the system is therefore less
error-prone. There was the possibility that more interfering pulses were caught and additional
counting pulses were generated. In addition, it could happen that a spark in the accelerator
has reset the current integrator and thus the current range was lost.

Code The complete Arduino Code can be found in the appendix 10. A brief explanation
follows here. First the Wire [134], the LiquidCrystal_I2C [135] and the Keypad library must be
loaded, to connect to the LCD screen and the Keypad. Afterwards the Keypad is implemented
by defining the rows and columns. After defining the needed variables, the void setup, which
will be executed once the Arduino is turn on, is implemented. Here, the used Pins get defined
and the LCD screen gets initiated. Furthermore, storage are reserved for the Input of variables
likes the fluence and the current regime. At the end the beam deflector is turned on to avoid
unintentional irradiation of the sample.
The main loop program is defined in void loop. First, all variables are set to 0 to reset the
program from previous implantations. After this, the query of the desired fluence starts which
is entered via the keypad in 1012 at/cm2. For this the program is paused until an input is made.
The numbers of the keypad are stored in your array and after confirmation of the fluence is
converted into an Int value. The same procedure is repeated for the input of the current
regime in nA. After confirmation the necessary pins are switched to 5 V and then the trigger is
set to switch the current integrator to the correct regime. Afterwards the program pauses until
a new confirmation via the keypad. If this is done, the current system time is read out and
the beam deflector is switched to start the implantation. The program calculates the required
counts of the integrator from the entered fluence and the current range. Then, the program
runs through a loop in which the current counts are read out until the required number is
reached. Furthermore, trigger signals are repeatedly sent to the integrator in the loop, since
the current range can be switched over by sparks from the accelerator. By constantly resetting
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the current range at the integrator, such an error is corrected within a few milliseconds, thus
ensuring correct current measurement. The counting function is done by an interrupt circuit,
because the Arduino has only one thread, no two functions can run at the same time. The
interrupt is triggered when a signal arrives at pin 3 and causes the void count function to be
called, which increments the current counts by one. After reaching the desired counts, the
beam deflector is switched to end the implantation and the system time is read out again to
determine the total time of the implantation from the values of the times and then to show
it on the display. After pressing a key again, the program switches back to standby and the
next implantation can be set. To set the current regime, digital signal consisting of a 9 pulse
signal, must be send to the current integrator. The length of the individual pulses subsequently
determines the regime set. A distinction is made between a pulse length of 0.3 ms and 0.15 ms
and a pause between the pulses of 0.35 ms and 0.5 ms. The total duration of the signal is
always the same. After starting the implantation, the signal is sent to the current integrator
every 6 ms to compensate for any reset due to sparks.

Film growth In addition to the implantation of a single ion type, there is also the possibility
of film growth of different elements, such as BN films. For this purpose, the respective fluence
of the individual elements is also specified. Since film growth involves significantly higher
fluence (3 × 1015 at/cm2 corresponds roughly to one atomic layer), the unit 1015 at/cm2 is used
here. In order to switch between the different masses during irradiation, up to four masses can
be preset on the control unit of the magnet, whereas in the current version, only two masses
can be set using the program. A light pulse can then be used to switch between these masses.
In order to grow a homogeneous film, the mass is changed every 1 × 1015 at/cm2, therefore
only a fraction of an atomic layer is grown with the same element and a good intermixing is
guaranteed. After reaching the set total fluence, the beam is automatically switched off again.
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7 IMINTDYN

In the following chapter a description of the program for simulating ion implantations named
IMINTDYN [26, 123] is provided. Most of the new features and how they are calculated within
the program are published in [26]. Here only a short description is given, about the features,
which are of special importance for the simulation of implantations in 2D materials. A more
detailed description can be found in [26].

The program is based on SDTrimSP [27] and was written by Hans Hofsäss, with numerous
ideas and suggestions for program features, like the use and handling of vacancies (sec. 7.3)
or the fixed layer density feature (sec. 7.4) arising from collaborative discussions. It is a binary
collision approximation (BCA) Monte-Carlo program, which is able to dynamically adjust the
composition during the simulation. Thus, scattering of ions at already implanted atoms can
be taken into account. In the following, the features of the program are explained in detail and
their physical justification is given. Most of these features are also described in [26]. Since
IMINTDYN only uses the BCA approach in its simulations, and only assumes an amorphous
target structure, the general implantation behavior can be simulated and a good estimate of
the penetration depth, energy loss and collision cascade can be calculated, but no accurate
prediction of the type of damage to the sample can be obtained. For example, it is not possible
to say if and which lattice site will be occupied by a foreign atom. This is due to the fact that
no exact diffusion behavior and no chemical processes can be simulated. However, since the
implantation simulation is only a momentary recording and the collision cascade ends after
a few femtoseconds (speed of 20 eV C corresponds to 0.18 Å/ f s), it can be assumed that
chemical processes do not play a major role during the implantation and the collision cascade.

Different simulations of implantations in graphene, with and without substrate, MoSe2 and
MoS2 were performed to get an understanding of implantations in 2D materials can be found
in ch. 8.
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7.1 Binary collision approximation

The binary collision approximation is a concept for the numerical calculation of ion-solid inter-
actions in simulation programs. Here, only single collisions between the ion and a target atom
are considered. Between the collisions, the ions continue to fly on straight-line trajectories.
The mean free path λ is calculated by λ = N−1/3 and therefore is determined by the target
density. In this way a higher density leads to a shorter free path length between two collisions.
At each collision an energy loss take place and the ion decelerates, until a critical energy is
reached and the simulation of this ion stops. This energy is the so-called cutoff energy.
For the calculation of the collision, an important factor is the impact parameter (cf. ch. 3.1).
It indicates the minimum distance between the two particles involved in the collision. Thus, it
has a large influence on the collision kinematics and therefore on the energy transfer between
the particles. For the collisions, cylinders with volume V are chosen with V = N−1 = λπb2

max

[26], where N describes the atom density of the target, λ the mean free path length and πb2
max

the cross section area. The choice of V = N−1 ensures that there is only one target atom in
the cylinder.
The collision is always assumed to be elastic, which can be justified by the fact that the target
atom is bound in the potential minimum at the moment of the collision and thus no repulsion
force is present. If not enough energy is transferred to a target atom to overcome its binding
energy during a collision, i.e. no recoil is generated, the momentum which would have to be
transferred to the individual atom is transferred to the entire target in the context of momen-
tum conservation.

A Monte Carlo simulation is used to simulate the collisions of the ions with the nuclei of the
sample. To accomplish this, each atom of the sample is first divided into a unit cell in which
the interactions are calculated. Four random numbers R1−4 are used for this calculation. One
(R1) to determine the mass of the atom in the unit cell, taking into account the composition
of the sample. A second, which reflects the impact parameter, where b = bmax ·

√
R2. The

third, which will have influence of the free flight distance L of the ion, can be calculated via
L = R3/nπbmax, where n indicates the atomic density. And a last one, which determines the
azimuth angle ϕ = R4 · 2π of the further flight path of the ion [70].
Examples of BCA monte carlo programs on ion-solid interaction are SRIM [70], Tridyn[136],
SDTrimSP [27] and IMINTDYN [26, 123]. SRIM in particular is widely used because of its
ease of use graphical user interface, however, it is not suitable for the calculation of ultra-
low energy ion irradiations due to internal assumptions and estimations and therefore, do
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not properly predict the implantations profiles. The physics used in BCA simulations for the
ion-solid interaction is described in much detail in the book from Eckstein [60].
The target in the simulations is always assumed to be armoph independent of the actual target
structure. This is justified by the fact that in the course of the simulation, due to the damage
caused by the irradiation, a crystal structure also approaches an amorphous structure. In
any case, the calculation without crystal structure offers the advantage of saving a significant
amount of computing capacity.

7.2 Simultaneous Weak collisions

Especially with small impact parameters, it can happen that there are neighboring atoms in
the target with which a larger impact parameter exists. These would be neglected in normal
BCA simulations. At high ion energies, this can also be neglected, since the energy loss occurs
mainly through electronic energy loss (see ch. 3) and not through the collisions and thus
the nuclear energy loss. However, in simulations for less than 10 keV ion energy, the effect
of the weak collisions is significant, since the nuclear energy loss becomes more important.
If neglected, it can lead to an energy transfer per collision which is too small, and thus to a
significant overestimation of the penetration depth. To take this into account, n cylinders are
placed around the central cylinder, where n is the number of weak collisions considered, with
one atom per cylinder. In Fig. 7.1 the representation of the cylinders with n = 2 is given.

Figure 7.1: Illustrated here is the concept of simultaneous weak collisions, where coaxial ring cylinder
volumes hold exact one target atom each at random positions (depicted in black, red, and
green). The impact parameter, indicating the distance between the incoming projectile
and the target atom along the dashed axis, is randomly selected within the confines of
the inner and outer cylinder radius limits. The Figure was made by Hans Hofsäss and
published in [26] under the CC-BY 4.0 licence and slightly adapted.
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The maximum impact parameter Pmax is then calculated by

bmax(n) =
1√
π

N−1/3√n. (7.1)

If the initial scattering is a vacancy atom, further vacancies are neglected for the weak collisions.
For this, first the density of the target is adjusted accordingly, as if there were no vacancies in
the target and then again a target atom is randomly selected for the 1st and 2nd cylinder. The
atom density must be adjusted in this case, so that the impact parameter can be calculated
correctly, otherwise it would be artificially increased. For n > 0 one get n + 1 collisions per
BCA step. For IMINTDYN the default value of n = 2 is chosen, but can be adjusted if
necessary. The choice of n = 2 was made here, as the influence of weak collisions at larger
distances to the original collision center consistently diminishes. However, opting for a small
value of n allows for the optimization of computational time. The exact calculation and a
detailed description of the weak collisions in IMINTDYN can also be found in [26].

7.3 Vacancies

A new feature in IMINTDYN is the use of vacancies as target atoms. The vacancies appear
as target atoms and have the mass M = 0 and the atomic number Z = 0 [26]. If a projectile
hits a vacancy, the free flight path is doubled by taking into account weak collisions with
more distant massive target atoms. During a dynamic simulation, vacancies can be generated
and annihilated. Thus, a vacancy can be created when a collision take place and the target
atom in question receives more than the displacement energy. In turn, a vacancy can be
destroyed when a projectile stops in the immediate vicinity of a vacancy. This innovation
offers an immense advantage over other BCA programs such as SRIM or SDTrimSP. There,
vacancies are incremented as a simple counter without changing the target composition or
density. However, the vacancies can cause the range of the ions to increase significantly at
low energies (<10 keV). For the simulations of 2D materials the vacancy can also be used as
a filler atom or spacer, to simulate a crystal like target (see. 8.1.1). Since there is not yet
a theory for the vacancy formation probability under ion irradiation for simulations, different
methods can be applied. The formula for the calculation of the vacancy formation probabilty
pvac, which has been applied here is

pvac = qvac · (1 − cvac)
2, (7.2)
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where qvac is the general formation probability, which can be specified in the input file, and
cvac is the local vacancy concentration. Thus, the probability of creating another vacancy
decreases if there are already many vacancies in the layer. This formula gives good predictions
in experiments [26] (see. 7.9). For qvac in this work the value 1 was chosen, so that in principle
each impact with enough energy is transferred produces a vacancy. A detailed description of
the vacancy handling and calculation can be found in [26].

7.4 Fixed Layer Density

Another feature is the fixed layer density. In the case of implantations with gas atoms or
ions with a strongly different atom density compared to the target, it can happen that the
density of the individual layers is calculated incorrectly in the dynamic simulations. Since in
dynamic simulations the target is constantly updated during the simulation, the density is also
recalculated. If atoms with a significantly lower density are implanted, the density calculated
as the average value of all the atoms present in the layer may be significantly too low and
the program may decide to split a layer into two or to merge several layers together. This
can lead to the layer structure being mixed up, especially in the case of 2D materials. To
prevent this, the atom density of the individual layers is kept constant and the atom density
of the implanted ions is adjusted accordingly. The reason for this is that even gas atoms in
a graphene layer are not incorporated with their gas density but either replace a carbon atom
or occupy an intermediate lattice site and thus lead to lattice distortions but do not radically
change the atom density [26].

7.5 Displacement Energy

An important point for the calculation of the collision cascade and implantation profiles is the
so-called displacement energy. This energy must be overcome to release an atom from its
lattice place to act as a recoil. For IMINTDYN the displacement energy is set equal to the
sublimation energy. A justification for the choice in the case of graphene is given in chapter
4.
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7.6 Bulk Binding Model

Also new is the bulk binding energy model. In other BCA simulations, the surface binding
energy model is used. This was designed to better simulate sputtering processes. First, a
surface binding energy is assumed, which is added to the ion energy when entering the target.
If an atom leaves the target in the course of the collision cascade, i.e. is sputtered, this energy
is subtracted again and thus a different scattering behavior is achieved when the atom leaves
the surface. In contrast, in the bulk binding energy model no surface potential is assumed and
the ion gets no energy when entering the target. Instead, the sublimation energy is subtracted
from the recoil when it is generated. This describes the sputtering process as well as the
surface binding model but has a more physical justification [123].

7.7 Cutoff Energy

Another important point to calculate the penetration depth correctly, is the right choice of
the cutoff energy. This specifies when an ion is at rest and thus the collision cascade is
stopped. The cutoff energy used is expressed as 1/3 of the sublimation energy or 1 eV for gases
[26]. Too low cutoff energies of 0.1 eV as in TRIDYN [136] provide significantly overestimated
penetration depths [26]. On the other hand, if the cut off energy is set too high, a significant
portion of the collision cascade may not be captured and thus the penetration depth, recoil
production and sputter yield may be miscalculated.

7.8 Electronic stopping

Although in the implantations considered in this work the ion energy is very low and electronic
stopping is of little importance. The choice of the potential for electronic energy loss is
an much more important parameter for the simulations of implantations into 2D materials.
IMINTDYN offers, like SDTrimSP, the possibility to choose between different potentials, like
Lindhard-Sharf or Ziegler-Biersack-Littmark. IMINTDYN can also use the SRIM stopping
powers for all projectile target combinations [26]. The special feature of the SRIM data is that
they are not only based on theoretical models, such as the Lindhard-Scharf or the ZBL model,
but represent an interpolation of experimental data. This ensures a high accuracy, especially
at medium to high energies, since numerous measurement data are available in this energy
range. At low ion energies, unfortunately, there is little to no experimental data. However,
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this does not make the fit any less useful than the theoretical models, since it is not known
exactly which model is most accurate at the low energies.

7.9 Testing IMINTDYN with W implantation

To verify the correctness of the new features of IMINTDYN and the reasonable usage of
vacancies as a new target atom instead of adapting the atomic density, W implantations
were performed and then examined using High Resolution RBS. The experimental data and
analysis, together with an interpretation of the results can also be found in [26]. For this
study, the required implantations in ta-C were performed by the author of this thesis. The
measurements were done by Felix Junge and Hans Hofsäss and the simulations and the analysis
of the experimental data were carried out by Hans Hofsäss.

7.9.1 Experiment

For experimental verification, a ta-C layer on a Si substrate was implanted with W. Tungsten
was chosen because of its a high mass and because it reacts with the carbon to form tungsten
carbide, thus forming a stable composition inside the target which prevents diffusion of the
implanted W. Other elements such as Se or Ag tend to diffuse from the carbon layer to
the surface and subsequently leave the sample. Tungsten atoms react with the carbon at
the point where they come to rest and are therefore ideal for testing depth analyses. Two
implantations were performed sequentially. First, W was implanted with 10 keV and a fluence
of 1 × 1015 at/cm2. Then, W with an energy of 20 eV and the same fluence was implanted
to obtain a surface signal during HR-RBS measurement. In addition, a W layer prepared by
sputter deposition was examined to also determine the surface area in the energy spectrum
of the backscattered He atoms. For HR-RBS analysis, He+ ions with an energy of 446 keV
and a beam spot of 1 mm diameter were used. The electrostatic analyzer has an inner radius
of 300 mm and 6 mm plate spacing and comprises a 90◦ sector angle [107]. The energy
resolution of the analyzer system is ∆E/E = 0.5%. The scattering angle which was measured
is 127◦. The pressure in the analyzer was 2× 10−7 mbar, so the energy loss on the way to the
detector is negligible (cf. ch. 5.2.2). A description of the measurement setup is also given in
[26]. The simulations with IMINTDYN were performed accordingly. In addition, the expected
backscatter spectrum was simulated with IMINTDYN.
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7.9.2 Results and discussion

Figure 7.2 displays the results of the HR-RBS measurement, which are plotted alongside sim-
ulations. The simulations in Fig. 7.2a correspond to various parameters available in programs
such as SRIM or TRIDYN. Parameters that were investigated include a density change from
ta-C to a-C (graphitic) and cutoff energy EC. In this case, the chosen cutoff energy of
EC = 0.1 eV corresponds to the default value of TRIDYN. Additionally, a simulation was
conducted that corresponds to SRIM.
At first it is noticeable, that although the same fluence was used for both W implantations,
that the measured fluence in the deeper W layer (corresponding to the 10 keV), determined
via the integral of the measured signal, is about 25 % lower. This is due to the increased
production of secondary electrons leaving the sample, which distorts the current measurement
used to determine the fluence during implantation. With the 20 eV implantation on the one
hand significantly less secondary electrons are produced and on the other hand they have a
significantly lower energy, which is why they are directed back onto the sample by the negative
focusing lens for the target and cannot escape. The simulations show that the use of dynami-
cally produced vacancies significantly increases the range of the ions compared to a reduction
of the density of the ta-C layer. At a dynamic steady state concentration of 14 % vacancies,
the HR-RBS results can be simulated very well (Fig. 7.2b), while a reduction of the density
of ta-C to graphite does not agree with the measurements, even the overall density of the
ta-C and vacancies is higher then the density of graphite. Therefore, it can be concluded, that
the new feature of vacancies as target atoms, which can be generated and annihilated is an
important advantage, when it comes to the simulation of depth profiles. Another important
point is the use of simultaneous weak collisions. If these are not taken into account, the ion
ranges also increase significantly and cannot reproduce the results of the measurements. The
exact measurement results and their detailed interpretation can be also found in [26].
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Figure 7.2: (a) Comparison of the experimental W implantation HR-RBS spectrum to simulations
under various conditions.(b) Experimental W implantation HR-RBS spectrum and IM-
INTDYN simulation of W implantation into ta-C with the use of vacancy generation.
These graphs are also published in [26] and were slightly adapted.
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8 Implantation Simulations

The IMINTDYN code enables useful simulations of implantations into 2D materials to be
made. We discuss both graphene and TMDs to investigate the best implantation energy and
substrate effects. For all implantation simulations into 2D materials, the Kr-C potential [73],
which has been proven to be the most accurate at low energies and 2D materials and SRIM
stopping power data were used.

8.1 Graphene

8.1.1 Graphene structure

The graphene layer with layer spacing of 3.35 Å is simulated as a 1.1 Å thick carbon layer,
followed by two layers of vacancies each 1.1 Å thick. The deeper layers, and thus the substrate,
consist of SiO2. The sublimation energy of 7.428 eV is used as the displacement energy of
the carbon. This also corresponds to the vacancy formation energy of graphene [95]. To
take the lattice structure into account, even if IMINTDYN assumes the layers as amorphous,
the graphene layer was adjusted slightly to simulate the hexagonal arrangement of the atoms.
Because of the lattice structure there is the possibility that an ion flies through the middle of
the carbon ring without colliding with an atom. Therefore, the first layer in the simulation
consists of 2/3 C-atoms and 1/3 vacancies since two C-atoms and one empty center are to be
assigned to one carbon ring. The density of the layer, with a layer spacing of 3.35 Å, was then
increased to 0.4965 at/Å3, so that the atomic density of carbon atoms again corresponds to
graphene. In the interpretation of the results, however, it must be taken into account that the
first layer consists of only 66.7 % carbon followed by two layers consisting solely of vacancies.
It is worth emphasizing that when a high fluence is implanted, foreign atoms can annihilate
vacancies within the graphene layer, even if those vacancies were not initially formed through
recoil production. Thus, more vacancies are annihilated than created. This leads to an increase
of the actual atomic density in the simulation which could be significantly higher than the real
atomic density. However, the fluences used for the implantation simulations into graphene in
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this work are low enough that this effect is not relevant and can be neglected. In addition, not
only collisions with the atoms that can hit directly but also collisions with nearest neighbor
and next nearest neighbor atoms (weak collisions) were taken into account. The structure of
the simulated graphene is also described, just like the He implantations, in [29].
For the multilayer graphene, the same structure as for the single-layer graphene was assumed.
Thus, a graphene layer consists of a carbon layer with 33.3% vacancies, followed by two
complete vacancy layers. The atomic densities were adjusted to achieve a total carbon density
of 3.85 at/cm2. Figure 8.1 shows a schematic diagram of the graphene structure with the filler
vacancies. In addition, the side view is shown for a better illustration of the two vacancy
layers. A depth profile used as start condition for the simulations can be found in Fig. 9.7a in
chapter 9.5.

(a)

(b)

Figure 8.1: (a) Schematic top view of the graphene layer as used for the simulation, the open circles
symbolize filler vacancies. (b) Side view of the graphene layer as used for the simulation,
with one carbon layer and two vacancy layers.
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8.1.2 Simulation of optimal implantation energy

An important parameter for ion implantation is the energy of the ions. This is especially the
case for 2D materials, since deviations of only a few 10 eV can cause the ions to fly through
the layer and cause a lot of damage or actually come to rest in the uppermost atomic layers.
In order to find out which is the best energy, IMINTDYN simulations of B, N, Fe and Gd in
graphene on different substrates were performed. B and N were chosen since these elements
are can be used for p and n doping. Fe and Gd were chosen to study examples at different
atomic masses. The substrates studied were Cu, SiO2 and free-standing graphene. In addition,
bi-layer graphene on SiO2 and freestanding was considered. To find out the energy at which
the highest concentration of impurity atoms is present in the graphene layer, the simulations
were performed in 1 eV steps from 5-100 eV. Lower energies were not considered further, since
the ADONIS implanter cannot reliably provide such low energies.

In Figure 8.2 the atomic concentrations of the implanted atoms in the top graphene layer on
different substrates are plotted against the implantation energy.
It is noticeable that two maxima occur for B and N, with the first maximum at the energy at
which the first C can be dissolved from the lattice (sublimation energy of C) and occurs as a
recoil. The second maximum at higher energy occurs due to multiple scattering, both in the
graphene layer and by backscattering from the substrate. The comparison between B, N and
Fe shows that the maximum concentration in the graphene layer increases with higher atomic
mass. However, this trend does not continue, because firstly there is no maximum in Gd at
energy higher than 5 eV and secondly the concentration in the graphene is lower overall. To
find out what happens to the Gd compared to the Fe, the simulated implantation profiles of
Gd and Fe at an implantation energy of 10 eV and an implanted fluence of 5 × 1014 at/cm2 are
shown in Fig.8.3.
The first thing that stands out is that no C was removed from the lattice during the Gd im-
plantation with 10 eV and no C recoils were driven deeper into the material. This is due to the
fact that because of the large difference in mass, the maximum energy transferred from Gd to
C is not sufficient to overcome the sublimation energy. If the Gd then has enough energy to
remove carbon, the energy after the collision is still so great that the Gd is transmitted further
into the substrate or, in the case of free-standing graphene, into vacuum. It can also be seen
that in the case of iron, many atoms fly through the graphene structure and end up in the
first substrate layers. This is due to the hollow structure simulated by the filler vacancies. In
addition, Gd is so heavy that only forward scattering can take place, even on the substrate,
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(a) B concentration in the first graphene layer.

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 00 . 0 0

0 . 0 1

0 . 0 2

0 . 0 3

0 . 0 4

0 . 0 5

0 . 0 6

0 . 0 7

0 . 0 8

N a
tom

ic f
rac

tio
n

E n e r g y  [ e V ]

 F r e e s t a n d i n g
 S i O 2
 C u
 B i - L a y e r  F r e e s t a n d i n g
 B i - L a y e r  S i O 2

(b) N concentration in the first graphene layer.
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(c) Fe concentration in the first graphene layer.
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(d) Gd concentration in the first graphene layer.

Figure 8.2: Concentrations of impurity atoms (a) B, (b) N, (c) Fe, and (d) Gd in the top graphene
layer on different substrates after implantation with different energies and fluences of
5 × 1014 at/cm2.

so at least two collisions must take place for the Gd to be scattered back into the graphene.
Afterwards, the energy is so low that the highest vacancies are destroyed but no proper in-
corporation into the graphene takes place. The fact that atoms also come to rest in the
vacancy layers is due to the weak collisions. One would expect that when an atom hits a va-
cancy, it would just keep flying straight and not lose energy. However, due to the simulation of
the weak collisions, scattering with distant atoms takes place, which causes a small energy loss.

To find the energy at which most of the atoms end up in the C layer, a bi-Gaussian was fitted
to the peaks. The values for the implantation energy, at which most of the impurity atoms
come to rest in the graphene layer, are listed in Tab. 8.1.

It can be seen that the energy is independent of the substrate on which the graphene is
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Figure 8.3: (a) Simulated implantation profile of graphen on Cu after a 10e eV 5 × 1014 at/cm2 Gd
implantation. (b) Simulated implantation profile of graphen on Cu after a 10e eV 5 ×
1014 at/cm2 Fe implantation.

Table 8.1: Values for the implantation energy at which most of the implantation atoms are incor-
porated in the graphene layer on different substrates. The values are in eV.

B N Fe
Freestanding 10.3(2) 12.9(3) 8.3(3)

SiO2 10.2(2) 12.7(3) 8.3(3)
Cu 10.0(2) 12.4(1) 8.3(3)

Bi-layer freestanding 10.2(2) 12.6(3) 8.3(3)
Bi-layer on SiO2 10.2(2) 12.7(3) 8.2(3)

located. However, the substrate has an influence on the number of atoms that end up in the
layer, which is particularly significant at higher implantation energies. The reason for this is the
backscattering from the substrate. At lower energies, this is hardly significant, since many ions
lack the energy to reach the substrate or receive enough energy to get back into the graphene
layer after backscattering at the substrate. At higher energies, however, the backscattered
ions have enough energy to come to rest in the graphene. It is also clear that the heavier
the atoms in the substrate, the more ions are repelled. This is mainly due to the Rutherford
cross section, which is also increased for heavier (higher atomic number Z) collision partners
(see eq. 5.8). This explains the slower decay of the introduced implantation atoms in a Cu
substrate, compared to the SiO2 substrate.
An interesting finding is that the most sufficient energy for implantations is about 8-13 eV.
This energy is significantly lower than the 15-40 eV used for implantations (see ch. 9). This
is because, the maximum possible implantation energy is always fixed during implantation
and but ions with lower energy will be also present in the beam (see section 6.4.1.1). In
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addition, the simulation does not distinguish between substitutionally implanted atoms and
atoms simply located in the layer, since IMINTDYN assumes the sample to be amorphous
and thus the type of defect created cannot be determined. Therefore, it is possible that filler
vacancies are simply filled with implanted atoms without removing a carbon atom. These are
then barely bound and could subsequently diffuse out of the sample in a mobile manner. The
same applies to adatoms, which are assigned to the top layer in the simulation but are not
bound in the graphene. Thus, although the penetration depth of the ions can be determined
very well from the simulations, it is not possible to say whether these ions really remain at this
location after implantation.

8.1.3 Substrate recoils

Another effect that can be studied is the damage to graphene caused by the introduction of
recoils from the substrate. For this purpose, the same simulations were used and the proportion
of substrate atoms in the graphene layer was analyzed. In Fig. 8.4, the concentrations of the
substrate atoms in the uppermost graphene layer are plotted.
It can be seen that the concentration of substrate atoms in the graphene layer increases with
increasing implantation energy. This is because, on the one hand, more ions can penetrate
into the substrate and start the collisions cascade there and, on the other hand, more energy
can be transferred to the substrate atoms, which can then form recoils and finally be sputtered
into the graphene. The concentration decreases with increasing ion mass. Presumably, this
is due to momentum, which is forward in the simulation and larger for heavy ions. Thus,
scattering angles in the forward direction are preferred for heavier ions. It can be seen that
in all investigated cases the Cu concentration from 40 eV implantation energy onwards is
higher than the summed concentration of Si and O from the SiO2. This is mainly due to the
higher mass of the Cu and therefore increased scattering cross section. From the substrate
behind the bi-layer graphene, a slight increase can be observed only at high energies and at
B implantation. This is hardly surprising, since the concentrations in the uppermost graphene
layer were investigated here, and thus the substrate atoms must first overcome a carbon layer
again. It can also be deduced from this that implantation should be carried out with as little
energy as possible, the concentration of substrate atoms in the graphene can already exceed
1 % at 50 eV and thus a non-negligible proportion of substrate atoms can be incorporated
into the graphene. Above 100 eV the concentration of substrate atoms can even exceed the
number of implanted atoms. Again, it must be emphasized that these atoms are not necessarily
bound in the graphene but can also occupy filler vacancies without significantly damaging the
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(a) After B implantation.
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(b) After N implantation.
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(c) After Fe implantation.

2 0 4 0 6 0 8 0 1 0 00 . 0 0 0

0 . 0 0 5

0 . 0 1 0

0 . 0 1 5

0 . 0 2 0

0 . 0 2 5

0 . 0 3 0

0 . 0 3 5

0 . 0 4 0

Fra
ctio

n s
ub

str
ate

 at
om

s

E n e r g y  [ e V ]

 S i O 2
 C u
 B i - S i O 2

(d) After Gd implantation.

Figure 8.4: Concentrations of substrate atoms in the top graphene layer on different substrates after
(a) B, (b) N, (c) Fe, and (d) Gd implantation with different energies and a constant
fluence of 5 × 1014 at/cm2.

graphene. To keep the concentration of substrate atoms as low as possible, one could consider
using bi-layer graphene and transferring the top layer after implantation. This way, one would
have at most C atoms sputtered back into the graphene, which could heal defects (vacancies,
holes, etc.) created in an annealing step. The top layer would then have to be lifted off and
transferred again, which would be a much more complex procedure than using the implanted
sample directly after implantation.

8.1.4 Water on Graphene

In order to investigate the effect of a water film on the graphene layer, simulations were carried
out, in which the energies of 5-100 eV were simulated in each case. Since the water on the
sample is in the form of ice in a vacuum, the density of ice was assumed. Different thicknesses

81



CHAPTER 8. IMPLANTATION SIMULATIONS

from 1.1 Å to 22 Å were simulated with a B fluence of 1 × 1014 at/cm2.
In Figure 8.5a, the boron concentrations in the graphene layer against the used implantation
energy is presented for different ice layer thicknesses. It can be seen that again two maxima
of boron in the first layer occur at different energies. Furthermore, these maxima shift to
values of higher energy, which makes sense insofar as the boron ions are slowed down in the
ice film. The energies of the two maxima were plotted against the ice thickness and fitted
linearly to obtain a correlation between the two values (see. Fig 8.6). Here it can be seen that
for each Å ice about 1 eV more must be applied for the first and around 2 eV for the second
maximum. In addition, it can be seen with the higher ice thicknesses that the required energy
decreases again with increasing fluence during the simulation, which is due to the sputtering
of the ice film. Although this effect is rather small in the typical fluences used for doping
2D materials and can be largely neglected. Furthermore, the ice film has great influence on
the concentration of boron in the graphene layer. Thus, the overall maximum concentration
without water film is about 1.3% and drops significantly at 22 Å to 0.3%. It can be clearly
seen that the first peak increasingly disappears, which indicates that single scattering events
of boron in graphene hardly occur and the boron ends up in the graphene through multiple
scattering. Another important point is the formation of recoils. When boron hits the water
molecules, both hydrogen and oxygen recoils are formed, which are then also incorporated into
the graphene. Figure 8.5b shows the concentrations of H and O from the ice together with
the B in the graphene at different B implantation energies for a fluence of 1 × 1014 at/cm2.
Here it can be seen that a significant fraction of oxygen and hydrogen is introduced into the
graphene and in some cases exceeds the boron concentration, making the oxygen impurity the
main dopant element.
To get an even better impression of the distribution of the B and Ice layer atoms, Fig.8.7
shows the depth profile after a 40 eV 5 × 1014 at/cm2 B implantation in a sample with 11 Å
ice on the surface. Even if the 40 eV corresponds approximately to the energy, the maximum
concentration in the graphene, one recognizes that most B atoms are directly in front of the
graphene in the water film. Furthermore, there is again an increase of the B concentration
in the substrate, which is related to the fact that due to the filler vacancies many B atoms
fly through the graphene and are only effectively stopped in the substrate. The same is valid
for the H and O recoils from the water film. In addition, it can be concluded that at 40 eV
enough energy is also transferred to the C atoms so that C recoils are also implanted into the
substrate. A small fraction of the C atoms is also sputtered back into the water film.
These results show, that the usage of a capping layer on top of the graphene leads to a
significant amount of recoil atoms in the graphene and is therefore to avoid. If a physical
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Figure 8.5: (a) Boron atomic fraction vs. the ion energy in the graphene layer, when it is covered
with water green and implanted with 1 × 1014 at/cm2. (b) Atomic fraction of foreign
atoms in the graphene layer after the implantation of 1× 1014 at/cm2 B and a ice thickness
of 1.1 nm.
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Figure 8.6: (a) Optimal B energy for the first maximum of B fraction for implantation in graphene
when an ice layer is present. (b) Best B energy for second maximum in B concentration,
if ice would be on the graphene.

mask in the form of a layer on the graphene is used, it must be ensured that this layer is much
thicker than the penetration depth of the ions, so that all recoils also remain trapped inside
this layer. A capping layer to achieve a deceleration of the ions, as some groups strive for [14],
leads to a significant contamination with foreign atoms, wherefore a deceleration of the ions
should occur in front of the sample using electrostatic lenses or, like in our case, putting the
sample on high potential. Furthermore, it can be assumed that there is no water film on the
sample during implantation at room temperature, since no additional oxygen was detected in
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the graphene after implantation using Auger electron spectroscopy.
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Figure 8.7: Implantation profile of a 5× 1014 at/cm2 B implantation with 40 eV in a graphene sample,
which is covered with 1.1 nm ice.

8.2 TMDs

Another group of 2D materials modified by ULE ion implantation are transition metal dichalco-
genides (TMDs). For this reason, the implantation of MoS2 and MoSe2 was also investigated
using IMINTDYN. The question considered here is whether implantation modifies the ventral
or posterior layer of the chalcogenes.
Although IMINTDYN cannot simulate crystal structure, a trick similar to that used for graphene
was used to simulate the TMDs. Looking at the structure of MoS2, one find that it is also
composed of hexagons, with only 3 of the atomic sites per layer occupied, resulting in a va-
cancy concentration of 66.7 % (1/3 through the unoccupied atomic sites +1/3 through the
center of the ring per 1 whole atom per ring). In addition, a comparison of the two simulation
methods (with and without vacancies) was performed to illustrate the influence of the crystal
structure. For the initial configuration, 3 layers of chalcogen on 3 layers of Mo on another
3 layers of chalcogen were selected. The thickness of each layer is 0.72 Å and the atomic
density was adjusted according to the selected vacancy concentration to get the right number
of atoms per layer. In Fig. 8.8a and 8.8b the initial depth profiles for MoS2 in SiO2 with and
without filler vacancies are plotted. For MoSe2 the configuration would be identical except
that Se was used instead of S.
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Figure 8.8: Start configuration of the bulk TMD target (a) without filler vacancies and (b) with
filler vacancies.

8.2.1 Cr in MoS2

For the investigation of MoS2, Cr was chosen as implantation atoms since these implantations
were performed in the past to study transition metal substitution [22]. Here was investigated,
at which energy most ions are implanted into the upper S layer firstly or into the lower
S layer secondly. The sample system studied was free-standing MoS2, 10 layers of MoS2,
which corresponds to the bulk at the energies considered, and MoS2 on SiO2. The values
for the concentration were averaged over the 3 layers of one atom species, wich form one
composed layer in each case. To investigate the influence of the vacancies on the simulation,
the simulations were also performed without previously set filler vacancies, similar to SDTrimSP
simulations. In order to have a better comparison between the use of filler vacancies and
without their use, the vacancies were excluded for the evaluation of the atomic percentages.
The same was made for the creation of the implantation profiles to ensure better comparability.
In Fig. 8.9 the atomic percentages in the first and second chalcogen layer (S layer) are plotted
versus the implantation energy.
First of all, for the implantation in the top layer (8.9a and 8.9b), there is no difference between
the used substrates or even freestanding films, mainly due to the fact that the structure
consisting of 3 atomic layers already acts as a substrate itself on which the ions can be
scattered back. The effect of decreasing Cr concentration with increasing energy can be seen,
which is due to the generally higher penetration depth at higher implantation energies. A
difference between the use of filler vacancies and without can hardly be detected. A small
difference concerns the course of the concentration curves, which decrease somewhat faster,
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Figure 8.9: Cr atomic fraction in the S layer versus implantation energy for MoS2 on different
substrate materials. (a) Top sulfur layer without filler vacancies and (b) top S layer
with filler vacancies. (c) and (d) the 2nd sulfur layer without (c) and with (d) filler
vacancies, respectively.The simulation was performed with a fluence of 5 × 1014 at/cm2.

when filler vacancies are used. This is due to the fact that at higher energies, the ions can
penetrate deeper into the material through the vacancies, since the ions are hardly deflected
when they hit a vacancy, only due to weak collisions, and lose less to no energy. However, the
concentrations are very similar and almost identical, especially at low energies.
When looking at the Cr concentration in the second S layer, a clear difference can be seen
between the individual substances. This is mainly due to the fact that this is the last layer
of the first MoS2 layer. Thus, substrate effects are clearly more present. In the case of
the free-standing MoS2, the concentration is significantly reduced, since the ions cannot be
scattered back from substrate atoms after passing through this layer. There is also a clear
difference between the refinement of filler vacancies and without their refinement. The SiO2

has a much stronger influence on the concentration in the second S layer than when a bulk
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material of MoS2 is considered. This is due to the fact that in the simulated SiO2 there are no
vacancies in the crystal structure and thus each impact occurs at an atom. If MoS2 is used as
a substituent, this still implies a high concentration of filler vacancies where the ions cannot
be reflected. Looking at 8.9c where the filler vacancies are not used, the concentration of the
bulk material is similar to the concentration of SiO2, because the ions can be reflected with
each BCA step at an atom. Another difference concerns the energy at which the respective
maximum Cr is reached in the layer. This is somewhat lower when using the vacancies, which
is due to the fact that the ions have a slightly increased penetration depth overall and thus
less energy is sufficient to penetrate the layer. Additionally, it can be seen that the general
concentration is higher when filler vacancies are used, than when they are not. To explain
this, one can have a look at the implantation profile over the entire target. In Fig. 8.10 the
depth profiles after implantation of Cr in MoS2 with and without filler vacancies are shown.
The vacancies were excluded from the evaluation to allow a better comparison. A fluence of
5× 1014 at/cm2 at an energy of 25 eV was simulated. The target was 10 layers of MoS2, which
corresponds to bulk behavior at these low implantation energies.
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Figure 8.10: Implantation profiles of 25 eV Cr in MoS2 at a fluence of 5 × 1014 at/cm2 without (a)
and with (b) the consideration of filler vacancies.

Here it can be seen that due to the vacancies in the system (8.10b), the penetration depth
of the Cr ions is somewhat greater than in the system without vacancies. This is due to the
fact that when a Cr ion hits a vacancy, its flight distance almost doubles. In contrast, in the
system without vacancies, a much stronger Cr incooperation into the upper layers is observed
and a stronger mixing and damage of the individual layers is visible, so that an alloy is formed
between the Mo and the second S layer rather than separate layers of S and Mo. Without
vacancies, the Mo layer acts as a strong barrier due to the exorbitant mass of the Mo atoms,
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which ensures that the Cr cannot penetrate further into the layer and thus collects especially
at the interface between the first S and the O. The empty spaces show that the second MoS2

layer is also implanted.

8.2.2 S in MoSe2

For the investigation of MoSe2, S was chosen as the implantation atom since these implan-
tations are currently performed in coorperation with the group of Beata Kardynal from the
Research center Jülich1 and with the University of Duisburg-Essen with the group of Marika
Schleberger2. It is also investigated at which energy most of the implantation atoms are im-
planted into the upper Se layer or into the lower Se layer on the one hand and possibly replace
the Se on the other hand. The sample system used was again freestanding MoSe2, 10 layers
of MoSe2, which corresponds to the bulk at the energies considered, and MoSe2 on SiO2.
The values for the concentration were averaged over the 3 layers of one atom species in each
case. To investigate the influence of the vacancies on the simulation, the simulations were
also performed without previously set filler vacancies, similar to SDTrimSP simulations. In
order to have a better comparison between the use of filler vacancies and without its use, the
vacancies were excluded for the evaluation of the atomic percentages. In Fig. 8.11 the atomic
percentages in the first and second chalcogen layer (Se layer) are shown versus the simulated
implantation energy.
In the case of S implantation, the concentrations in the uppermost Se layer again hardly differ
between the use of filler vacancies or their omission, although a slightly increased concentration
is measured when calculating without filler vacancies. In addition, there is a slight difference
between the freestanding and the bulk material in this case. The increase of the substrate
effects in the 2nd Se layer can again be explained by the fact that this is the last layer of the
MoSe2 layer and therefore the substrate is present afterwards. The difference between the
substrates again follows the same trend as for Cr implantation in MoS2.
In Fig. 8.12 the depth profiles after implantation of S with and without filler vacancies are
plotted. The vacancies were excluded from the evaluation to allow a better comparison. In
each case, a fluence of 5 × 1014 at/cm2 was simulated at an energy of 25 eV. The target was
10 layers of MoSe2, which corresponds to bulk behavior at these low implantation energies.
Similar results to Cr implantation in MoS2 (8.2.1) are observed here. There is also significant
mixing of individual atomic layers if filler vacancies are not considered, and a less damaging

1https://www.fz-juelich.de/de/pgi/pgi-9/forschung/arbeitsgruppen/
liste-aller-arbeitsgruppen/quantenphotonik-ag-kardynal

2https://www.uni-due.de/physik/schleberger
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Figure 8.11: S atomic fraction in the Se layer versus implantation energy for MoSe2 on different
substrate materials. (a) Top Se layer without filler vacancies and (b) top Se layer with
filler vacancies. (c) 2nd Se layer without and with (d) filler vacancies, respectively.The
simulation was performed with a fluence of 5 × 1014 at/cm2.

and uniform implantation profile if they are considered. The S also accumulates at the alloyed
interface between Mo and Se with a strong damage in the first Mo layer. The damage to the
entire system is also significantly increased without the vacancies and can be measured down to
deeper layers which results from the generated recoils. Again, the results with filler vacancies
are more likely and closer to reality, which is why the use of filler vacancies in the simulation
of TMDs is always advantageous and should be carried out. In addition, it is advantageous
to incorporate the individual atomic layers separately in the target in order to obtain a more
precise implantation profile, which is not possible with a mixed target without observing the
spatial arrangement of metal and chalcogen layers. In this way, it is easier to distinguish in
which exact layer to implant and not only to calculate a general penetration depth. It should
be mentioned again that the simulations only reflect the moment directly after implantation
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Figure 8.12: Implantation profiles of 25 eV S in MoSe2 at a fluence of 5 × 1014 at/cm2 without (a)
and with (b) the consideration of filler vacancies.

and cannot calculate chemical processes, annealing processes and the crystal structure and
type of damage. Nevertheless, it provides a good indication of the energy that should be used
for implantation and the extent of damage that can be expected in the material. However, it
is not possible to distinguish whether the atoms introduced are substitutionally incorporated,
interstitial or adatoms.

8.2.3 Capping layer on MoSe2

Another proposed method for implantation in 2D materials is the use of a capping layer,
through which high-energy ions are decelerated to stop at a defined depth [14]. To investigate
this possibility, and in particular the number of recoils generated from the capping layer, the
implantation performed in [14] was simulated using IMINTDYN. In the study, a 6 nm thick
Si3N4 layer was deposited on MoSe2 flakes and then irradiated with 7 keV Cl+ ions at a fluence
of 5 × 1014 at/cm2 to obtain n-doping of MoSe2 by the incoperation of Cl. The substrate on
which the MoSe2 flakes were placed was also Si3N4.
The system was simulated using IMINTDYN, modeling the MoSe2 with filler vacancies as
before (see 8.2 and 8.2.2). In Fig. 8.13 the simulated implantation profile after irradiation is
shown. It can be seen that the majority of Cl ions are indeed present at the interface between
Si3N4 and MoSe2. However, the clearest results include the recoils from the capping layer.
Thus, the concentration of Si and N in the top layers of the MoSe2 flake is significantly higher
than that of Cl. The fraction of Cl of all impurity atoms (Cl, Si and N) in MoSe2 over the
whole thickness, is only 13 % while Si accounts for 33% and N for 54%. Therefore, it is not
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Figure 8.13: With IMINTDYN simulated implantation profile of 7 keV Cl ions with a fluence of
5 × 1014 at/cm2 in MoSe2 through a 6 nm thick Si3N4 capping layer. A clear recoil
production can be seen dominating the doping in MoSe2.

possible to say from which foreign atom the observed effects occur. However, it can be said
that this method is highly unsuitable for performing clean implantation in 2D materials.
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9 ULE-Implantations into Graphene

In this chapter, the implantations in graphene, which have been performed in the context
of this thesis, will be discussed. These include some which have already been published
[20, 21, 28, 29] and test studies to implant a lateral pn-junction in graphene. In [20, 21, 28]
the implantation of the samples was performed in Göttingen within the framework of this work
and the measurements and analysis were carried out by the group of Lino da Costa Pereira
from KU Leuven. Since the analysis was done by other people, only the most important
findings will be presented here.
In the following studies, the Raman measurements were performed with a confocal Raman
microscope equipped wit a 532 nm Nd:YAG laser with a maximum power of 1 mW. The STM
measurements were done using an Unisoku USM1000, an Omicron LT STM and an Unisoki
USM1500. For the XPS measurements the SuperESCA beamline at the Elettra synchrotron
in Trieste was used. The ARPES measurements were also performed at the synchrotron in
Trieste using the BaDElPh beamline. The SKPM measurements were done in Göttingen by
the author of this thesis.

9.1 Noble gas nanobubbles in graphene

The statements of this section are published in [28]. For this study, the required implantations
in graphene were performed in Göttingen by Felix Junge and Manuel Auge. The evaluation
and measurements were done in the group of Lino da Costa Pereira at KU Leuven. The
manuscript was primarily written by Renan Villarreal and Pin-Cheng Lin. This study unveils
the formation of graphene nanobubbles, which possess a remarkable radius smaller than 1 nm
and are filled with He, Ne, and Ar and were produced by ultra-low energy ion implantation.

9.1.1 Experiment

CVD grown mono layer graphene on copper and platinum was implanted using ultra-low
energy ion implantation. The implantation of the noble gases He, Ne and Ar was investigated.
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The implantation energy was 25 eV and each irradiation was done with a fluence of 1 ×
1015 at/cm2. The implantations were performed at room temperature and a typical pressure
of 5 × 10−8 mbar with a base pressure in the chamber of 5 × 10−9 mbar. For subsequent
examination, STM and Raman measurements were performed together with MD and DFT
simulations. Here STM were used to measure the dimensions of the noble gas bubbles and
the MD simulations to calculate the pressure inside the bubbles. The measurements were
conducted without any prior thermal cleaning. For more details see [28].

9.1.2 Results and discussion

Implantation as described above of graphene grown on Pt substrates produced nanobubbles
whereas none were found for graphene on copper substrates. The observation suggests that
only atoms trapped within defects become immobilized as intercalated species, while the rest
are likely to escape through defects in the graphene, such as holes. The MD simulations
confirm the presence of bubble instability in graphene on Cu. This may be due to the fact
that the bond between graphene and copper is much weaker than that between graphene
and platinum (0.045 eV/Å2[137] vs. 0.251 eV/Å2[138]) and this bond cannot withstand the
high pressure exerted by the bubbles. With STM the bubble sizes of less than 1 nm and
more than 1 nm could be observed, which lead to a pressure, accordingly to MD simulations
of up to 30 GPa. In summary, nanobubbles of different sizes were generated on graphene
using noble gas ions, with stability observed on Pt but not on Cu substrates. The scaling
behavior previously observed for larger bubbles broke down as the bubble size approached
subnanometer scales. The characteristics and stability of the nanobubbles were attributed to
the adhesion energies between graphene, the substrate, and the trapped noble gas element.
The nanobubbles induced significant strain on the graphene, reaching levels of approximately
10%. MD calculations provided insights into the spatial distribution of trapped atoms, bubble
morphology, and estimated van der Waals pressures exceeding 30 GPa in the smallest bubbles.
In Fig. 9.1 STM images of the nanobubbles in graphene after the noble gas irradiation is
displayed. The exact measurement results and their detailed interpretation can be found in
[28].
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Figure 9.1: STM images displaying (a) He, (b) Ne, and (c) Ar bubbles within the graphene on Pt.
Additionally, (d,e) STM micrographs, capturing areas of 20 × 20 nm2 and 10 × 10 nm2,
respectively, with atomic-level resolution, showcasing the continuous atomic lattice of
graphene, especially above the bubbles. The Figure was made by Renan Villarreal and
published in [28] under the CC-BY 4.0 licence.

9.2 Thermal Annealing of Mn implanted graphene

The statements of this section are published in [20]. For this study, the required implantations
in graphene were performed in Göttingen by Felix Junge and Manuel Auge. The evaluation
and measurements were performed in the group of Lino da Costa Pereira at KU Leuven. The
manuscript was primarily written by Pin-Cheng Lin and Renan Villarreal. In this study the
effects of thermal annealing of Mn implanted CVD grown graphene is investigated. It was
found that a minimum temperature of 525◦C is necessary to recover from implantation-induced
disorder.

9.2.1 Experiment

CVD grown mono layer graphene was implanted with 40 eV Mn. The fluence used was 1.5 ×
1014 at/cm2. Implantation took place at room temperature. The samples underwent analysis in
their initial implanted state and were further examined following successive annealing processes
conducted under ultrahigh vacuum conditions (<5 × 10−8 mbar), reaching temperatures up
to 700◦C. For comparison, unimplanted samples were also measured. Subsequently, STM,
Raman, LEED, ARPES and XPS measurements were performed to investigate the graphene,
where the XPS, LEED, ARPES and STM measurements were performed in UHV. For more
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details see [20]

9.2.2 Results and discussion

To investigate the surface cleaning by post annealing, XPS measurements were performed and
show a reduction in O on the surface after annealing at 200◦C and again after annealing at
425◦C. The XPS measurements also reveal no significant change in the Mn content between
the as implanted sample and the annealed one, regardless of temperature (up to 700◦C).
The LEED measurements show, that following a 20-minute annealing process at 425◦C, the
diffraction spots of graphene exhibited a notable improvement in sharpness, and the Moiré
pattern resulting from the interaction between graphene and Cu(111) became visible, which
also indicates a significant surface cleaning took place. To provide a more direct and quanti-
tative characterization of implantation-induced disorder and its recovery, Raman spectroscopy
was employed. As the annealing temperature increased, the disorder-related bands decreased
in intensity, with significant recovery observed at 525◦C and near-pristine graphene achieved at
700◦C. These findings were consistent with previous reports and supported by STM imaging,
which showed a well-ordered graphene lattice and Moiré superstructure in annealed samples.
For Mn-implanted graphene, the ARPES data after annealing in UHV at 425◦C and 700◦C
showed qualitative similarities to pristine graphene. However, the absence of significant clean-
ing in the XPS data between these annealing steps suggests that other modifications con-
tribute to the improvement. The reduction in graphene disorder observed in the Raman study
is expected to play a role in enhancing the spectral features. In terms of band structure param-
eters, the Dirac point position improved from approximately BE = 0.52 eV after annealing at
425◦C to BE = 0.43(1) eV after annealing at 700◦C, with a gap opening of 0.23(2) eV. After
annealing, the STM measurements show substitutional Mn defects, that proves, that the im-
plantation with Mn took place. In summary, these findings indicate that the optimal annealing
temperature for graphene is around 700◦C. STM observations reveal a well-ordered graphene
lattice on a nearly featureless surface, similar to pristine graphene, but with the addition of
substitutional Mn atoms. ARPES measurements display a well-defined Dirac cone similar to
pristine graphene, with only minor modifications likely caused by substitutional Mn and other
implantation-induced effects. The surface cleaning achieved through thermal annealing at
425◦C in UHV reduces photoelectron scattering from contaminants, allowing for clearer band
structure probing. The improvement in ARPES spectral features between 425◦C and 700◦C
annealing in UHV is attributed to further annealing of defects, leading to the restoration of
a highly ordered lattice structure and well-defined band structure. In Fig. 9.2 STM images
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Figure 9.2: STM images of graphene on Cu implanted with Mn as implanted and after annealing at
425◦C. After the annealing a significant reduction of damage is visible together with the
incorporation of Mn. Reprinted with permission from [20]. Copyright 2022 American
Chemical Society.

of the implanted graphene before and after annealing at 435◦ are shown. After annealing a
significant reduction in damage is visible. The exact measurement results and their detailed
interpretation can be found in [20].

9.3 Bond defects in graphene created by ultra-low
energy noble gas ion implantation

The statements of this section are published in [21]. For this study, the required implantations
in graphene were performed in Göttingen by Felix Junge and Manuel Auge. The evaluation
and measurements were done in the group of Lino da Costa Pereira at KU Leuven. The
manuscript was primarily written by Pin-Cheng Lin and Renan Villarreal.
In this study, the breaking of C-C bonds under ultra-low energy ion implantation was inves-
tigated. Noble gases were implanted in graphene on Cu and Pt and the density of the bond
defect was investigated as a function of energy.

9.3.1 Experiment

CVD grown mono layer graphene layers on Cu and Pt were used as samples and implanted
with He, Ne or Ar at low energies between 15 and 40 eV. Subsequently, the samples were
examined by STM, Raman and XPS without prior annealing. Ion implantation took place at
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room temperature. A fluence of 1 × 1015 at/cm2 was used in each case. The typical pressure
during implantation was in the range of 5× 10−8 mbar with a base pressure in the chamber of
5 × 10−9 mbar. Noble gas implantations were chosen because their inert nature means that
they do not undergo chemical reactions with the carbon atoms, thus minimizing additional
damage apart from the collision mask during implantation. However, for Pt substrates bubble
formation may take place (see. 9.1). For better understanding of the experiments, additional
MD simulations were performed with the PARCAS code. For more details see [21].

9.3.2 Results and discussion

The Raman data from the graphene on Pt show an appearance of a D-band together with a
broadening of the G band, accompanied by a reduction of the 2D-band (for Raman modes of
graphene see ch. 5.3.1). These observations suggest an increase in disorder even at energies
down to 15 eV. Since the energy transfer would be to low to form a stable vancancy, another
form of defect was created. The MD-simulations performed, showed that even at this low
energies, the carbon gets removed from the graphene plane, by breaking one C-C bond and
form a new bond with the substrate. Even if these atoms are no longer in the graphene, they
are still bound to the C atoms and are therefore no vacancies but so-called bond defects. With
higher implantation energy and higher ion mass, the number of bond defects increases. The
Raman measurements of the graphene on Cu as well the STM measurements could confirm
this behavior of the C atoms during the implantation. With the STM, no vacancies could be
detected at the energies used. This may be related to the high mobility of vacancies, but it
indicates that in this energy regime the generation of bond defects is clearly preferred over
vacancies.
When dangling bonds are created, they are highly reactive and would react with other molecules
and atoms, either with the substrate or the atmosphere. However, even if the XPS data show
an increase of hydrocarbon contamination after the implantation, the amount of this is largely
independent of the mass or species of implanted particle. Therefore, it can be concluded
that the bonds are mostly passivated by the substrate. In Fig. 9.3 snapshots from the MD
simulation showing the formation of C-Pt bonds and the breaking of C-C sp2 are displayed.
The exact measurement results, their quantitative analysis and their detailed interpretation
can be found in [21].
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Figure 9.3: Images extracted from MD simulations following ion impacts, illustrating the creation of
bond defects. In these snapshots, one can observe the rupture of C-C sp2 bonds (gray),
leading to the displaced carbon atoms (black) establishing new connections with the
Pt surface (orange). Provided are examples showcasing (a) a single bond defect from
both side and top views, (b) two bond defects, (c) four bond defects, and (d) five bond
defects resulting from a solitary impact. Reprinted with permission from [21]. 2022
Elsevier Ltd.

9.4 Lateral controlled doping

The results and large parts of this section are also published in [29] and the text was only
slightly adapted1. The manuscript was mainly written by the author of this thesis. To pave the
way to a lateral p-n junction in graphene and to test the possibilities of the new deceleration
unit (ch. 6.5), graphene was implanted using electrostatic masks. Subsequently, the transition
area between the doped and un-doped areas was investigated.

9.4.1 Experiment

The new deceleration unit with electrostatic mask was used for the implantations. The shield-
ing electrode was used in non conctact mode. In the experiment, the deflection electrode
hovered approximately 1 mm above the sample and was charged to either +100 V or +300 V
relative to the sample potential of -20 V relative to the accelerating voltage of 30 kV . This
causes deflection of incoming ions, which possess an energy of a few tens of electron volts
at this stage, redirecting them away from one side of the sample. The implantation energy
was 20 eV. As samples monolayer graphene on Ni and SiO2, obtained from Graphene Super-
market2 were used. Boron was implanted at fluences of 5 × 1014 at/cm2 and 1 × 1015 at/cm2.

1The corresponding text passages in this paper were prepared by the author of this thesis
2(Graphene Laboratories Inc., Ronkonkoma, NY, USA, https://www.graphene-supermarket.com)
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Subsequently, SKPM measurements were conducted on the samples to determine the surface
potential across the sample and analyze the sharpness of the transition between the implanted
and un-implanted regions. The SKPM measurements were performed by an Atomic Force
Microscope available at the institute of materials physics in Göttingen, type MFP-3D Origin+
from Oxford Instruments Asylum Research (Oxford Instruments GmbH, Wiesbaden, Germany),
in SKPM non-contact constant height mode. The surface potential was determined by aver-
aging over measured areas of 5 µm × 5 µm.

9.4.2 Results and discussion

The results of the SKPM measurements are shown in Figure 9.4. There is a clear distinction
between the doped and undoped areas. In addition, the change in the surface potential is
correlated with the fluence used. It should also be noted here that the different substrates
also have an effect on the level of the potential and therefore a direct correlation between
the fluence and the surface potential achieved cannot be determined. What can be measured,
however, is the width of the transition region in relation to the applied deflection voltage.
Thus, at 100 V deflection voltage, a transition region with a width of about 1 mm (Fig. 9.4a)
is achieved, while the transition region for the sample with 300 V deflection voltage only has
a width of just under 0.5 mm (Fig. 9.4b). In addition, an increase in the surface potential,
and thus higher doping, at the interface can be seen at higher deflection voltages. This is
due to the fact that the ions, which are deflected, are pushed to the sides and generate a
higher fluence there. This only occurs on the implanted side, since the other side is completely
shielded by the hovering electrode. The ion trajectories simulated with SIMION are listed in
[25]. There one can see that the trajectories hitting the probe directly at the interface have
a higher density. Since different substrates were used, it can be concluded that the higher
surface potential indicates doping or damage to the graphene and not from implantation into
the substrate.
These experiments show that graphene can be doped with different energies in only one
implantation step by using electrostatic masks. Furthermore, it can be doped with different
fluences at different sample spots in only one implantation step. Additionally, by adjusting the
deflection voltage, the transition region between the doped and the un-doped regions can be
be adjusted.
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Figure 9.4: (a) SKPM measurement of a graphene layer on SiO2 previously implanted with 1 ×
1015 at/cm2 with B with an energy of 20 eV. In addition, only a part of the sample was
implanted using an electrostatic mask. The voltage at the mask was set to +100 V
corresponding to the sample bias. (b) SKPM measurement of a graphene layer on Ni
previously implanted with 5 × 1014 at/cm2 with B at an energy of 20 eV. The voltage for
masking was set to +300 V in respect to the sample bias. The comparison shows a
sharper transition region (≈1 mm to ≈0.5 mm) with increasing deflection voltage. The
position indicates the relative position to the edge of the sample. (These figures are
also published in [29] under the CC-BY 4.0 license).

9.5 Damage study of Graphene using electrostatic
masking

The results and large parts of this section are also published in [29] and the text was only slightly
adapted3. The manuscript was mainly written by the author of this thesis. To investigate the
implantation energy dependent damage of graphene, graphene on SiO2 was bombarded with
He ions.

9.5.1 Experiment

In this case also the new deceleration unit with electrostatic mask was used for the implan-
tations in contact mode. To create an energy gradient across the sample, two 20 nm copper
contacts were first sputtered onto both sides of the sample. Then, a constant voltage, of 100 V
was applied between the two contacts. The ground contact on the graphene was set to 0 V in
respect to the 30 kV of the anode of the source. Thus, He ions with energies of 0-100 eV could
be implanted along the sample, since the current flow through the graphene layer results in a

3The corresponding text passages in this paper were prepared by the author of this thesis
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linear potential gradient along the surface. In Fig. 9.5a the mounted and contacted sample
is shown on the sample holder. It can be seen that the copper contacts have a relatively wide
transition area due to the sputtering. In Fig. 9.5b the specimen is shown again schematically
with the applied voltages. Batteries were used for contacting, since they provide a stable DC
voltage. Tests with a normal power supply resulted in the small fluctuations in the voltages due
to the rectifier of the power supply distorting the current measurement on the specimen. Be-
cause previous studies [28] have shown that lateral homogeneous He implantation is possible,
He was again chosen. A total fluence of 1 × 1015 at/cm2 was used for implantation.
In addition, IMINTDYN simulations of this experiment were performed to compare both and
get a better understanding of the implantation process. For details about the simulations see
ch. 7. The damage formation was determined using Raman spectrometry. Raman spectra
were measured using a confocal Raman microscope equipped with a 532 nm Nd:YAG laser.
The laser was directed onto the sample surface through an objective (OLYMPUS, X43 100x,
N.A. 0.7), with the maximum laser power remaining below 1 mW in order to avoid laser-
induced modification. All the measurements were obtained in ambient conditions, at room
temperature. The Raman measurements were done by Zviadi Zarkua at the KU Leuven.

(a) (b)

Figure 9.5: (a) Picture of the graphene specimen mounted on the specimen holder with copper
contacts. The right contact was grounded to 100 V, while the left one was grounded to
30 kV. (b) Schematic representation of the voltage curve across the sample for implan-
tation of 100 eV to 0 eV ions.
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9.5.2 Results and discussion

Experimental In Figure 9.6 different Raman spectra for different sample surface positions of
the He implanted sample are shown. The positioning describes the distance in respect to the
grounded electrode. Therefore, lower positions corresponds to lower implantation energy. The
gradient can be approximately assumed to be linear, since the resistance across the graphene
layer should not change. Along the sample surface, a clear shift of the D-peak as well as
a broadening can be seen. Another indication for a large damage is provided by the 2D-
peak, which gets smaller with higher He energy until it almost disappears. For x > 3 mm
the graphene becomes more and more amorphous, presumably due to the high fluence of
1 × 1015at/cm2. This is shown by the broadening of the G-peak and the merging with the
D’-peak due to the broadening of the D-band, which indicates the loss of the crystal structure
is thus also a sign of higher damage to the graphene [139, 140]. A typical Raman spectrum
of graphene from graphene supermarket before and after an ion implantation can be found in
[141]. Similar to our results, a decrease in the 2D-peak and an increase of the D-peak after the
implantation was observed as damage increases. It should be noted that the first measuring
point already shows a clear damage formation, since the 2D-peak is already smaller than the
D-peak although at this position the implantation energy of around 1-5 eV is too small for
vacancy formation. However, intercalation of He between the graphene and the substrate can
still occur which leads to damage as well as the graphene was probably slightly damaged by the
sputtering process when applying the copper contacts. Another reason could be the shipment
to Belgium were the Raman measurements took place. These measurements only serve as a
proof of concept, since due to the strong initial damage caused by the copper contacts and
the high fluence of the implanted ions, it is not possible to make a quantitative statement
about the damage compared to the implantation energy. This is partly because the exact field
gradient over the sample was assumed to be linear, but can deviate from this due to various
disturbances in the graphene. Nevertheless, these measurements show a clear trend towards
more damage at higher ion energies, similar to results of laterally uniform implantations [21].

Simulations The He ion energies 20, 40, 60, 80 and 100 eV were simulated with fluences
of both 5 × 1014 at/cm2 and 1 × 1015 at/cm2. Furthermore, the fixed density option was not
used, but an error function, that leads to a diffusion of the He out of the sample, to take the
noble gas character of He into account. The results in the composition of the first nanometer
of the sample are shown exemplary in Figure 9.7. It is shown that the carbon content in the
first layer decreases after implantation and is replaced by either vacancies, He or atoms from
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Figure 9.6: Raman spectra of the He implanted sample. The spectrum was measured on different
positions on the sample. Here, x is in mm, where x = 0 describes the position directly at
the 0 V contact. With higher x also the He energy increases from EHe ≈ 0 t x = 0 mm
to EHe ≈ 100 eV at x>6 mm. A clear shift of the D-peak and a broadening due to a
higher implantation energy at larger x can be seen. (This figure is also published in [29]
under the CC-BY 4.0 license).

the substrate. In this extreme case, the carbon concentration drops by 10.9 % from 66.7 % to
59.4 %. In addition, it can be observed that some of the carbon atoms can be incorporated
into the substrate by recoil formation and that the uppermost layers of the substrate are also
damaged, seen in a increase in vacancies and loss of Si and O. This shows that already at
these low energies a certain amount of recoils are generated which are incorporated into the
underlying layers, and therefore the application of a capping layer to slow down the ions can
lead to further damage of 2D materials and to incorporation of unwanted foreign atoms. The
trend of the carbon decrease with higher energy is shown in Figure 9.8. It can be noticed
that with higher He energy and higher fluence, more carbon is removed from the first layer.
The missing carbon content in the first layer in relation to the undamaged graphene can
be comprehended as a measure of damage. Here, the simulation confirms the higher defect
density at higher implantation energies. In addition, it can be seen that in this energy regime,
the fluence has a significantly greater influence on damage formation. Therefore, it is not
surprising that the Raman spectrum shifts toward amorphous carbon for the fluence used in
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the experiment. The damage is caused on the one hand, by the creation of vacancies and on
the other hand, by the incorporation of free atoms, either He or atoms of the substrate, which
can be incorporated into the uppermost layers due to sputtering processes.

Figure 9.9 shows the fractions of introduced He, vacancies, Si, and O from the substrate into
the top graphene layer after implantations in dependence of the implantation energy. For
He (Fig. 9.9a) it can be seen that a maximum is reached at 20 eV. This is due to the fact
that at higher energies the He is implanted deeper into the sample and thus penetrates the
graphene layer more and more. For the vacancies (Fig. 9.9b) it can be seen that the vacancies
first increase from the initial value of 33.3 %. Subsequently, the concentration falls again, with
higher decrease at higher fluence, so that initially at the fluence of 1× 1015 at/cm2 and energies
of up to just below 60 eV more vacancies are generated. At higher energies, more vacancies
were generated in the top layer for the lower fluence of 5 × 1014 at/cm2. For Si (Fig. 9.9c)
and O (Fig. 9.9d) it can be seen that with increasing energy the fraction of these substrate
atoms in the graphene layer also increases, this is further pronounced with higher fluence. The
decrease in the vacancy concentration with a simultaneous decrease in carbon can be explained
by the introduction of Si and O into the graphene layer, with O having a significantly greater
effect. This effect is more pronounced at higher energies and can be explained by the scattering
kinematics. When He hits Si or O, the resulting recoil can only go in the forward direction.
In order to be incorporated into the graphene, a further scattering of the generated recoil
with a substrate atom must subsequently take place. To have enough energy for the second
scattering in the cascade, the first collision of He with Si or O must transfer sufficient high
energy, thus this process becomes more likely with higher He energies. Another process is
the backscattering of He in deeper substrate layers and the subsequent collision of He with Si
or O on its way back. In this way, Si or O is also scattered towards the surface and can be
incorporated there. The proportion to which these processes take place depends on the He
energy. Thus, the process via the cascade has a fraction of 83 % (17 % via a direct collision
with backscattered He) at 100 eV and of 53 % (47% via a direct collision with backscattered
He) at 20 eV. The energy transfer to C, O and Si can be calculated by the kinematic factor and
has its maximum at 180◦ backscattering angle (cf. section 5.2.2). Under these conditions, the
maximum transferred energy is 75 % for C, 64 % for O and 43.75 % for Si. Due to the 1/E2

dependency of the backscattering cross section (eq. 5.8), where E is the projectile energy, the
high backscattering yield is reasonable in the ultra-low energy regime. The fact that more O
than Si is incorporated into the graphene is due to the double O concentration in the substrate
(SiO2) as well as to the lower mass of O, therefore the backscattering in the second collision
of the cascade is more probable.
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(a) Unimplated layer structure as start condition
for IMINTDYN.
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(b) After implantation of 100 eV He with
1 × 1015 at/cm2.

Figure 9.7: Start condition of the IMINTDYN simulation of graphene on SiO2 (a) and after He
implantation at 100 eV with a fluence of 1 × 1015 at/cm2. (b) After the implantation,
damage to the graphene due to He, vacancies and substrate atoms is clearly visible
in the top atomic layer. (This figures are also published in [29] under the CC-BY 4.0
license).
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Figure 9.8: Values of missing carbon content in the top layer versus He implantation energy from
the IMINTDYN simulations. A clear trend towards higher damage to the graphene at
higher He energy is becoming apparent. (This figure are also published in [29] under
the CC-BY 4.0 license).
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(b) Vacancy concentration in the first layer.
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(c) Silicon concentration in the first layer.
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(d) Oxygen concentration in the first layer.

Figure 9.9: Concentrations of impurity atoms (a) He, (b) vacancies, (c) Si, and (d) O in the top
graphene layer after implantation of He with different energies and fluences of 1 ×
1015 at/cm2 and 5× 1014 at/cm2. (This figures are also published in [29] under the CC-BY
4.0 license).

9.6 Test of implanting a lateral pn-junction in Graphene

Based on the results of lateral inhomogeneous implantation in graphene, it was tried to implant
a lateral pn-junction in graphene. Since the creation of a lateral pn-junction is possible by
doping with B and N [58], these elements were also chosen for the implantation for p and n
doping, respectively.

9.6.1 Experiment

Again, graphene on SiO2 samples was used. The SiO2 serves as an insulator layer between
the graphene and the Si substrate so that the current can only be measured via the graphene
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layer. First, gold contacts were deposited on the sample and then wire bonded to record
current-voltage characteristics. For the implantation, the wires had to be removed, otherwise
electrical contact between the sample on the sample holder and the electrostatic mask would
have occurred, resulting in a short circuit. The implantation was performed in two steps. First,
the entire specimen was implanted with N. Then, the electrostatic mask was used to shield
a part of the sample and a second implantation with B took place. Here, the B fluence was
chosen to be twice as high as the N fluence to compensate for the n-doping of the p-doped
side. In each case, an energy of 20 eV was chosen as the implantation energy. Fluences of
1 × 1014 at/cm2 N and 2 × 1014 at/cm2 B in one experiment, and fluences of 2 × 1013 at/cm2

N and 4 × 1013 at/cm2 Bin another experiment were implanted. During the implantations, a
pressure of about 10−8 mbar was present in the chamber. In Fig. 9.10 the mounted and bronze-
tipped sample is shown. The bar across one side of the specimen serves as an electrostatic
mask to which 400 V was applied as a deflection voltage. The bar hovers about 1 mm above
the specimen surface, as in the previous experiments (see section 9.4). After implantation,
the specimen was re-contacted by wire bonding and current voltage characteristics were again
recorded. Since significant damage was expected from the implantation, the samples were
then cured under vacuum (<10−4 mbar) for 25 min at 525-530 ◦C and the measurements were
repeated. The annealing temperature and time were chosen according to the results in [20].
Annealing could not be carried out in the UHV of Adonis, as temperatures of only slightly
more than 200◦C can be reached there.

9.6.2 Simulations

The implantation was also simulated with IMINTDYN. Again the Kr-C potential and stop-
ping powers of SRIM were used. To simulate the implantation with B, the output of the
first implantation simulation was used as input to draw an accurate picture of the double
implantation. The 2 × 1013 at/cm2 N and 4 × 1013 at/cm2 B implantation was simulated.
Fig.9.11 shows the implantation profiles of the n-doped (Fig. 9.11a) and the p-doped (Fig.
9.11b). In this case, the vacancies were previously calculated out of the C layer, so that the
listed atomic percentages correspond to the actual atomic percentages.
It can be seen that there is actually about twice as much B (0.61 at.%) as N (0.32 at.%) in the
p-doped side of the graphene. Also, the fraction of N in the graphene is not affected by the
subsequent B implantation. Whether this changes at higher fluences would have to be clarified
by further simulations. As far as the damage to the graphene is concerned, it can be seen
that after the second implantation the fraction of O and Si in the graphene layer increased
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Figure 9.10: Picture of the mounted graphene on SiO2 on the sample holder. The 6 gold contacts
were applied to the graphene layer and are used to attach the bond wires. The copper
tip serves as an electrostatic mask to which a positive voltage is applied to shield the
ions from this site of the sample and is not in contact with the sample (h ≈ 1 mm).
The bronze tip (top left) is used to contact the graphene layer.
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Figure 9.11: (a) Implantation profile after the N implantation for the p-n test. Corresponds to the
p-doped site. (b) Implantation profile after the B and N implantation for the p-n test.
Corresponds to the p-doped site.

by a factor of 3 (from 0.007 at.% to 0.021 at.% for O and from 0.001 at.% to 0.003 at.% for
Si). However, this is to be expected, since the total fluence with which the irradiation was
performed was also increased by a factor of 3. Again, many implantation atoms end up in the
substrate, due to the hollow structure of the graphene lattice with filler vacancies.
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9.6.3 Results and discussion

The results of the current-voltage measurements are shown in Fig.9.12. It is clear that no
pn-junction could be produced in either of the two samples. Even after subsequent annealing
of the sample, this did not change. However, it can be seen that damage to the graphene has
occurred as a result of the implantation. For example, the conductivity of the graphene layer
in the first sample changed from 1.56×10−3 S to 8.56×10−5 S after the implantation of B
and N. The annealing was able to repair part of the damage, so that the conductivity increased
again to 1.67×10−4 S. In the second sample, which was irradiated with lower fluence, no pn-
junction could be generated either. Once more, not all of the damage could be repaired by the
annealing. Thus, the conductivity fell from 1.13×10−3 S to 9.52×10−4 S after implantation
and subsequent annealing. Conductivity measurements along one side of the sample gave
conductivities of 6.25 × 10−4 S on the only N doped side and 1.03 × 10−4 S on the B and
N doped side, for the sample with the 1 × 1014 at/cm2 N and 2 × 1014 at/cm2 B fluence after
annealing. The fit errors of the conductivity values are 4-5 orders of magnitude below the
value and are therefore negligible not listed again. From this it can at least be concluded that
some implantation has taken place and that the fluence has an influence on the damage and
thus the conductivity. Unfortunately, it is not possible to calculate the theoretical conductivity
along the sample from the values at the edges, since neither the exact position of the shielding
area for the B implantation is known, nor can the values at the edges be transferred exactly
to the entire layer, since they are distorted by the middle gold contacts.

To find out what happened during the implantation and no pn-junction was produced, addi-
tional SKPM measurements were performed on the sample implanted with 1 × 1014 at/cm2 N
and 2 × 1014 at/cm2 B to measure a possible transition in the surface potential. The results
are shown in Fig. 9.13. Here, a transition was made from the mean gold edge on the N
implanted side to the middle gold contact on the N and B implanted side. The points directly
at the contacts (distance <0.1 mm) are marked in orange. These measurements show no clear
change in surface potential but fluctuates around -80 mV throughout the sample. The only
change occurs directly near the first contact. However, it is not clear whether this is due to a
change caused by the implantation or due to the influence of the gold contact. The two points,
which are marked in the red area, are measurement errors, because during these measurements
the AFM tip had lost the contact to the surface temporarily and therefore these values are
falsified and were not used for the interpretation of the measurement.

From these data, several possible errors can be identified. On the one hand, implantation may
have occurred, as evidenced by the change in conductivity, but no or insufficient impurities
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Figure 9.12: (a) Current-voltage characteristics of graphene on SiO2 before and after implantation
with 20 eV 1 × 1013 at/cm2 N and additional lateral selected 20 eV 2 × 1013 at/cm2 B
and subsequent annealing at 525◦C. (b) Current-voltage characteristics of graphene
on SiO2 before and after implantation with 20 eV 2 × 1013 at/cm2 N and additional
lateral selected 20 eV 4 × 1013 at/cm2 B and subsequent annealing at 525◦C.
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Figure 9.13: SKPM measurement of graphene on SiO2 after the implantation of 1 × 1014 at/cm2 N
and 2 × 1014 at/cm2 B using the electrostatic masking and annealing at 525-530◦C for
25 min. The orange contact are measurement points close to the gold contacts.

may have been incorporated into the graphene lattice. Wang et al. [58] report about 1.3-
5.2% impurity atoms for B and 1.8-5.6 % for N in the graphene lattice for their pn-junction.
From previous studies it is known that only about 10 % of the implanted atoms are actually
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incorporated into the graphene at the energies and fluences used [17]. Thus, the implanted
density of impurity atoms would still be too low by about a factor of 4, since 1 × 1014 at/cm2

would only give us about 0.25% impurity atoms. However, since we already see large dam-
ages under these implantation conditions, which cannot be easily repaired by the subsequent
annealing, either the annealing process should be adjusted afterwards or implantations should
be performed at already elevated temperature, which show an increased retention rate at least
for TMDs [22]. Higher fluences would damage the graphene even more, which makes the
necessity of a successful annealing step even more important Another explanation, which also
involves the SKPM measurements, is that the electrostatic mask failed. This would explain
why the surface potential does not change across the sample. Even though the conductivity
measurements on only one side of the sample showed that the doubly implanted area has more
damage, it is still possible that the junction area is too close to the gold contacts and thus
they show a significant influence on the current voltage behavior. Spatially resolved element
measurements such as XPS, which measure the B or N content along the sample, could at
least give an indication of whether the implantation worked as desired. A precise statement
about the whereabouts of the ions would still be provided by STM measurements, in which
the impurity atoms in the graphene lattice can be identified and counted.
Another source of error could be the sample itself. The graphene used was not grown directly
on the SiO2 but transferred. In this case, PMMA residuals may remain on the graphene,
which impede the implantation. The shearing of the graphene after implantation can then be
explained by recoils from the PMMA, which were implanted into the graphene instead of B
and N. The PMMA residues are then transferred to the graphene. As already explained and
simulated in chapter 8.1.4 on the water film on the sample, a layer of impurity atoms has a
great potential to completely interfere with the implantation and to generate many recoils.
Therefore, especially in this energy range, it is possible that both the B and N did not have
sufficient energy to penetrate the PMMA and be implanted into the graphene. The samples
used for the pure B implantation to investigate the lateral controlled doping were from the same
company, but from different batches, so there may have been less contamination. A possible
solution here would again be implantation at elevated temperatures to clean the sample before
implantation at approximately 200◦C. Even if higher temperatures would increase the cleaning
and annealing of the graphene, ADONIS is incapable to further raise the samples temperatures.
Finally, it must be mentioned that the transition region between p and n is still too wide
and thus prevents the formation of a pn-junction. Again a higher deflection voltage was used
(400 V vs. 300 V) and a transition area of less than 0.5 mm can be expected according to the
previous experiments (see ch. 9.4). However, this could still be significantly too large. This
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would also explain the behavior of the current voltage characteristics but not the lack of a
transition region in the surface potential. In order to reduce the transition region significantly,
higher deflection voltages should be used again and the shielding electrode should be reworked.
This should be as close as possible to the sample and also as thin as possible, so that no stray
fields occur at the edge.
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In this thesis, the possibilities of Ultra-Low Energy (ULE) ion implantation were expanded by
developing both a new ion source for the accelerator and an advanced deceleration unit. This
innovation increased the options for available elements and enabled lateral selective implanta-
tion. Moreover, ULE ion implantation was utilized to introduce foreign atoms into graphene,
followed by investigating the resultant damage to the material after implantation.
The main findings can be summarized as follows:

Ion source A new sputter ion source, based on the Hot Filament Hollow Cathode Ion Source
(SO-55 from High Voltage Engineering), extended the range of available ions. Elements such
as Li, S, V, Fe, Co, Cu, Nb, Mo, Ag, Sn, Te, and Gd were added to the already possible
ones. This source allowed the provision of elements with high melting points and low vapor
pressures as an ion beam, as demonstrated by testing Mo (melting point: 2617◦C). Through
simulations of ion trajectories and comparison with experimental data, it was confirmed that
the source indeed released portions of Mo through sputtering, which were subsequently ionized
in the plasma. The provided ions were unequivocally confirmed through test implantations and
PIXE, RBS, and Auger measurements. Since the source is based on a commercially available
model, it can be incorporated into other setups beyond the accelerator in Göttingen.
In the future, additional elements will be tested on the source to further expand the range of
available ions. Currently, Zn, Zr, Ta, Ce, and Nd are in the testing phase, with Nd being a
particularly promising candidate due to its magnetic properties for influencing 2D materials’
magnetic characteristics. Additional planned and partially conducted implantations include
incorporating Gd into graphene and implanting V into MoS2.

Deceleration unit The newly developed deceleration unit, with its enhanced contact for se-
lective implantation, was successfully tested to generate both an energy and a fluence gradient.
It allows for applying a voltage gradient across a graphene sample, facilitating implantation at
different energies across various surface points. Moreover, by employing electrical masks, one
area of the sample can be implanted while keeping another pristine.
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Process control A new process control method enabled the use of an Arduino for implan-
tation control, allowing for unattended operation. Additionally, layer growth with ADONIS is
now possible without needing manual mass switches between layers. Although such functions
were previously possible, the failure of the old control system necessitated the development of
a new one. The new system relies on an Arduino, directly communicating with power supplies
and the current integrator, eliminating the need for a complex switching box. This simplifies
maintenance through the new system.

Simulations Ion implantation simulations have become more realistic with the new program
IMINTDYN, as it can now simulate vacancies rather than merely incrementing a vacancy
counter. This enhancement improves simulations of graphene and other 2D materials by
allowing for the definition of a pseudo-crystalline structure. The ion simulations now provide
more accurate insights into ion implantation, enabling more realistic predictions.

Implantations The conducted ion implantations provided insights into damage formation
in graphene following ion implantation. For instance, during implantation with noble gases,
bubbles can form beneath the graphene, storing gases under high pressure. The conditions
for healing graphene after Mn implantation were investigated, as well as the breaking of C-
C bonds during implantation. Additionally, an attempt was made to create a p-n junction
through selective implantation, but it was not successful. Possible reasons are outlined in
Chapter 9.6. Further experiments could involve elevated temperatures for cleaning graphene
before implantation and initiating healing processes during implantation. Moreover, additional
studies on the sharpness of the transition region between implanted and unimplanted areas
should be conducted to optimize its sharpness. Experimenting with different fluences could
also be explored to more strongly influence doping. Better measurement and control of elec-
trostatic shadowing should be pursued to achieve the goal of implanting both the n and p
regions only once, minimizing material damage from double implantation on one side.

In conclusion, ULE ion implantation holds significant potential for tailoring the properties
of 2D materials according to desired specifications. As a result, it can emerge as a technique
of great importance for research in this field.
The primary focus for advancing ULE ion implantation in the future should involve scaling up
the process to enable the irradiation of entire wafers, making it a compelling option for indus-
trial applications. This technology holds the potential for the integration of doped graphene
into various technologies, including but not limited to solar cells, fuel cells, catalysts for water
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electrolysis, electrode materials in batteries, environmental toxin sensors, and graphene-based
transistors in microelectronics. What sets ULE ion implantation apart from other methods is
its ability to directly implant graphene without requiring additional steps like transfers or in-
terference with graphene growth, which could introduce contaminants. Additionally, ULE ion
implantation offers precise control over the quantity of foreign atoms to be implanted, and it
can accommodate a wide range of elements from the periodic table, provided the appropriate
ion source is chosen.
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Appendix

Arduino Code� �
1 ""// /// Author : Felix Junge //////
2

3 #include <Wire . h>
4 #include <LiquidCrystal_I2C . h>
5 #include <Keypad . h>
6

7

8

9 // ////////////////////////////////////////// Keypad ////////////////////////////////
10 int i=0;
11

12 const byte Rows= 4 ;
13 const byte Cols= 4 ;
14

15 char keymap [ Rows ] [ Cols ]= {
16 {’1’ , ’2’ , ’3’ , ’A’ } ,
17 {’4’ , ’5’ , ’6’ , ’B’ } ,
18 {’7’ , ’8’ , ’9’ , ’C’ } ,
19 {’*’ , ’0’ , ’#’ , ’D’}
20 } ;
21

22 byte rowPins [ Rows ] = {46 ,47 ,48 ,49} ; // Rows 0 to 3 Keypad 8 -> pin 46, 7 -> 47 etc
..... 1-> 53

23 byte colPins [ Cols ]= {50 ,51 ,52 ,53} ; // Columns 0 to 3
24

25 Keypad keypad= Keypad ( makeKeymap ( keymap ) , rowPins , colPins , Rows , Cols ) ;
26

27 // ///////////////////////////// LCD Display /////////////////////////////////////
28

29 LiquidCrystal_I2C lcd (0 x27 , 16 , 2) ; // LCD connected to SDA , SDL , 5V and Ground
30

31

32 // ///////////////////////////////// Def. Variables
//////////////////////////////////////////

33

34 int CurrentIntPulse = 3 ; // Pin 3 to Current integrator Pulse
35 int BeamDefl = 25 ; // Pin 25 to Beam Deflector
36 int Pin_regime = 27 ; // Pin for current regime at current integrator
37 int Element1 = 29 ; // Pin for Magnet element 1
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38 int Element2 = 31 ; // Pin for Magnet element 2
39

40

41

42 /// Times for binär signal to current int .//////
43 int long_high = 300 ;
44 int short_high = 150 ;
45 int short_down = 350 ;
46 int long_down = 500 ;
47

48

49 long count ;
50 double count2 ;
51 long fluence ;
52 long fluence1 ;
53 long fluence2 ;
54 long timer_start ;
55 long timer_stop ;
56 float timer ;
57 float charge ;
58 double finish_count ; // Where to stop the implantation
59 float current_regime ;
60 int regime ;
61

62

63 String InputRegime ; // String for Current Regime
64 String InputCode ; // String for Keypad password
65 String InputFluence ; // String for Keypad input number for Fluence
66 String InputFluence2 ; // String for Keypad input number for Fluence
67 int u , j , k , code , p , o , t , g , oldstate , d ; // Variable for while loop for keypad read
68 // boolean Pulse // for counter
69 // //////////////////////////////////// Setup /////////////////////////////////////////////
70

71 void setup ( ) {
72 // put your setup code here , to run once:
73

74 Serial . begin (9600) ; // USB output
75 pinMode ( CurrentIntPulse , INPUT ) ;
76 attachInterrupt ( digitalPinToInterrupt ( CurrentIntPulse ) , count_pulse , RISING ) ; // Current

integrator Pulse Rising counts signal from low to high
77 pinMode ( BeamDefl , OUTPUT ) ; // Beam Defelector output mode
78 pinMode ( Element1 , OUTPUT ) ;
79 pinMode ( Element2 , OUTPUT ) ;
80 pinMode ( Pin_regime , OUTPUT ) ;
81 // pinMode (counter1 , INPUT );
82

83

84 InputFluence . reserve (6 ) ; // Maximum number of Fluence digits is 6
85 InputCode . reserve (4 ) ; // Maximum number of Code digits is 4
86 InputRegime . reserve (6 ) ; // Maximum number of Code digits is 6
87

88 lcd . init ( ) ; // LCD start
89 lcd . noBacklight ( ) ;



90 digitalWrite ( BeamDefl , HIGH ) ; // Turn on Beam Defl.
91

92 }
93

94

95

96 // /////////////////////////////////////// Main
////////////////////////////////////////////////////////////////////

97

98 void loop ( ) {
99 // put your main code here , to run repeatedly :

100 // ////////////////////////////////////// Program start ////////////////////////////////
101 keypad . waitForKey ( ) ; // Wait for Numpad key to start program
102 lcd . backlight ( ) ;
103 digitalWrite ( BeamDefl , HIGH ) ; // Turn on Beam Defl.
104 lcd . clear ( ) ;
105 lcd . setCursor ( 0 , 0 ) ; // Text at top left corner
106 lcd . print ( " Start " ) ;
107 keypad . waitForKey ( ) ;
108

109

110 // ////////////////////////////// Program reset
////////////////////////////////////////////////

111

112 digitalWrite ( BeamDefl , HIGH ) ; // Turn on Beam defelctor
113

114 regime =0;
115 current_regime =0;
116 finish_count =0; // Reset all values
117 charge =0; // Reset all values
118 fluence =0; // Reset all values
119 fluence2 =0; // Reset all values
120 count =0;
121 count2 =0;// Reset all values
122 u=0; // Reset all values
123 j=0; // Reset all values
124 p=0;
125 o=0;
126 g=0;
127 t=0;
128 d=1;
129 oldstate =0;
130 // Pulse =LOW;
131

132

133

134

135

136 // ////////////////////////////// Select Programm
////////////////////////////////////////////////

137

138

139 char select_program = 0 ;



140 lcd . clear ( ) ;
141 lcd . setCursor ( 0 , 0 ) ;
142 lcd . print ( " Implantation : 1" ) ;
143 lcd . setCursor ( 0 , 1 ) ;
144 lcd . print ( " Switch Beam: 2" ) ;
145

146 select_program = keypad . waitForKey ( ) ; // Select Programtype
147 if ( select_program == ’1’ ) {
148 lcd . setCursor ( 0 , 0 ) ;
149 StandartImp ( ) ;
150 }
151 if ( select_program == ’2’ ) {
152 lcd . setCursor ( 0 , 0 ) ;
153 SwitchBeam ( ) ;
154 }
155

156

157 // /////////////////// End Implantation set to stand by ////////////////////////
158

159 keypad . waitForKey ( ) ;
160 // digitalWrite (BeamDefl , LOW);
161 // digitalWrite (35 , LOW);
162 lcd . clear ( ) ;
163 lcd . noBacklight ( ) ;
164

165 }
166

167 // ///////////////////////// Funktion for counting //////////////////
168

169 void count_pulse ( ) {
170 count++;
171 count2++;
172 }
173

174 // ///////////////////////////// Standart Implantation ///////////////
175 void StandartImp ( ) {
176 lcd . clear ( ) ;
177 lcd . setCursor ( 0 , 0 ) ; // Text at top left corner
178 lcd . print ( " Fluence [1 e12 ]:" ) ;
179

180 while ( u !=1) {
181

182 char key_fluence = keypad . waitForKey ( ) ;
183

184 if ( key_fluence ) { // Test Keypad input
185 Serial . println ( key_fluence ) ;
186 lcd . setCursor ( 0 , 0 ) ; // Text at top left corner
187 lcd . print ( " Fluence [1 e12]" ) ;
188 lcd . setCursor ( j , 1 ) ; // second row
189 lcd . print ( key_fluence ) ;
190 j++; // Set Cursor one step further
191 }
192



193 if ( key_fluence >= ’0’ && key_fluence <= ’9’ ) {
194 InputFluence += key_fluence ;
195 }
196 else if ( key_fluence == ’#’ ) { // Press # for converting to number
197 if ( InputFluence . length ( ) > 0) {
198 fluence= InputFluence . toInt ( ) ; // Conevrting String to Int to set Fluence
199 InputFluence = "" ; // Clear Input string
200 u = 1 ; // Condition to leave the loop
201 }
202 }
203 else if ( key_fluence == ’*’ ) {
204 InputFluence = "" ; // Clear Input by pressing *
205 lcd . clear ( ) ;
206 lcd . setCursor ( 0 , 0 ) ;
207 lcd . print ( " Fluence [1 e12 ]:" ) ;
208 j=0;
209 }
210 }
211

212 // /////////////////////////// Set LCDDisplay /////////////////////////////////
213 lcd . clear ( ) ;
214 lcd . setCursor ( 0 , 0 ) ;
215 lcd . print ( " Fluence :" ) ;
216 lcd . setCursor ( 8 , 0 ) ;
217 lcd . print ( fluence ) ;
218 lcd . setCursor (13 ,0 ) ;
219 lcd . print ( "e12" ) ;
220 lcd . setCursor ( 0 , 1 ) ;
221 lcd . print ( " Press any button " ) ;
222 keypad . waitForKey ( ) ; // Waiting for key
223 // Serial . println ( fluence ); // Test Serial output
224

225 select_regime ( ) ; // select current regime
226 // ///////////////////////////////////////////////////// Start Implantation

/////////////////////////////
227 charge = fluence ∗ 0 . 4 ; // Calculate charge
228

229 // Serial . print ( charge );
230

231 finish_count = 10∗ charge /( current_regime ) ; // Calculating the needed counts (*10 sind 10
ct are one current regime )

232

233 char key_start=keypad . waitForKey ( ) ; // Waiting for key to start
234

235 timer_start=millis ( ) ; // Start of Clock
236

237 currentint_regime ( ) ;
238

239 if ( ( charge > 0) && ( key_start ) ) { // Condition to start Implantation
240 count =0; // Set count 0 to be sure to start with zero ( maybe signals vom CI have arrived

during starting by sparks etc .)
241 digitalWrite ( BeamDefl , LOW ) ; // Turn off Beam defl.
242 lcd . clear ( ) ;



243 lcd . setCursor ( 0 , 0 ) ;
244 lcd . print ( " Counts " ) ;
245 lcd . setCursor ( 9 , 1 ) ;
246 lcd . print ( finish_count , 0) ;
247 lcd . setCursor ( 8 , 1 ) ;
248 lcd . print ( "/" ) ;
249 }
250

251 while ( count<=finish_count ) { // Counting the Fluence loop
252 // count (); // counter without interupt
253 currentint_regime ( ) ;
254 lcd . setCursor ( 0 , 1 ) ;
255 lcd . print ( count ) ;
256 Serial . println ( count ) ;
257 }
258

259 digitalWrite ( BeamDefl , HIGH ) ; // Turn on Beam Defl. after Implantation
260 // digitalWrite (35 , HIGH);
261

262

263 timer_stop=millis ( ) ; // End Clock
264 timer=(timer_stop−timer_start ) / (60000 .0 ) ; // Calculate Implantation Time in min
265

266 // /////////////////////// Print Implantation Time /////////////////////////////
267 lcd . clear ( ) ;
268 lcd . setCursor ( 0 , 0 ) ;
269 lcd . print ( "Job done in" ) ;
270 lcd . setCursor ( 0 , 1 ) ;
271 lcd . print ( timer ) ;
272 lcd . setCursor (13 ,1 ) ;
273 lcd . print ( "min" ) ;
274 }
275 // //////////////////////////////////////////////////////////////////////
276 // /////////////////////////// Switch BEAM ///////////////////////////
277

278 void SwitchBeam ( ) {
279 lcd . clear ( ) ;
280 lcd . setCursor ( 0 , 0 ) ; // Text at top left corner
281 lcd . print ( " Fluence 1 [1 e15 ]:" ) ;
282

283 while ( u !=1) {
284

285 char key_fluence = keypad . waitForKey ( ) ;
286

287 if ( key_fluence ) { // Test Keypad input
288 lcd . setCursor ( 0 , 0 ) ; // Text at top left corner
289 lcd . print ( " Fluence 1 [1 e15]" ) ;
290 lcd . setCursor ( j , 1 ) ; // second row
291 lcd . print ( key_fluence ) ;
292 j++; // Set Cursor one step further
293 }
294

295 if ( key_fluence >= ’0’ && key_fluence <= ’9’ ) {



296 InputFluence += key_fluence ;
297 }
298 else if ( key_fluence == ’#’ ) { // Press # for converting to number
299 if ( InputFluence . length ( ) > 0) {
300 fluence1= InputFluence . toInt ( ) ; // Conevrting String to Int to set Fluence
301 InputFluence = "" ; // Clear Input string
302 u = 1 ; // Condition to leave the loop
303 }
304 }
305 else if ( key_fluence == ’*’ ) {
306 InputFluence = "" ; // Clear Input by pressing *
307 lcd . clear ( ) ;
308 lcd . setCursor ( 0 , 0 ) ;
309 lcd . print ( " Fluence [1 e15 ]:" ) ;
310 j=0;
311 }
312 }
313

314 InputFluence = "" ; // Reset of String for second Fluence
315 j=0; // Reset Cursor
316 lcd . clear ( ) ;
317 lcd . setCursor ( 0 , 0 ) ; // Text at top left corner
318 lcd . print ( " Fluence 2 [1 e15 ]:" ) ;
319

320 while ( g !=1) {
321

322 char key_fluence = keypad . waitForKey ( ) ;
323

324 if ( key_fluence ) { // Test Keypad input
325 // Serial . println ( key_fluence );
326 lcd . setCursor ( 0 , 0 ) ; // Text at top left corner
327 lcd . print ( " Fluence 2 [1 e15]" ) ;
328 lcd . setCursor ( j , 1 ) ; // second row
329 lcd . print ( key_fluence ) ;
330 j++; // Set Cursor one step further
331 }
332

333 if ( key_fluence >= ’0’ && key_fluence <= ’9’ ) {
334 InputFluence += key_fluence ;
335 }
336 else if ( key_fluence == ’#’ ) { // Press # for converting to number
337 if ( InputFluence . length ( ) > 0) {
338 fluence2= InputFluence . toInt ( ) ; // Conevrting String to Int to set Fluence
339 InputFluence = "" ; // Clear Input string
340 g = 1 ; // Condition to leave the loop
341 }
342 }
343 else if ( key_fluence == ’*’ ) {
344 InputFluence = "" ; // Clear Input by pressing *
345 lcd . clear ( ) ;
346 lcd . setCursor ( 0 , 0 ) ;
347 lcd . print ( " Fluence [1 e15 ]:" ) ;
348 j=0;



349 }
350 }
351 // /////////////////////////// Set LCDDisplay /////////////////////////////////
352 lcd . clear ( ) ;
353 lcd . setCursor ( 0 , 0 ) ;
354 lcd . print ( " Fluence1 :" ) ;
355 lcd . setCursor ( 9 , 0 ) ;
356 lcd . print ( fluence1 ) ; ;
357 lcd . setCursor (13 ,0 ) ;
358 lcd . print ( "e15" ) ;
359 lcd . setCursor ( 0 , 1 ) ;
360 lcd . print ( " Fluence2 :" ) ;
361 lcd . setCursor ( 9 , 1 ) ;
362 lcd . print ( fluence2 ) ;
363 lcd . setCursor (13 ,1 ) ;
364 lcd . print ( "e15" ) ;
365 // lcd. setCursor (0 ,1);
366 // lcd. print (" Press #");
367

368 // Serial . println ( fluence ); // Test Serial output
369

370 // /////////////////////////////// Bestrahlung ////////////////////////////
371 select_regime ( ) ;
372

373

374 float charge1 = fluence1 ∗ 4 0 0 . 0 ;
375 float charge2 = fluence2 ∗ 4 0 0 . 0 ;
376 float charge_tot = charge1+charge2 ;
377

378 long finish_count1 = 10∗ charge1 /( current_regime ) ;
379 long finish_count2 = 10∗ charge2 /( current_regime ) ;
380 double finish_count_tot = 10∗ charge_tot /( current_regime ) ;
381

382 float fluence1_1 = fluence1 ;
383 float fluence2_2 = fluence2 ;
384 float tot_flu = fluence1_1 + fluence2_2 ;
385 float ratio12 = fluence1 /( tot_flu ) ;
386 float ratio21 = fluence2 /( tot_flu ) ;
387

388 double c ; // variable for 1e15 or 2e15
389

390

391 if ( ratio12 == ratio21 ) {
392 c = 4000/( current_regime ) ; // 1e15 fluence definition
393 }
394 else {
395 c = 2∗4000/( current_regime ) ; //2e15 fluence definition
396 }
397

398 double Element1_count=c∗ ratio12 ;
399 double Element2_count=c∗ ratio21 ;
400

401 char key_start=keypad . waitForKey ( ) ; // Waiting for key to start



402

403 timer_start=millis ( ) ; // Start of Clock
404

405 currentint_regime ( ) ;
406

407 if ( ( charge_tot > 0) && ( key_start ) ) { // Condition to start Implantation
408 count =0; // Set count 0 to be sure to start with zero ( maybe signals vom CI have arrived

during starting by sparks etc .)
409 digitalWrite ( BeamDefl , LOW ) ; // Turn off Beam defl.
410 lcd . clear ( ) ;
411 lcd . setCursor ( 0 , 0 ) ;
412 lcd . print ( " Counts " ) ;
413 lcd . setCursor ( 9 , 1 ) ;
414 lcd . print ( finish_count_tot , 0) ;
415 lcd . setCursor ( 8 , 1 ) ;
416 lcd . print ( "/" ) ;
417 }
418

419 count2 =0;
420 count =0;
421 d=1;
422 while ( count<=finish_count_tot ) { // Counting the Fluence loop
423

424 if ( d==1){
425 digitalWrite ( Element1 , HIGH ) ;
426 digitalWrite ( Element2 , LOW ) ;
427 while ( count2<=Element1_count ) {
428 currentint_regime ( ) ;
429 lcd . setCursor ( 0 , 1 ) ;
430

431 lcd . print ( count ) ;
432 if ( count>=finish_count_tot ) {
433 break ;
434 }
435 }
436 if ( count2>=Element1_count ) {
437 d=2;
438 }
439 }
440

441 count2 =0;
442

443 if ( d==2){
444 digitalWrite ( Element1 , LOW ) ;
445 digitalWrite ( Element2 , HIGH ) ;
446 while ( count2<=Element2_count ) {
447 currentint_regime ( ) ;
448 lcd . setCursor ( 0 , 1 ) ;
449 lcd . print ( count ) ;
450

451 if ( count>=finish_count_tot ) {
452 break ;
453 }



454 }
455 if ( count2>=Element2_count ) {
456 d=1;
457 }
458 }
459 //d=1;
460 count2 =0;
461

462

463 }
464

465 digitalWrite ( BeamDefl , HIGH ) ; // Turn on Beam Defl. after Implantation
466 // digitalWrite (35 , HIGH);
467

468

469 timer_stop=millis ( ) ; // End Clock
470 timer=(timer_stop−timer_start ) / (60000 .0 ) ; // Calculate Implantation Time in min
471

472 // /////////////////////// Print Implantation Time /////////////////////////////
473 lcd . clear ( ) ;
474 lcd . setCursor ( 0 , 0 ) ;
475 lcd . print ( "Job done in" ) ;
476 lcd . setCursor ( 0 , 1 ) ;
477 lcd . print ( timer ) ;
478 lcd . setCursor (13 ,1 ) ;
479 lcd . print ( "min" ) ;
480

481

482

483 }
484 // /////////////////////////////////////////////////////// Send current regime

///////////////////
485

486 void currentint_regime ( ) {
487

488 digitalWrite ( Pin_regime , HIGH ) ;
489

490 if ( current_regime == 0 . 0 0 1 ) {
491 delay (6 ) ;
492 digitalWrite ( Pin_regime , LOW ) ;
493 delayMicroseconds ( short_down ) ;
494 digitalWrite ( Pin_regime , HIGH ) ;
495 delayMicroseconds ( long_high ) ;
496 digitalWrite ( Pin_regime , LOW ) ;
497 delayMicroseconds ( short_down ) ;
498 digitalWrite ( Pin_regime , HIGH ) ;
499 delayMicroseconds ( short_high ) ;
500 digitalWrite ( Pin_regime , LOW ) ;
501 delayMicroseconds ( long_down ) ;
502 digitalWrite ( Pin_regime , HIGH ) ;
503 delayMicroseconds ( short_high ) ;
504 digitalWrite ( Pin_regime , LOW ) ;
505 delayMicroseconds ( long_down ) ;



506 digitalWrite ( Pin_regime , HIGH ) ;
507 delayMicroseconds ( short_high ) ;
508 digitalWrite ( Pin_regime , LOW ) ;
509 delayMicroseconds ( long_down ) ;
510 digitalWrite ( Pin_regime , HIGH ) ;
511 delayMicroseconds ( short_high ) ;
512 digitalWrite ( Pin_regime , LOW ) ;
513 delayMicroseconds ( long_down ) ;
514 digitalWrite ( Pin_regime , HIGH ) ;
515 delayMicroseconds ( short_high ) ;
516 digitalWrite ( Pin_regime , LOW ) ;
517 delayMicroseconds ( long_down ) ;
518 digitalWrite ( Pin_regime , HIGH ) ;
519 delayMicroseconds ( short_high ) ;
520 digitalWrite ( Pin_regime , LOW ) ;
521 delayMicroseconds ( long_down ) ;
522 digitalWrite ( Pin_regime , HIGH ) ;
523 delayMicroseconds ( short_high ) ;
524 digitalWrite ( Pin_regime , LOW ) ;
525 delayMicroseconds ( long_down ) ;
526 digitalWrite ( Pin_regime , HIGH ) ;
527 delay (6 ) ;
528 }
529

530

531 else if ( current_regime == 0 . 0 0 3 ) {
532 delay (6 ) ;
533 digitalWrite ( Pin_regime , LOW ) ;
534 delayMicroseconds ( short_down ) ;
535 digitalWrite ( Pin_regime , HIGH ) ;
536 delayMicroseconds ( short_high ) ;
537 digitalWrite ( Pin_regime , LOW ) ;
538 delayMicroseconds ( long_down ) ;
539 digitalWrite ( Pin_regime , HIGH ) ;
540 delayMicroseconds ( long_high ) ;
541 digitalWrite ( Pin_regime , LOW ) ;
542 delayMicroseconds ( short_down ) ;
543 digitalWrite ( Pin_regime , HIGH ) ;
544 delayMicroseconds ( short_high ) ;
545 digitalWrite ( Pin_regime , LOW ) ;
546 delayMicroseconds ( long_down ) ;
547 digitalWrite ( Pin_regime , HIGH ) ;
548 delayMicroseconds ( short_high ) ;
549 digitalWrite ( Pin_regime , LOW ) ;
550 delayMicroseconds ( long_down ) ;
551 digitalWrite ( Pin_regime , HIGH ) ;
552 delayMicroseconds ( short_high ) ;
553 digitalWrite ( Pin_regime , LOW ) ;
554 delayMicroseconds ( long_down ) ;
555 digitalWrite ( Pin_regime , HIGH ) ;
556 delayMicroseconds ( short_high ) ;
557 digitalWrite ( Pin_regime , LOW ) ;
558 delayMicroseconds ( long_down ) ;



559 digitalWrite ( Pin_regime , HIGH ) ;
560 delayMicroseconds ( short_high ) ;
561 digitalWrite ( Pin_regime , LOW ) ;
562 delayMicroseconds ( long_down ) ;
563 digitalWrite ( Pin_regime , HIGH ) ;
564 delayMicroseconds ( short_high ) ;
565 digitalWrite ( Pin_regime , LOW ) ;
566 delayMicroseconds ( long_down ) ;
567 digitalWrite ( Pin_regime , HIGH ) ;
568 delay (6 ) ;
569 }
570 else if ( current_regime == 0 . 0 1 ) {
571 delay (6 ) ;
572 digitalWrite ( Pin_regime , LOW ) ;
573 delayMicroseconds ( short_down ) ;
574 digitalWrite ( Pin_regime , HIGH ) ;
575 delayMicroseconds ( long_high ) ;
576 digitalWrite ( Pin_regime , LOW ) ;
577 delayMicroseconds ( short_down ) ;
578 digitalWrite ( Pin_regime , HIGH ) ;
579 delayMicroseconds ( long_high ) ;
580 digitalWrite ( Pin_regime , LOW ) ;
581 delayMicroseconds ( short_down ) ;
582 digitalWrite ( Pin_regime , HIGH ) ;
583 delayMicroseconds ( short_high ) ;
584 digitalWrite ( Pin_regime , LOW ) ;
585 delayMicroseconds ( long_down ) ;
586 digitalWrite ( Pin_regime , HIGH ) ;
587 delayMicroseconds ( short_high ) ;
588 digitalWrite ( Pin_regime , LOW ) ;
589 delayMicroseconds ( long_down ) ;
590 digitalWrite ( Pin_regime , HIGH ) ;
591 delayMicroseconds ( short_high ) ;
592 digitalWrite ( Pin_regime , LOW ) ;
593 delayMicroseconds ( long_down ) ;
594 digitalWrite ( Pin_regime , HIGH ) ;
595 delayMicroseconds ( short_high ) ;
596 digitalWrite ( Pin_regime , LOW ) ;
597 delayMicroseconds ( long_down ) ;
598 digitalWrite ( Pin_regime , HIGH ) ;
599 delayMicroseconds ( short_high ) ;
600 digitalWrite ( Pin_regime , LOW ) ;
601 delayMicroseconds ( long_down ) ;
602 digitalWrite ( Pin_regime , HIGH ) ;
603 delayMicroseconds ( short_high ) ;
604 digitalWrite ( Pin_regime , LOW ) ;
605 delayMicroseconds ( long_down ) ;
606 digitalWrite ( Pin_regime , HIGH ) ;
607 delay (6 ) ;
608 }
609 else if ( current_regime == 0 . 0 3 ) {
610 delay (6 ) ;
611 digitalWrite ( Pin_regime , LOW ) ;



612 delayMicroseconds ( short_down ) ;
613 digitalWrite ( Pin_regime , HIGH ) ;
614 delayMicroseconds ( short_high ) ;
615 digitalWrite ( Pin_regime , LOW ) ;
616 delayMicroseconds ( long_down ) ;
617 digitalWrite ( Pin_regime , HIGH ) ;
618 delayMicroseconds ( short_high ) ;
619 digitalWrite ( Pin_regime , LOW ) ;
620 delayMicroseconds ( long_down ) ;
621 digitalWrite ( Pin_regime , HIGH ) ;
622 delayMicroseconds ( long_high ) ;
623 digitalWrite ( Pin_regime , LOW ) ;
624 delayMicroseconds ( short_down ) ;
625 digitalWrite ( Pin_regime , HIGH ) ;
626 delayMicroseconds ( short_high ) ;
627 digitalWrite ( Pin_regime , LOW ) ;
628 delayMicroseconds ( long_down ) ;
629 digitalWrite ( Pin_regime , HIGH ) ;
630 delayMicroseconds ( short_high ) ;
631 digitalWrite ( Pin_regime , LOW ) ;
632 delayMicroseconds ( long_down ) ;
633 digitalWrite ( Pin_regime , HIGH ) ;
634 delayMicroseconds ( short_high ) ;
635 digitalWrite ( Pin_regime , LOW ) ;
636 delayMicroseconds ( long_down ) ;
637 digitalWrite ( Pin_regime , HIGH ) ;
638 delayMicroseconds ( short_high ) ;
639 digitalWrite ( Pin_regime , LOW ) ;
640 delayMicroseconds ( long_down ) ;
641 digitalWrite ( Pin_regime , HIGH ) ;
642 delayMicroseconds ( short_high ) ;
643 digitalWrite ( Pin_regime , LOW ) ;
644 delayMicroseconds ( long_down ) ;
645 digitalWrite ( Pin_regime , HIGH ) ;
646 delay (6 ) ;
647 }
648 else if ( current_regime == 0 . 1 ) {
649 delay (6 ) ;
650 digitalWrite ( Pin_regime , LOW ) ;
651 delayMicroseconds ( short_down ) ;
652 digitalWrite ( Pin_regime , HIGH ) ;
653 delayMicroseconds ( long_high ) ;
654 digitalWrite ( Pin_regime , LOW ) ;
655 delayMicroseconds ( short_down ) ;
656 digitalWrite ( Pin_regime , HIGH ) ;
657 delayMicroseconds ( short_high ) ;
658 digitalWrite ( Pin_regime , LOW ) ;
659 delayMicroseconds ( long_down ) ;
660 digitalWrite ( Pin_regime , HIGH ) ;
661 delayMicroseconds ( long_high ) ;
662 digitalWrite ( Pin_regime , LOW ) ;
663 delayMicroseconds ( short_down ) ;
664 digitalWrite ( Pin_regime , HIGH ) ;



665 delayMicroseconds ( short_high ) ;
666 digitalWrite ( Pin_regime , LOW ) ;
667 delayMicroseconds ( long_down ) ;
668 digitalWrite ( Pin_regime , HIGH ) ;
669 delayMicroseconds ( short_high ) ;
670 digitalWrite ( Pin_regime , LOW ) ;
671 delayMicroseconds ( long_down ) ;
672 digitalWrite ( Pin_regime , HIGH ) ;
673 delayMicroseconds ( short_high ) ;
674 digitalWrite ( Pin_regime , LOW ) ;
675 delayMicroseconds ( long_down ) ;
676 digitalWrite ( Pin_regime , HIGH ) ;
677 delayMicroseconds ( short_high ) ;
678 digitalWrite ( Pin_regime , LOW ) ;
679 delayMicroseconds ( long_down ) ;
680 digitalWrite ( Pin_regime , HIGH ) ;
681 delayMicroseconds ( short_high ) ;
682 digitalWrite ( Pin_regime , LOW ) ;
683 delayMicroseconds ( long_down ) ;
684 digitalWrite ( Pin_regime , HIGH ) ;
685 delay (6 ) ;
686 }
687 else if ( current_regime == 0 . 3 ) {
688 delay (6 ) ;
689 digitalWrite ( Pin_regime , LOW ) ;
690 delayMicroseconds ( short_down ) ;
691 digitalWrite ( Pin_regime , HIGH ) ;
692 delayMicroseconds ( short_high ) ;
693 digitalWrite ( Pin_regime , LOW ) ;
694 delayMicroseconds ( long_down ) ;
695 digitalWrite ( Pin_regime , HIGH ) ;
696 delayMicroseconds ( long_high ) ;
697 digitalWrite ( Pin_regime , LOW ) ;
698 delayMicroseconds ( short_down ) ;
699 digitalWrite ( Pin_regime , HIGH ) ;
700 delayMicroseconds ( long_high ) ;
701 digitalWrite ( Pin_regime , LOW ) ;
702 delayMicroseconds ( short_down ) ;
703 digitalWrite ( Pin_regime , HIGH ) ;
704 delayMicroseconds ( short_high ) ;
705 digitalWrite ( Pin_regime , LOW ) ;
706 delayMicroseconds ( long_down ) ;
707 digitalWrite ( Pin_regime , HIGH ) ;
708 delayMicroseconds ( short_high ) ;
709 digitalWrite ( Pin_regime , LOW ) ;
710 delayMicroseconds ( long_down ) ;
711 digitalWrite ( Pin_regime , HIGH ) ;
712 delayMicroseconds ( short_high ) ;
713 digitalWrite ( Pin_regime , LOW ) ;
714 delayMicroseconds ( long_down ) ;
715 digitalWrite ( Pin_regime , HIGH ) ;
716 delayMicroseconds ( short_high ) ;
717 digitalWrite ( Pin_regime , LOW ) ;



718 delayMicroseconds ( long_down ) ;
719 digitalWrite ( Pin_regime , HIGH ) ;
720 delayMicroseconds ( short_high ) ;
721 digitalWrite ( Pin_regime , LOW ) ;
722 delayMicroseconds ( long_down ) ;
723 digitalWrite ( Pin_regime , HIGH ) ;
724 delay (6 ) ;
725 }
726 else if ( current_regime == 1) {
727 delay (6 ) ;
728 digitalWrite ( Pin_regime , LOW ) ;
729 delayMicroseconds ( short_down ) ;
730 digitalWrite ( Pin_regime , HIGH ) ;
731 delayMicroseconds ( long_high ) ;
732 digitalWrite ( Pin_regime , LOW ) ;
733 delayMicroseconds ( short_down ) ;
734 digitalWrite ( Pin_regime , HIGH ) ;
735 delayMicroseconds ( long_high ) ;
736 digitalWrite ( Pin_regime , LOW ) ;
737 delayMicroseconds ( short_down ) ;
738 digitalWrite ( Pin_regime , HIGH ) ;
739 delayMicroseconds ( long_high ) ;
740 digitalWrite ( Pin_regime , LOW ) ;
741 delayMicroseconds ( short_down ) ;
742 digitalWrite ( Pin_regime , HIGH ) ;
743 delayMicroseconds ( short_high ) ;
744 digitalWrite ( Pin_regime , LOW ) ;
745 delayMicroseconds ( long_down ) ;
746 digitalWrite ( Pin_regime , HIGH ) ;
747 delayMicroseconds ( short_high ) ;
748 digitalWrite ( Pin_regime , LOW ) ;
749 delayMicroseconds ( long_down ) ;
750 digitalWrite ( Pin_regime , HIGH ) ;
751 delayMicroseconds ( short_high ) ;
752 digitalWrite ( Pin_regime , LOW ) ;
753 delayMicroseconds ( long_down ) ;
754 digitalWrite ( Pin_regime , HIGH ) ;
755 delayMicroseconds ( short_high ) ;
756 digitalWrite ( Pin_regime , LOW ) ;
757 delayMicroseconds ( long_down ) ;
758 digitalWrite ( Pin_regime , HIGH ) ;
759 delayMicroseconds ( short_high ) ;
760 digitalWrite ( Pin_regime , LOW ) ;
761 delayMicroseconds ( long_down ) ;
762 digitalWrite ( Pin_regime , HIGH ) ;
763 delay (6 ) ;
764 }
765 else if ( current_regime == 3) {
766 delay (6 ) ;
767 digitalWrite ( Pin_regime , LOW ) ;
768 delayMicroseconds ( short_down ) ;
769 digitalWrite ( Pin_regime , HIGH ) ;
770 delayMicroseconds ( short_high ) ;



771 digitalWrite ( Pin_regime , LOW ) ;
772 delayMicroseconds ( long_down ) ;
773 digitalWrite ( Pin_regime , HIGH ) ;
774 delayMicroseconds ( short_high ) ;
775 digitalWrite ( Pin_regime , LOW ) ;
776 delayMicroseconds ( long_down ) ;
777 digitalWrite ( Pin_regime , HIGH ) ;
778 delayMicroseconds ( short_high ) ;
779 digitalWrite ( Pin_regime , LOW ) ;
780 delayMicroseconds ( long_down ) ;
781 digitalWrite ( Pin_regime , HIGH ) ;
782 delayMicroseconds ( long_high ) ;
783 digitalWrite ( Pin_regime , LOW ) ;
784 delayMicroseconds ( short_down ) ;
785 digitalWrite ( Pin_regime , HIGH ) ;
786 delayMicroseconds ( short_high ) ;
787 digitalWrite ( Pin_regime , LOW ) ;
788 delayMicroseconds ( long_down ) ;
789 digitalWrite ( Pin_regime , HIGH ) ;
790 delayMicroseconds ( short_high ) ;
791 digitalWrite ( Pin_regime , LOW ) ;
792 delayMicroseconds ( long_down ) ;
793 digitalWrite ( Pin_regime , HIGH ) ;
794 delayMicroseconds ( short_high ) ;
795 digitalWrite ( Pin_regime , LOW ) ;
796 delayMicroseconds ( long_down ) ;
797 digitalWrite ( Pin_regime , HIGH ) ;
798 delayMicroseconds ( short_high ) ;
799 digitalWrite ( Pin_regime , LOW ) ;
800 delayMicroseconds ( long_down ) ;
801 digitalWrite ( Pin_regime , HIGH ) ;
802 delay (6 ) ;
803 }
804 else if ( current_regime == 10) {
805

806

807 delay (6 ) ;
808 digitalWrite ( Pin_regime , LOW ) ;
809 delayMicroseconds ( short_down ) ;
810 digitalWrite ( Pin_regime , HIGH ) ;
811 delayMicroseconds ( long_high ) ;
812 digitalWrite ( Pin_regime , LOW ) ;
813 delayMicroseconds ( short_down ) ;
814 digitalWrite ( Pin_regime , HIGH ) ;
815 delayMicroseconds ( short_high ) ;
816 digitalWrite ( Pin_regime , LOW ) ;
817 delayMicroseconds ( long_down ) ;
818 digitalWrite ( Pin_regime , HIGH ) ;
819 delayMicroseconds ( short_high ) ;
820 digitalWrite ( Pin_regime , LOW ) ;
821 delayMicroseconds ( long_down ) ;
822 digitalWrite ( Pin_regime , HIGH ) ;
823 delayMicroseconds ( long_high ) ;



824 digitalWrite ( Pin_regime , LOW ) ;
825 delayMicroseconds ( short_down ) ;
826 digitalWrite ( Pin_regime , HIGH ) ;
827 delayMicroseconds ( short_high ) ;
828 digitalWrite ( Pin_regime , LOW ) ;
829 delayMicroseconds ( long_down ) ;
830 digitalWrite ( Pin_regime , HIGH ) ;
831 delayMicroseconds ( short_high ) ;
832 digitalWrite ( Pin_regime , LOW ) ;
833 delayMicroseconds ( long_down ) ;
834 digitalWrite ( Pin_regime , HIGH ) ;
835 delayMicroseconds ( short_high ) ;
836 digitalWrite ( Pin_regime , LOW ) ;
837 delayMicroseconds ( long_down ) ;
838 digitalWrite ( Pin_regime , HIGH ) ;
839 delayMicroseconds ( short_high ) ;
840 digitalWrite ( Pin_regime , LOW ) ;
841 delayMicroseconds ( long_down ) ;
842 digitalWrite ( Pin_regime , HIGH ) ;
843 delay (6 ) ;
844 }
845 else if ( current_regime == 30) {
846 delay (6 ) ;
847 digitalWrite ( Pin_regime , LOW ) ;
848 delayMicroseconds ( short_down ) ;
849 digitalWrite ( Pin_regime , HIGH ) ;
850 delayMicroseconds ( short_high ) ;
851 digitalWrite ( Pin_regime , LOW ) ;
852 delayMicroseconds ( long_down ) ;
853 digitalWrite ( Pin_regime , HIGH ) ;
854 delayMicroseconds ( long_high ) ;
855 digitalWrite ( Pin_regime , LOW ) ;
856 delayMicroseconds ( short_down ) ;
857 digitalWrite ( Pin_regime , HIGH ) ;
858 delayMicroseconds ( short_high ) ;
859 digitalWrite ( Pin_regime , LOW ) ;
860 delayMicroseconds ( long_down ) ;
861 digitalWrite ( Pin_regime , HIGH ) ;
862 delayMicroseconds ( long_high ) ;
863 digitalWrite ( Pin_regime , LOW ) ;
864 delayMicroseconds ( short_down ) ;
865 digitalWrite ( Pin_regime , HIGH ) ;
866 delayMicroseconds ( short_high ) ;
867 digitalWrite ( Pin_regime , LOW ) ;
868 delayMicroseconds ( long_down ) ;
869 digitalWrite ( Pin_regime , HIGH ) ;
870 delayMicroseconds ( short_high ) ;
871 digitalWrite ( Pin_regime , LOW ) ;
872 delayMicroseconds ( long_down ) ;
873 digitalWrite ( Pin_regime , HIGH ) ;
874 delayMicroseconds ( short_high ) ;
875 digitalWrite ( Pin_regime , LOW ) ;
876 delayMicroseconds ( long_down ) ;



877 digitalWrite ( Pin_regime , HIGH ) ;
878 delayMicroseconds ( short_high ) ;
879 digitalWrite ( Pin_regime , LOW ) ;
880 delayMicroseconds ( long_down ) ;
881 digitalWrite ( Pin_regime , HIGH ) ;
882 delay (6 ) ;
883 }
884 else if ( current_regime == 100) {
885 delay (6 ) ;
886 digitalWrite ( Pin_regime , LOW ) ;
887 delayMicroseconds ( short_down ) ;
888 digitalWrite ( Pin_regime , HIGH ) ;
889 delayMicroseconds ( long_high ) ;
890 digitalWrite ( Pin_regime , LOW ) ;
891 delayMicroseconds ( short_down ) ;
892 digitalWrite ( Pin_regime , HIGH ) ;
893 delayMicroseconds ( long_high ) ;
894 digitalWrite ( Pin_regime , LOW ) ;
895 delayMicroseconds ( short_down ) ;
896 digitalWrite ( Pin_regime , HIGH ) ;
897 delayMicroseconds ( short_high ) ;
898 digitalWrite ( Pin_regime , LOW ) ;
899 delayMicroseconds ( long_down ) ;
900 digitalWrite ( Pin_regime , HIGH ) ;
901 delayMicroseconds ( long_high ) ;
902 digitalWrite ( Pin_regime , LOW ) ;
903 delayMicroseconds ( short_down ) ;
904 digitalWrite ( Pin_regime , HIGH ) ;
905 delayMicroseconds ( short_high ) ;
906 digitalWrite ( Pin_regime , LOW ) ;
907 delayMicroseconds ( long_down ) ;
908 digitalWrite ( Pin_regime , HIGH ) ;
909 delayMicroseconds ( short_high ) ;
910 digitalWrite ( Pin_regime , LOW ) ;
911 delayMicroseconds ( long_down ) ;
912 digitalWrite ( Pin_regime , HIGH ) ;
913 delayMicroseconds ( short_high ) ;
914 digitalWrite ( Pin_regime , LOW ) ;
915 delayMicroseconds ( long_down ) ;
916 digitalWrite ( Pin_regime , HIGH ) ;
917 delayMicroseconds ( short_high ) ;
918 digitalWrite ( Pin_regime , LOW ) ;
919 delayMicroseconds ( long_down ) ;
920 digitalWrite ( Pin_regime , HIGH ) ;
921 delay (6 ) ;
922 }
923 else if ( current_regime == 300) {
924 delay (6 ) ;
925 digitalWrite ( Pin_regime , LOW ) ;
926 delayMicroseconds ( short_down ) ;
927 digitalWrite ( Pin_regime , HIGH ) ;
928 delayMicroseconds ( short_high ) ;
929 digitalWrite ( Pin_regime , LOW ) ;



930 delayMicroseconds ( long_down ) ;
931 digitalWrite ( Pin_regime , HIGH ) ;
932 delayMicroseconds ( short_high ) ;
933 digitalWrite ( Pin_regime , LOW ) ;
934 delayMicroseconds ( long_down ) ;
935 digitalWrite ( Pin_regime , HIGH ) ;
936 delayMicroseconds ( long_high ) ;
937 digitalWrite ( Pin_regime , LOW ) ;
938 delayMicroseconds ( short_down ) ;
939 digitalWrite ( Pin_regime , HIGH ) ;
940 delayMicroseconds ( long_high ) ;
941 digitalWrite ( Pin_regime , LOW ) ;
942 delayMicroseconds ( short_down ) ;
943 digitalWrite ( Pin_regime , HIGH ) ;
944 delayMicroseconds ( short_high ) ;
945 digitalWrite ( Pin_regime , LOW ) ;
946 delayMicroseconds ( long_down ) ;
947 digitalWrite ( Pin_regime , HIGH ) ;
948 delayMicroseconds ( short_high ) ;
949 digitalWrite ( Pin_regime , LOW ) ;
950 delayMicroseconds ( long_down ) ;
951 digitalWrite ( Pin_regime , HIGH ) ;
952 delayMicroseconds ( short_high ) ;
953 digitalWrite ( Pin_regime , LOW ) ;
954 delayMicroseconds ( long_down ) ;
955 digitalWrite ( Pin_regime , HIGH ) ;
956 delayMicroseconds ( short_high ) ;
957 digitalWrite ( Pin_regime , LOW ) ;
958 delayMicroseconds ( long_down ) ;
959 digitalWrite ( Pin_regime , HIGH ) ;
960 delay (6 ) ;
961 }
962 else if ( current_regime == 1000) {
963 delay (6 ) ;
964 digitalWrite ( Pin_regime , LOW ) ;
965 delayMicroseconds ( short_down ) ;
966 digitalWrite ( Pin_regime , HIGH ) ;
967 delayMicroseconds ( long_high ) ;
968 digitalWrite ( Pin_regime , LOW ) ;
969 delayMicroseconds ( short_down ) ;
970 digitalWrite ( Pin_regime , HIGH ) ;
971 delayMicroseconds ( short_high ) ;
972 digitalWrite ( Pin_regime , LOW ) ;
973 delayMicroseconds ( long_down ) ;
974 digitalWrite ( Pin_regime , HIGH ) ;
975 delayMicroseconds ( long_high ) ;
976 digitalWrite ( Pin_regime , LOW ) ;
977 delayMicroseconds ( short_down ) ;
978 digitalWrite ( Pin_regime , HIGH ) ;
979 delayMicroseconds ( long_high ) ;
980 digitalWrite ( Pin_regime , LOW ) ;
981 delayMicroseconds ( short_down ) ;
982 digitalWrite ( Pin_regime , HIGH ) ;



983 delayMicroseconds ( short_high ) ;
984 digitalWrite ( Pin_regime , LOW ) ;
985 delayMicroseconds ( long_down ) ;
986 digitalWrite ( Pin_regime , HIGH ) ;
987 delayMicroseconds ( short_high ) ;
988 digitalWrite ( Pin_regime , LOW ) ;
989 delayMicroseconds ( long_down ) ;
990 digitalWrite ( Pin_regime , HIGH ) ;
991 delayMicroseconds ( short_high ) ;
992 digitalWrite ( Pin_regime , LOW ) ;
993 delayMicroseconds ( long_down ) ;
994 digitalWrite ( Pin_regime , HIGH ) ;
995 delayMicroseconds ( short_high ) ;
996 digitalWrite ( Pin_regime , LOW ) ;
997 delayMicroseconds ( long_down ) ;
998 digitalWrite ( Pin_regime , HIGH ) ;
999 delay (6 ) ;

1000 }
1001

1002 // else if ( current_regime == 20){
1003 // digitalWrite ( Pin_regime , HIGH);
1004 // Serial . println (" test ");
1005 // delay (100) ;
1006 // digitalWrite ( Pin_regime , LOW);
1007 // delay (100) ;
1008 // }
1009 }
1010

1011

1012 // /////////////////////////////////// Select current regime
////////////////////////////////////

1013 void select_regime ( ) {
1014 lcd . clear ( ) ;
1015 lcd . setCursor ( 0 , 0 ) ; // Text at top left corner
1016 lcd . print ( " Regime [nA ]:" ) ;
1017

1018 while ( p !=1) {
1019

1020 char key_regime = keypad . waitForKey ( ) ;
1021

1022 if ( key_regime ) { // Test Keypad input
1023 // Serial . println ( key_regime );
1024 lcd . setCursor ( 0 , 0 ) ; // Text at top left corner
1025 lcd . print ( " Regime [nA ]:" ) ;
1026 lcd . setCursor ( o , 1 ) ; // second row
1027 lcd . print ( key_regime ) ;
1028 o++; // Set Cursor one step further
1029 }
1030

1031 if ( key_regime >= ’0’ && key_regime <= ’9’ ) {
1032 InputRegime += key_regime ;
1033 }
1034 else if ( key_regime == ’#’ ) { // Press # for converting to number



1035 if ( InputRegime . length ( ) > 0) {
1036 regime = InputRegime . toInt ( ) ; // Conevrting String to Int to set Fluence
1037 current_regime = regime / 1 0 0 0 . 0 ; // Converting nA in uC
1038 InputRegime = "" ; // Clear Input string
1039 p = 1 ; // Condition to leave the loop
1040 lcd . clear ( ) ;
1041 }
1042 }
1043 else if ( key_regime == ’*’ ) {
1044 InputRegime = "" ; // Clear Input by pressing *
1045 lcd . clear ( ) ;
1046 lcd . setCursor ( 0 , 0 ) ;
1047 lcd . print ( " Regime [nA ]:" ) ;
1048 o=0;
1049 }
1050 }
1051

1052 currentint_regime ( ) ; // Send bitcode to currentintegrator to set regime
1053 currentint_regime ( ) ; // Twice to be sure
1054

1055 lcd . clear ( ) ;
1056 lcd . setCursor ( 0 , 0 ) ;
1057 lcd . print ( " Regime [uC ]:" ) ;
1058 lcd . setCursor (11 ,0 ) ;
1059 if ( current_regime < 0 . 0 1 ) {
1060 lcd . print ( current_regime , 3) ;
1061 }
1062 else if ( current_regime >= 0.01 && current_regime < 0 . 1 ) {
1063 lcd . print ( current_regime , 2) ;
1064 }
1065 else if ( current_regime >= 0.1 && current_regime < 1) {
1066 lcd . print ( current_regime , 1) ;
1067 }
1068 else if ( current_regime >= 1) {
1069 lcd . print ( current_regime , 0) ;
1070 }
1071 lcd . setCursor ( 0 , 1 ) ;
1072 lcd . print ( " Press any button " ) ;
1073

1074 }� �





Abbreviations

Abbreviation Definition
2D two dimensional
ADONIS Anlage zur DepOsition Niederenergetischer Ionen auf Substrate
AES Auger electron spectroscopy
AFM atomic force microscopy
Al aluminium
Ar argon
ARPES angle-resolved photoemission spectroscopy
B boron
BCA binary collision approximation
BN boron nitride
BO boron oxide
C carbon
Ce cerium
CH4 methane
Cl chlorine
CO carbon monoxide
Cr chromium
Cu copper
CVD chemical vapor deposition
DFT density function theory
Fe iron
Gd gadolinium
H hydrogen
He helium
HOPG highly oriented pyrolytic graphite
K potassium
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Abbreviation Definition
Kr krypton
LEED low energy electron diffraction
Li lithium
MD molecular dynamic
Mo molybdenum
MoS2 molybdenum disulfide
MoSe2 molybdenum diselenide
N nitrogen
Nd neodymium
Ne neon
NRA nuclear reaction analysis
O oxygen
PIXE particle induced X-ray emission
Pt platinum
RBS Rutherford backscattering spectroscopy
Si silicon
Si3N4 silicon nitride
SiC silicon carbide
SiO2 silicon oxide
SKPM Scanning kelvin probe microscopy
Sn tin
STM scanning tunneling microscopy
Ta tantalum
TEM transmission electron microscopy
TiN titanium nitride
UHV ultra high vacuum
ULE Ultra-low Energy
V vanadium
W tungsten
XPS X-ray photoelectron spectroscopy
ZBL Ziegler-Biersack-Littmark
Zr zirconium
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