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Introduction

Diophantine problems are typically asking for the number of integer solutions to systems
of polynomial equations in one or more variables with integer coefficients. We call a
Diophantine equation homogenous, if it is defined by a homogenous polynomial over the
rational numbers or the integers. The most famous example is the object of study in
Fermat’s Last Theorem

an + bn − cn = 0.

Illustrated by the three decades of active research needed to proof Fermat’s Last Theorem
and the negative answer to Hilbert’s tenth problem, provided by Matiyasevich’s theorem
after 21 years of combined efforts, solutions of Diophantine equations are not easy to
obtain. Many celebrated results have been achieved with analytic methods, such as the
Hardy-Littlewood circle method, towards solutions to additive number theory questions
such as Waring’s problem and later to Diophantine equations of a more general type. We
refer to [15], [22] and [68] for a comprehensive treatment of those aspects.

In order to approach the problem from a different standpoint and possibly with new
and promising tools, we can reformulate our problem in a geometric fashion. Naturally,
a homogenous polynomial in n+1 variables defines a hypersurface in n-dimensional pro-
jective space Pn. Hence solutions of a homogenous Diophantine equation are equivalent
to rational points on the corresponding projective hypersurface. Considerable effort has
been made towards establishing estimations for counting functions of the shape

N(X;B) = #{x ∈ X ∩ Pn(Q) | H(x) ≤ B},

where X ⊂ Pn is a projective variety, we consider x ∈ Pn(Q) to be an n + 1-tuple
(x0, ..., xn) ∈ Zn+1 with a suitably chosen height function H. If X is a hypersurface
defined by the form F ∈ Z[X0, ..., Xn], we shall write N(F ;B) instead of N(X;B) and
vice versa. In 1983 Heath-Brown raised the question whether for an absolutely irreducible
form G of degree d ≥ 2 in n variables one can achieve

N(G;B)≪ Bn−2+ε

for some ϵ > 0 in [29]. This was later picked up by Serre in both [63] and [64] and
appeared as the dimension growth conjecture in Browning’s work [14]:

Conjecture 0.1 (Serre’s dimension growth conjecture). Let X ⊆ PM−1
Q be an

irreducible projective varietiy of degree at least two defined over Q. Let NX(B) be the
number of rational points on X with naive height bounded by B. Then

NX(B)≪ BdimX(logB)c

for some constant c > 0.
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The reader may be interested in the large amount of literature concerning the dimen-
sion growth conjecture and find [18] to be a nice introduction to the topic. For further
reading we may refer to several examples, such as [8], [9], [10], [11], [12], [13], [30], [42],
[59], [60], [61], [70].

We want to shift our attention from Diophantine equations to two distinctly differ-
ent objects in diophantine geometry that illustrate the broad and rich amount of theory
and tools relevant and available for the study of rational points in modern number theory.

First we want to consider a projective varietyX ⊂ PnR in real projective space. Assume
X is given by the form F ∈ Z[X0, ..., Xn] of degree d, then after de-homogenization (for
X0), we obtain a polynomial F0 in n variables satisfying

F (X0, ..., Xn) = Xd
0F0

(
X1

X0
, ...,

Xn

X0

)
and a function

Φ: Rn−1 × R→ R, ((x2, ..., xn), x1) 7→ F0(x1, ..., xn).

If the implicit function theorem is applicable, we can locally express the solutions of the
equation F0(x1, ..., xn) = 0 as the graph of a smooth function f : Rn−1 → R. Such a
graph can then be naturally understood as a hypersurface in Rn. This idea extends to a
system of forms as is expected and corresponds locally to a smooth immersed manifold.
Instead of Diophantine equations, we want to study Diophantine inequalities under this
consideration. Robert and Sargos in [57] have given an upper bound on the integral
solutions (x1, ..., x4) ∈ [B + 1, 2B]4 to the inequality

|xα1 − xα2 − xα3 − xα4 | ≤ δBα−1,

where α ∈ R, α ̸∈ {0, 1}, B ≥ 2 and δ > 0. With the above mentioned technique, we
can view these solutions equivalently as rational points within a distance of δ to the
hypersurface Y parametrized by the equation yα = xα1 − xα2 − 1 on [1, 2]2. This leads to
the more general question of the number of points that are close to a compact immersed
submanifold M ⊂ RM . Given an integer Q ∈ N and δ ≥ 0, we study the number

N(M ;Q, δ) := #

{
(a, q) ∈ ZM × N

∣∣∣∣ 1 ≤ q ≤ Q,dist(a

q
,M

)
≤ δ

q

}
of rational points with denominators bounded by Q and L∞-distance to M bounded
by δ. Despite being an interesting question in its own right and the context mentioned
above, there are several applications to different problems in Diophantine geometry, see
for example [25], [36, §2-§5], [37], [45] or [66].

We can readily state a trivial estimate

N(M ;Q, δ)≪ QdimM+1,

and a probabilistic heuristic yields

δRQdimM+1 ≪ N(M ;Q, δ)≪ δRQdimM+1,
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where R =M − dimM is the codimension of the manifold in question. It is known that
this heuristic does not hold unconditionally. For example, if M is a rational hyperplane
in RM and δ ≤ 1, then we find that

QdimM+1 ≪ N(M ;Q, δ)≪ QdimM+1.

We additionally see from that example, that in order to establish non-trivial bounds we
may be inclined to study manifolds with a ’proper curvature condition’. Huang proposed
the following conjecture in his groundbreaking work [36].

Conjecture 0.2. Let M be a bounded immersed submanifold of RM with boundary. Let
R = M − dimM and suppose M satisfies a ’proper curvature condition’. Then there
exists a constant cM > 0 depending only on M such that

N(M ;Q, δ) ∼ cM δRQdimM+1

when δ ≥ Q− 1
R+ϵ for some ϵ > 0 and Q→∞.

It is not made explicit what ’proper curvature conditions’ means in the given context.
The first non-trivial case that has been studied extensively is that of a compact curve in
R2 with curvature bounded away from zero. In this setting, Huxley [38] was the first to
obtain a notable upper bound for a C2 curve C , which has later been given in the version

N(C ;Q, δ)≪C δ1−ϵQ2 +Q logQ

for any δ and Q in [69]. In fact, Vaughan and Velani [69] showed that

N(C ;Q, δ)≪C δQ2 +Q1+ϵ

for a C3 curve C , which is the upper bound that Conjecture 0.2 predicts.
Conversely, a sharp lower bound has been established by Beresnevich, Dickinson and

Velani [3]
δQ2 ≪C N(C ;Q, δ)

with δ ≫ Q−1 and δQ → ∞, for a C3 curve C admitting at least one point with non-
vanishing curvature. Further work by Huang [35] established an asymptotic formula for
C3 curves. The interested reader may find more details on the case for planar curves in
[35].

For the case of general manifolds Beresnevich established the sharp lower bound

δRQdimM+1 ≪M N(M ;Q, δ)

for any δ ≫ Q− 1
R , assuming M is an analytic submanifold of RM which admits at least

one non-degenerate point, in his spectacular work [4].
Huang established Conjecture 0.2 in the case when M is a hypersurface with Gaussian

curvature bounded away from zero in RM in [36].
A recent generalization of this result is due to Schindler and Yamagishi [67], who

established the Conjecture 0.2 in the case of a compact immersed submanifold of RM
in codimension R with a curvature condition that reduces to Huang’s case for R = 1.
In particular, if the manifold M is locally parametrized by the functions f1, ..., fR, the
required curvature condition is as follows.
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Condition 0.3. Given any t ∈ RR \ {0}, we have

detHt1f1+···+tRfR(x0) ̸= 0,

where Hf denotes the Hessian matrix of the function f and x0 is given as below.

We continue by presenting the details of our main result. By the compact nature of
M , the argument reduces to a finite number of local arguments, hence we may assume
without loss of generality that

M := {(x, f1(x), ..., fR(x)) ∈ RM | x = (x1, ..., xn) ∈ Bε0(x0)}, (0.1)

where x0 ∈ Rn, ε0 > 0 and fr ∈ Cℓ(Rn) for 1 ≤ r ≤ R and some ℓ ≥ 2. Note that this
specifically means dimM = n.
Let ω ∈ C∞c (Rn) be a non-negative weight function that is compactly supported in a
sufficiently small neighbourhood of x0 and define

Nω(Q, δ) =
∑
a∈Zn

q≤Q
||qfr(a/q)||≤δ

1≤r≤R

ω

(
a

q

)
,

where || · || denotes the distance to the closest integer. Obviously ||x|| ≤ 1/2 for any
x ∈ R, hence we only consider 0 ≤ δ ≤ 1/2. Let

N0 :=
∑
a∈Zn

q≤Q

ω

(
a

q

)
.

For a given function f ∈ C2(Rn) we denote by Hf (x) the Hessian matrix of f evaluated
at x, i.e. the n× n-matrix whose entries are ∂2f

∂xµ∂xν
(x) for 1 ≤ µ, ν ≤ n.

We use the following relaxed curvature condition throughout this chapter.

Condition 0.4. Given any t ∈ RR \ {0} and 1 ≤ s ≤ n− 2, we have

rankHt1f1+···+tRfR(x0) ≥ n− s.

With these notations we have the following result.

Theorem 0.5. Let n ≥ 2 and ℓ > max{n+1, n2 +4}. Suppose 0.4 holds and that ε0 > 0
is sufficiently small. Then we have

|Nω(Q, δ)− (2δ)RN0| ≪

{
δ

(R−1)(n+s−2)
n+s Qn+

2s
n+s En−s(Q) if δ ≥ Q− n−s

n+s+2R−2 ,
Qn−

(R−1)n−(R+1)s−2R+2
n+s+2R−2 En−s(Q) if δ < Q− n−s

n+s+2R−2 ,

where
En−s(Q) =

{
exp(c1

√
logQ) if n− s = 2,

(logQ)c2 if n− s ≥ 3,

for some positive constants c1 and c2. These constants as well as the implicit constants
only depend on M and ω.
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Comparing our exponents to those obtained in [67, Theorem 1.2], we have n + 2s
n+s

instead of n in the first case and n − (R−1)n−(R+1)s−2R+2
n+s+2R−2 instead of n − (n−2)(R−1)

n+2R−2 in
the second one. Note that the cases in [67] are distinguished by the comparison of δ
against Q− n

n+2R−2 . As expected the bounds under the less restrictive curvature condition
are worse, yet they have similar growth for large n.

By the Poisson summation formula we find that N0 = σQn+1+O (Qn) for some positive
constant σ depending only on ω and n (compare [36, (6.2)]). Combining this with 0.5
yields

Nω(Q, δ) = (2δ)RσQn+1 +O
(
δ

(R−1)(n+s−2)
n+s Qn+

2s
n+s En−s(Q)

)
,

when δ ≥ Q− n−1
n+2R−1+ϵ for any ϵ > 0 sufficiently small. Following the arguments in

[36, Section 7], we can approximate the characteristic function of Bε0(x0) by smooth
weight functions and obtain:

Corollary 0.6. Let M be as in (0.1), n ≥ 3 and ℓ > max{n + 1, n2 + 4}. Suppose
Condition 0.4 holds and that ε0 > 0 is sufficiently small. Then there exists a constant
cM > 0 depending only on M such that

N(M ;Q, δ) ∼ cM δRQdimM+1

when δ ≥ Q− n−s
n+s+2R−2+ϵ for any ϵ > 0 suffciently small and Q→∞.

Note that
Q− 1

R ≥ Q− n−s
n+s+2R−2

only holds for R > 1 and n ≥ (R+1)s+2R−2
R−1 , hence Conjecture 0.2 holds in those cases.

In fact, the asymptotic formula is obtained beyond the range of δ that was conjectured
in those cases.

If we let δ = 0, then our (weighted) counting function gives the (weighted) number
of rational points with bounded denominators that lie on the manifold M . Applying the
arguments from [36, pp. 2047] to Conjecture 0.2, we obtain

N(M ;Q, 0)≪ QdimM+ϵ,

for any ϵ > 0 sufficiently small with a generally sharp upper bound. This can be in-
terpreted as an analogue of the aforementioned dimension growth conjecture 0.1 for
projective varieties in the context of smooth submanifolds of RM .

Corollary 0.7. Let M be as in (0.1), n − s ≥ 3 and ℓ > max{n + 1, n2 + 4}. Suppose
Condition 0.4 holds and that ε0 > 0 is sufficiently small. Then

N(M ;Q, 0)≪ Qn−
(R−1)n−(R+1)s−2R+2

n+s+2R−2 (logQ)c

for some constant c > 0.

Note that in contrast to the situation in [67] we do not unconditionally break the
dimM barrier here, only if n > (R+1)s+2R−2

R−1 and R > 1.
We adapt the strategy for proving Theorem 0.5 established in [67], which relies on the

methods developed by Huang in [36] and fibration arguments. In particular, Schindler
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and Yamagishi reduced the problem to that for one function, such that the main result
of [36] can be used. This is achieved by a more complicated version of the procedure de-
veloped by Huang in [36], which relates the counting problem of a function to that of its
Legendre transform, for a family of functions satisfying the curvature condition 0.3 and
apllying it twice. For our relaxed curvature condition 0.4 we can use a similar approach
with some necessary adjustments to accomodate an additional degree of freedom.

We deal with this problem in Part I. After collecting some preliminary results in
Section 1, we discuss the setup of our proof for Theorem 0.5 in Section 2. Section 3 is
dedicated to establishing some auxiliary bounds, one of which depending on a result which
is proven in Section 4. Lastly, we combine our findings to prove Theorem 0.5 in Section 5.

Next, we turn our attention to the Diophantine problem of writing an integer as the
difference of a square and a cube. Fix an integer k ∈ Z, then we are interested in integer
or rational solutions to the Diophantine equation

y2 − x3 = k.

This is known as Bachet’s equation and we refer the reader to [51, Ch. 26] for more
context. An interesting property of said equation is the duplication formula discovered
by Bachet in 1621, that is for any pair (x, y) ∈ Q×Q× that is a solution to the Bachet
equation, another rational solution can be constructed as follows:(

x2 − 8kx

4y2
,
−x6 − 20kx3 + 8k2

8y3

)
.

More general, generic equations of the form

y2 = x3 + ax+ b

define elliptic curves, that is a smooth projective curve of genus 1 over a given field that
admits a specified point O with coordinates in that same field. A central property of
elliptic curves is that they allow for a group law on their points, extending the known
duplication formula and turning the set of rational points of an elliptic curve into an
abelian group. An abelian variety is a projective algebraic variety that also admits an
algebraic group law on its points. In that sense, elliptic curves are exactly abelian varieties
of dimension 1 and we now study the rational points of abelian varieties without an
explicit mention of defining equations. The famous Mordell-Weil theorem states that for
an abelian variety A defined over a number field K, the K-rational points form a finitely
generated group A(K), the so-called Mordell-Weil group. As a finitely generated abelian
group, A(K) can be decomposed as a direct sum into a free subgroup and its torsion
subgroup A(K)tors, which is in turn finite. Therefore it is a natural question to ask,
whether there is a bound on the number of K-torsion points on A.

The uniform boundedness conjecture claims that for any given positive integer d all
number fields K with [K : Q] = d and all abelian varieties A defined over K satisfy the
estimation

|A(K)tors| ≪ B(d, g),

where B(d, g) only depends on d and the dimension g = dimA. Two relevant strategies
have been developed in order to approach this powerful statement, both fixing certain
data to achieve feasible results:

6



1. In the ’horizontal’ approach to the problem, we fix a number field K and let the
abelian varieties defined over K vary within a given class. A complete understanding
of this approach exists to this date only for elliptic curves over number fields, where
it has been proven (over any number field) by Merel [46] building on previous work
by Mazur [44] and Kamienny [39].

2. In the ’vertical’ approach to the problem, we fix an abelian variety defined over a
number field K and vary over finite extensions L/K. Specifically, we ask the question:
How does the order of the torsion subgroup A(L)tors for any finite extension L/K
grow compared to the extension degree [L : K]?

Part II of this thesis explores the vertical approach. In a letter to Bertrand [43], Masser
proved the following result in this direction:

Theorem 0.8 (Masser ’86). Let A be an abelian variety of dimension g defined over a
number field K. Then there exists a constant C(A,K), depending only on A and [K : Q],
such that for every finite extension L/K, we have

|A(L)tors| ≤ C(A,K)([L : Q] log([L : Q]))g.

We follow the ideas later developed by Hindry and Ratazzi to give a better exponent,
introducing the invariant γ(A).

Definition 0.9 (Invariant γ(A)). The invariant γ(A) is defined as follows:

γ(A) = inf{x > 0 | ∀L/K finite, |A(L)tors| ≪ [L : K]x},

where the notation ≪ means that there exists a constant CA,x such that

|A(L)tors| ≤ CA,x[L : K]x.

Note that this exponent γ(A) is optimal in the sense that it is minimal, such that for
every ε > 0 and every finite extension L/K we have

|A(L)tors| ≪ [L : K]γ(A)+ε.

In terms of this invariant Masser’s theorem 0.8 states that γ(A) ≤ g. This bound on γ(A)
is optimal when A is isogenous to a power of a CM elliptic curves, but not in the general
case. The work of Hindry and Ratazzi has produced an explicit formula for the invariant
γ(A) in a number of cases. First Ratazzi [58] gave an explicit formula for the case of a CM
abelian variety in terms of the characters of the Mumford-Tate group MT(A) of A. Only
shortly thereafter, Hindry and Ratazzi have worked together on an explicit formula for
products of elliptic curves [31]. Later they studied abelian varieties of type GSp, meaning
that they satisfy the Mumford-Tate conjecture and that their Mumford-Tate groups are
isomorphic to the group of symplectic similitudes.

Any abelian variety A defined over a number field K of dimension g is isogenous, over
K, to a product of simple abelian varieties

∏k
i=1A

ni
i , where each simple factor Ai can

be assigned a type (I, II, III or IV) in the sense of Albert’s classification. Furthermore,
we can assume that Ai is not isogenous to Aj for i ̸= j. Within [32], Hindry and Ratazzi
formulate the following conjecture:

Conjecture 0.10 ([32] Conjecture 1.1).

γ(A) = max
∅ ̸=I⊆{1,...,k}

2
∑
i∈I ni dim(Ai)

dim(MT(Ai))
, (0.2)

7



where for every non-empty set I ⊆ {1, ..., d} we have AI =
∏
i∈I A

ni
i and the Mumford–

Tate group MT(AI)

They eventually proved this conjecture for simple abelian varieties of type I and II
that are fully of Lefschetz type [33]. The conjecture has also been shown to hold for
simple abelian varieties of type III that are fully of Lefschetz type, as well as abelian
varieties isogenous to products of simple factors of type I, II or III, that are all fully of
Lefschetz type in [17]. The remaining case to be proven is when A is a simple abelian
variety fully of type IV, that is of type IV but not of CM type, and fully of Lefschetz
type. Our first result is oriented towards proving the conjecture of Hindry and Ratazzi
for this particular class of abelian varieties. Precisely we show the following:

Theorem 0.11. Let A be a simple abelian variety defined over a number field K. Assume
that A is fully of type IV and fully of Lefschetz type1, then

γ(A) =
2 dim(A)

dim(MT(A))
.

It should be noted that this conjecture has recently been proved by Le Fourn, Lom-
bardo, and Zywina [27]. Nonetheless, our approach is profoundly different and the strat-
egy developed in the proof of Theorem 0.11 allows us to obtain a lower bound for degree
of the extension generated by a torsion point.

Corollary 0.12. Under the assumptions above, there exist c := C(A,K) > 0 such that,
for every torsion point P ∈ A(K̄) of order m we have:

[K(P ) : K] ≥ cω(m)mdh,

where ω(m) is the number of prime divisors of m and h is the relative dimension as
defined in Chapter II Section 1.

The proof of 0.11 relies on a criterion for the independance of ℓ-adic representations,
introduced by Serre in [65]. This allows us to direct our attention to finite subgroups
H ⊂ A[ℓ∞] for all primes ℓ. In particular the criterion states, that there exists a finite
extension K ′/K, such that for every finite subgroup Htors ⊂ A(L)tors that we can write
as

Htors =
∏

ℓ prime

Hℓ,

where Hℓ is a subgroup of A[ℓ∞], we have

[K ′(Htors) : K
′]≫≪

∏
ℓ

[K ′(Hℓ) : K
′].

We will therefore assume that K is such that the ℓ-adic representations are independent
and work with the following definition of the invariant γ(A):

γ(A) = inf{x > 0 | ∀H ⊂ A[ℓ∞], |H| ≪ [K(H) : K]x}.

Hence we can use the equivalence

|H| ≪ [K(H) : K]γ(A) ⇔ γ(A) ≥ logℓ |H|
logℓ[K(H) : K]

(0.3)

1We refer the reader to Definition 1.13.
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for every finite subgroup H of A[ℓ∞] to compute γ(A). Note that the main contributions
to the value of γ(A) are the order of a given subgroup H and the degree of the associated
extension K(H) over K. Therefore, we can naturally approach the proof in two parts:
calculating these two values explicitly and then using combinatorial methods to obtain
the invariant γ(A).

We discuss this problem in Part II. Beginning with the revision of preliminaries no-
tions on abelian varieties and the relevant algebraic groups attached to them in Section 1,
we follow up with a discussion of the crucial results on Unitary groups in Section 2. With
these preparation we collect all necessary prerequisites on the torsion subgroup in Sec-
tion 3 to then calculate the invariants and proof Theorem 0.11 and Corollary 0.12 in
Section 4. We additionally give an outlook towards abelian varieties isogenous to a prod-
uct with a simple factor of type IV. The remaining Sections 5 and 6 are dedicated to
explicit calculations.
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Part I
Inequalities:

On the number of rational points close to a
compact manifold

1. Preliminaries

1.1 Notation

We denote by Cℓ(V) the set of ℓ-times continuously differentiable functions defined on an
open set V ⊆ Rn. Analogously C∞(V) denotes the set of smooth functions defined on V
and C∞c (V) the set of smooth functions defined on V that have a compact support. Given
any f ∈ C1(Rn) we let ∇f = ( ∂f∂x1

, ..., ∂f∂xn
) be the gradient of f . For a subset X ⊆ Rn

we denote the boundary of X by ∂X = X \X◦, where X denotes the closure of X and
X◦ denotes the interior of X. For any z ∈ R we let e(z) = e2πiz and ||z|| denotes the
distance to the closest integer. For z = (z1, ..., zn) ∈ Rn let |z| = max1≤i≤n |zi| denote
the L∞-Norm and given any ε > 0 we let

Bnε (z) = {x ∈ Rn | |x− z| < ε} = (z1 − ε, z1 + ε)× · · · × (zn − ε, zn + ε).

We may write Bε(z) instead of Bnε (z) if the dimension is clear from context. For natural
numbers k ≤ m let [m] = {1, ...,m} be the set of natural numbers smaller or equal to m
and

[m]k = {ν ⊆ [m] | #ν = k}
the set of k-subsets of [m]. By the notation f(x) ≪ g(x) or f = O (g(x)) we mean that
there exists a constant C > 0 such that |f(x)| ≤ Cg(x) for all x in consideration.

Definition 1.1. Let F ∈ Cℓ(Rn) and let U ⊆ Rn be an open subset such that ∇F is
invertible on U . We define the Legendre transform F ∗ : ∇F (U)→ R of F via

F ∗(z) = z · (∇F )−1(z)− (F ◦ (∇F )−1)(z).

It can be verified that F ∗ is ℓ-times continuously differentiable, F ∗∗ = F and ∇F ∗ =
(∇F )−1. If x = ∇F (z) we obviously have

F ∗(x) = x · z− F (z) (1.1)
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and furthermore
HF∗(x) = HF (z)

−1. (1.2)

1.2 Oscillatory integrals
The proofs presented in this part rely fundamentally on the estimation of oscillatory
integrals. We discuss the theory briefly, following [34] (compare specifically Theorem
7.7.1 and 7.7.5).

An oscillatory integral is given in the form∫
Rd

ω(x)e(λφ(x))dx,

where λ > 0, φ is called the phase function and ω is a smooth weight function. The
easiest method to estimate such an integral is to use iterated partial integration, however
this is only possible if φ has no stationary points in the support of ω. For simplicity
consider the case d = 1 and assume φ′(x) ̸= 0 for all x ∈ suppω = [a, b], a ≤ b. Then∫

R
ω(x)e(λφ(x))dx =

∫ b

a

ω(x)e(λφ(x))dx.

Since φ′(x) ̸= 0 for all x ∈ [a, b] we can introduce a complicated 1∫
R
ω(x)e(λφ(x))dx =

∫ b

a

ω(x)
2πiλφ′(x)

2πiλφ′(x)
e(λφ(x))dx =

∫ b

a

ω(x)

2πiλφ′(x)

d

dx
e(λφ(x))dx.

Utilizing integration by parts for the functions ω(x)
φ′(x) and e(λφ(x)) we find

∫
R
ω(x)e(iλφ(x))dx =

1

2πiλ

(
e(λφ(x))ω(x)

φ′(x)

∣∣∣∣b
a

−
∫ b

a

d

dx

(
ω(x)

φ′(x)

)
e(λφ(x))dx

)
.

Since ω is smooth with compact support, we have ω(a) = ω(b) = 0, hence we can simplify
to ∫

R
ω(x)e(λφ(x))dx = − 1

2πiλ

∫ b

a

d

dx

(
ω(x)

φ′(x)

)
e(λφ(x))dx.

Using integration by parts again for d
dx

(
ω(x)
φ′(x)

)
and e(λφ(x)) and the quotient rule for

derivatives the right hand side is

−
(

1

2πiλ

)2
(
e(λφ(x))(ω(x)φ′′(x)− ω′(x)φ(x))

φ′(x)2

∣∣∣∣b
a

−
∫ b

a

d2

dx2

(
ω(x)

φ′(x)

)
e(λφ(x))dx

)
.

Just like ω, all it’s derivatives vanish at a and b, hence we obtain∫
R
ω(x)e(λφ(x))dx =

(
−1
2πiλ

)2 ∫ b

a

d2

dx2

(
ω(x)

φ′(x)

)
e(λφ(x))dx.

Since ω and φ are smooth, we can repeat this process arbitrarily often and in every step
the non-integral contribution of the integration by parts clearly vanishes because every
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additive term contains a factor of ω(k)(a) = 0 or ω(k)(b) = 0 for a suitable k ∈ N. We
conclude that for every ℓ ∈ N∫

R
ω(x)e(λφ(x))dx =

(
−1
2πiλ

)ℓ ∫ b

a

dℓ

dxℓ

(
ω(x)

φ′(x)

)
e(λφ(x))dx.

Now taking absolute values we see that∣∣∣∣∫
R
ω(x)e(λφ(x))dx

∣∣∣∣ = 1

(2πλ)ℓ

∣∣∣∣∣
∫ b

a

d2

dx2

(
ω(x)

φ′(x)

)
e(λφ(x))dx

∣∣∣∣∣
≤ 1

(2πλ)ℓ

∫ b

a

∣∣∣∣ dℓdxℓ

(
ω(x)

φ′(x)

)∣∣∣∣dx
≤ M(b− a)

λℓ
,

where M = (2π)−ℓmax[a,b]

(
dℓ

dxℓ

(
ω(x)
φ′(x)

))
. In essence∣∣∣∣∫

R
ω(x)e(λφ(x))dx

∣∣∣∣ ≤M(ω, φ, ℓ)λ−ℓ,

where M(ω, φ, ℓ) is a constant depending on ω, φ and ℓ, i.e. the integral is O(λ−ℓ) for
every ℓ ∈ N. For the higher dimensional case we argue similarly, integrating over one
variable after the other. We will use the following precise result in full generality:

Lemma 1.2 (non-stationary phase). Let ℓ ∈ N and U+ ⊆ Rd a bounded open set.
Let ω ∈ Cℓ−1

c (Rd) with suppω ⊆ U+ and φ ∈ Cℓ(U+) with ∇φ(x) ̸= 0 for all x ∈ suppω.
Then for any λ > 0 ∣∣∣∣∫

Rd

ω(x)e(λφ(x))dx

∣∣∣∣ ≤ cℓλ−ℓ+1,

where the constant cℓ only depends on ℓ, d, upper bounds for the absolute values of finitely
many derivatives of ω and φ on U+ and a lower bound for |∇φ| on suppω.

In order to handle a phase function that admits a stationary point, we first consider
the case where φ is a (one dimensional) quadratic form φ : [−a, b] → R, x 7→ αx2 with
α, a, b > 0. Then ∫ b

−a
e(φ(x))dx =

∫ a

0

e(αx2)dx+

∫ b

0

e(αx2)dx,

so we shall consider only one of those integrals. By the substitution x 7→
√
αx we obtain∫ a

0

e(αx2)dx =
1√
α

∫ √
αa

0

e(z2)dz.

Let γ1 : [0, 1]→ C, t 7→ e(1/8)tw and γ2 : [0, 1/8]→ C, t 7→ e(t)w for some w > 0. We can
consider the complex line integrals over the curve following γ1 and then the inverse of γ2
and by Cauchy’s theorem obtain∫ w

0

e(z2)dz =

∫
γ1

e(z2)dz +

∫
−γ2

e(z2)dz.
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A straight forward calculation shows that∫
γ1

e(z2)dz =
e(1/8)

2
√
2

+O

(
1

w

)
and ∫

−γ2
e(z2)dz = O

(
1

w

)
.

Resubstitution now yields∫ b

−a
e(αx2)dx =

e(1/8)√
2A

+O

(
1

aα
+

1

bα

)
,

which we can extend to a quadratic function of the shape φ : [a, b]→ R, x 7→ α(x−x0)2+β
by a linear substitution. For a more general phase function φ, that is sufficiently smooth,
with a stationary point at x0 we use Taylor’s formula to write

φ(x) = φ(x0) +
1

2
φ′′(x0)(x− x0)2 +R

with an error term R. Now we shall use the estimation for quadratic functions to obtain
an estimate for the oscillatory integral in question. The precise result in full generality
which we will make use of is as follows:

Lemma 1.3 (stationary phase). Let ℓ > d
2 + 4 and D ,D+ ⊆ Rd bounded open sets

such that D ⊆ D+. Let ω ∈ Cℓ−1
c (Rd) with suppω ⊆ D and φ ∈ Cℓ(D). Suppose

∇φ(v0) = 0 and Hφ(v0) ̸= 0 for some v0 ∈ D . Let σ be the signature of Hφ(v0)
and ∆ = |detHφ(v0)|. Suppose further that ∇φ(x) ̸= 0 for all x ∈ D \ {v0}. Then for
any λ > 0∫

Rd

ω(x)e(λφ(x))dx = e
(
λφ(v0) +

σ

8

)
∆− 1

2λ−
d
2 (ω(v0) +O

(
λ−1

)
),

where the implicit constant only depends on ℓ, d, upper bounds for the absolute values of
finitely many derivatives of ω and φ on D+, an upper bound for |x − v0|/|∇φ(v0)| on
D+, and a lower bound for ∆.

Recall given a symmetric matrix we define its signature to be the number of positive
eigenvalues minus the number of negative eigenvalues and note that this is a simplified
version of [34, Theorem 7.7.5], where the assumption on ℓ can be deduced from [34, pp.
222, Remark].

1.3 Compactly parametrized functions

The relevant phase function for our oscillatory integrals happen to be smooth functions,
that are parametrized over a compact set, hence we collect two fundamental properties
of such functions. Let m ∈ N0 and G = G1 × G2 ⊆ Rn+m, where G1 ⊆ Rn and G2 ⊆ Rm
are bounded connected open sets. Let x0 be a fixed point in G1.
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Lemma 1.4. Let G ∈ Cℓ(G), ℓ ≥ 2 and assume HGt(x) ̸= 0 for every t ∈ G2, where Gt

is the real-valued map on G1 given by x 7→ G(x, t). Let F2 be a compact set contained in
G2, then there exist a real number τ > 0 and constants c1, c2 > 0 such that

c1 ≤ |detHGt(x)| ≤ c2

for all x ∈ Bτ (x0) and t ∈ F2. Moreover the map x 7→ ∇Gt(x) is a Cℓ−1-diffeomorphism
on Bτ (x0) for all t ∈ F2.

Lemma 1.5. Let G ∈ Cℓ(G), ℓ ≥ 2 and assume HGt(x) ̸= 0 for every t ∈ G2. Let F2

and τ be as in Lemma 1.4. Then for any 0 < κ < τ sufficiently small, there exists ρ > 0
such that

dist(∂(∇Gt(Bτ (x0))), ∂(∇Gt(Bκ(x0)))) ≥ 2ρ

for all t ∈ F2.

For proofs of Lemma 1.4 and Lemma 1.5 we refer the reader to [67, Lemmas 3.4 and
3.5].

2. Setting up the proof of Theorem 0.5

By virtue of the characteristic functions

χδ(θ) =

{
1 if ||θ|| ≤ δ,
0 else, (2.1)

for 0 < δ ≤ 1/2 we can rewrite

Nω(Q, δ) =
∑
a∈Zn

q≤Q

ω

(
a
q

) R∏
r=1

χδ

(
qfr

(
a
q

))
.

Consider the Selberg magic functions as described in [49] for the interval [−δ, δ] ⊆ R/Z
and a parameter J ∈ N

S±
J (x) =

∑
|j|≤J

Ŝ±
J (j)e(jx).

They obey the properties
S−
J (y) ≤ χδ(y) ≤ S

+
J (y)

and

Ŝ±
J (0) = 2δ ± 1

J + 1

and are bounded by

|Ŝ±
J (j)| ≤

1

J + 1
+min

(
2δ,

1

π|j|

)
(2.2)
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for all y ∈ R/Z and 0 ≤ |j| ≤ J . Hence we can bound the characteristic functions from
above by the Selberg magic functions and obtain

Nω(Q, δ) ≤
∑
a∈Zn

q≤Q

ω

(
a

q

) R∏
r=1

S+
J

(
qfr

(
a

q

))

=
∑
a∈Zn

q≤Q

ω

(
a

q

) R∏
r=1

 J∑
jr=−J

Ŝ+
J (jr)e

(
jrqfr

(
a

q

))
=
∑
a∈Zn

q≤Q

ω

(
a

q

) ∑
0≤|ji|≤J
1≤i≤R

(
R∏
r=1

Ŝ+
J (jr)

)
e

(
R∑
r=1

jrqfr

(
a

q

))
.

The terms with ji = 0 for all i = 1, ..., R contribute(
2δ +

1

J + 1

)R
N0 = (2δ)RN0 +O

(
δR−1Q

n+1

J
+
Qn+1

JR

)
,

with the implicit constant possibly depending on R and an upper bound for the diam-
eter of suppw. Bounding the characteristic function from below by the Selberg magic
functions yields a similar result, such that we conclude

|Nω(Q, δ)− (2δ)RN0| ≪ δR−1Q
n+1

J
+
Qn+1

JR
(2.3)

+
∑

1≤|ji|≤J
1≤i≤R
j ̸=0

(
R∏
r=1

bjr

)∣∣∣∣∣∣∣∣
∑
a∈Zn

q≤Q

ω

(
a

q

)
e

(
R∑
r=1

jrqfr

(
a

q

))∣∣∣∣∣∣∣∣,

where
bjr :=

1

J + 1
+min

(
2δ,

1

π|jr|

)
is the bound for the Selberg magic functions given in (2.2). Via the Poisson summation
formula we can rewrite

∑
a∈Zn

ω

(
a

q

)
e

(
R∑
r=1

jrqfr

(
a

q

))
(2.4)

=
∑
k∈Zn

∫
Rn

ω

(
x

q

)
e

(
R∑
r=1

jrqfr

(
x

q

)
− k · x

)
dx

= qn
∑
k∈Zn

I(q; j;k)

with

I(q; j;k) =

∫
Rn

ω(x)e

(
R∑
r=1

qjrfr(x)− qk · x

)
dx.
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We now make use of Condition 0.4. By asssumption the Hessian matrixHt1f1+···+tRfR(x0)
has a non-vanishing minor of size n − s, i.e. we can find s columns i1, ..., is and rows
j1, ..., js such that after deleting them, the resulting matrix is invertible. Since the Hes-
sian matrix is symmetric, we can choose {i1, ..., is} = {j1, ..., js} in this case. Consider
the functions

ϑν : RR \ {0} → R, t 7→ det

(
∂2(t1f1 + · · ·+ tRfR)

∂xν∂xµ

)
1≤ν,µ≤n
ν,µ ̸∈ν

(x0)

for ν ∈ [n]s, where [n]s denotes the set of s-subsets of {1, ..., n}. Given Condition 0.4
the preimages {ϑ−1

ν (R \ {0}) | ν ∈ [n]s} form an open cover of RR \ {0}. For any fixed
t the rank condition is invariant under scaling with a linear factor a ∈ R \ {0}, i.e. if
t belongs to ϑ−1

ν (R \ {0}) so does at = (at1, ..., atR). Therefore we can assume t to be
normalized in the sense |t| = 1. For every ν ∈ [n]s let T̃ν = ϑ−1

ν (R \ {0}) ∩BR1 (0), then
{T̃ν | ν ∈ [n]s} is an open cover of BR1 (0). Since BR1 (0) is compact and Hausdroff, it is
also normal, hence the open cover {T̃ν | ν ∈ [n]s} admits a shrinkage. That is an open
cover {T ′

ν | ν ∈ [n]s} such that Tν := T ′
ν ⊆ T̃i for ν ∈ [n]s.

To find a bound for the last term in (2.3) it suffices to find an upper bound for

N (r;ϵ;ν)(Q, δ) =
∑

1≤jr≤J
0≤js≤jr
(j/jr)∈Tν

(
R∏
r=1

bjr

)∣∣∣∣∣∣
∑
q≤Q

qn
∑
k∈Zn

I(q; (ϵ1j1, ..., ϵRjR);k)

∣∣∣∣∣∣ (2.5)

for each 1 ≤ r ≤ R, ϵ ∈ {−1, 1}R and ν ∈ [n]s. The arguments turn out to be iden-
tical for all (r; ϵ;ν), since different choices of r or ϵ admit only to relabeling and the
choice of ν is merely an exercise in notation. Therefore we only present the details for
N (1;(1,...,1);In

s )(Q, δ), where Ins = [n] − [n − s] = {n − s + 1, ..., n}. Note that the same
upper bound in fact holds for all N (r;ϵ;ν).

To x = (x1, ..., xn) ∈ Rn let x̂ = (x1, ..., xn−s) ∈ Rn−s and define functions

f̂j,y : Rn−s → R, x̂ 7→ fj(x̂,y)

for y in a sufficiently small neighborhood U(x0,n−s+1, ...x0,n) of (x0,n−s+1, ..., x0,n) ∈ Rs.
Define further

Ĝy(x̂, t) = f̂1,y(x̂) +

R∑
r=2

trf̂r,y(x̂)

and consider the continuous function

ψ : U(x0,n−s+1, ..., x0,n)→ R,y 7→ det

(
∂2(f1 + t2f2+ · · ·+ tRfR)

∂xν∂xµ

)
1≤ν,µ≤n−s

(x̂,y).

For a suitable ε′ > 0 we have ψ(y) ̸= 0 for y ∈ Bε(x0,n−s+1, ..., x0,n), since ψ(x0,n−s+1, ..., x0,n)
is non-zero by construction. Take 0 < ε1 < ε′ sufficiently small, then on the compact set
Y with Y = Bε1(x0,n−s, ..., x0,n) we have

c′1 ≤

∣∣∣∣∣det
(
∂2(f1 + t2f2 + · · ·+ tRfR)

∂xν∂xµ

)
1≤ν,µ≤n−s

(x̂0,y)

∣∣∣∣∣ ≤ c′2
17



with constants 0 < c′1, c
′
2 for all t ∈ TIn

s
. Now Ĝy satisfies the conditions of Lemmas 1.4

and 1.5 for F2 = Y × TIn
s
, i.e. there are constants τ(1;(1,...,1);In

s ) > 0 and c1, c2 > 0 such
that

c1 ≤

∣∣∣∣∣det
(
∂2(f1 + t2f2 · · ·+ tRfR)

∂xν∂xµ

)
1≤ν,µ≤n−s

(x̂,y)

∣∣∣∣∣ ≤ c2 (2.6)

for all t ∈ TIn
s
, y ∈ Y and x̂ ∈ B2τ(1;(1,...,1);In

s )
(x̂0). Moreover, the map

x̂ 7→

(
f̂1,y +

R∑
r=2

trf̂r,y

)
(x̂)

is a Cℓ−1 diffeomorphism on B2τ(1;(1,...,1);In
s )
(x̂0) for all t ∈ TIn

s
and y ∈ Y . Define τ(r;ϵ;ν)

in the same way for 1 ≤ r ≤ R, ϵ ∈ {±1}R and ν ∈ [n]s and let

0 < τ ≤ min
1≤r≤R
ϵ∈{±1}R

ν∈[n]s

τ(r;ϵ;ν)

be sufficiently small (such that Lemma 3.3 is going to be applicable). For this choice of
τ with Lemma 1.5 we find constants 0 < κ < τ and ρ such that

dist

(
∂

(
∇

(
f̂1,y +

R∑
r=2

trf̂r,y

)
(Bτ (x̂0))

)
, ∂

(
∇

(
f̂1,y +

R∑
r=2

trf̂r,y

)
(Bκ(x̂0))

))
≥ 2ρ

(2.7)
for all t ∈ TIn

s
and y ∈ Y . Note that ε0 < 2τ is a sufficient choice in Theorem 0.5.

Let D = Bτ (x̂0) and let ω ∈ C∞c (Rn) be a non-negative weight function such that for
any y ∈ Y the closure of

Uy := {x ∈ Rn−s | ω(x,y) ̸= 0}

is contained in Bκ(x̂0). Define the function F̂y,j = f̂1,y + (j2/j1)f̂2,y + · · ·+ (jR/j1)f̂R,y
and Vy,j = ∇F̂y,j(Uy). Since 0 ≤ jr/j1 ≤ 1 for 2 ≤ r ≤ R we know that ∇F̂y,j is a
diffeomorphism on Uy and D .

Lemma 2.1. The functions f̂r,y for 1 ≤ r ≤ R are bounded on B2τ (x̂0) for all y ∈ Y
and the bounds are independend of y. Additionally, there is L ∈ N such that for all
t ∈ TIn

s
and all i1, ..., in−s ∈ Z≥0with

∑n−s
µ=1 iµ ≤ ℓ we have∣∣∣∣∣∂i1+···+in−s(t1f1 + · · · tRfR)

∂i1x1 · · · ∂
in−s
xn−s

(x)

∣∣∣∣∣ ≤ L
on B2τ (x̂0)× Y and ρ ≤ L for ρ in (2.7).

Proof. By assumption fr(x) is smooth, hence on the compact domain B2τ (x̂0) × Y it
attains a maximum Mr. Now by definition f̂r,y(x̂) = fr(x̂,y), hence for any y ∈ Y

|f̂r,y(x̂)| < Mr
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on B2τ (x̂0). For the derivatives note that all domains of definition, i.e. B2τ (x̂0), Y and
TIn

s
are compact and all the relevant functions depend at least continuously on x = (x̂,y)

and t, hence for any given suitable (i1, ..., in−s) there exists a maximum

M(i1,...,in−s) = max
x,t

∣∣∣∣∣∂i1+···+in−s(t1f1 + · · · tRfR)
∂i1x1 · · · ∂

in−s
xn−s

(x)

∣∣∣∣∣.
Since there are only finitely many suitable choices for (i1, ..., in−s) we can also take the
maximum over them and define L to be the smallest natural number such that

L ≥ max
(i1,...,in−s)

M(i1,...,in−s)

and
L ≥ ρ.

Specifically we have that Vy,j ⊆ [−L,L]n−s independently of y and j.

We split the set of k ∈ Zn into three disjoint subsets as follows. Let k̂ = (k1, ..., kn−s)
and k∗ = (kn−s+1, ..., kn). Let

D(k̂, j) = min
y∈Y

dist

(
k̂

j1
, Vy,j

)
.

Now define

Kj;1 =

k ∈ Zn
∣∣∣∣∣∣ k̂j1 ∈

⋃
y∈Y

Vy,j, |k∗| ≤ 2j1L

 ,

Kj;2 =
{
k ∈ Zn

∣∣∣D(k̂, j) ≥ ρ
}
∪ {k ∈ Zn | |k∗| > 2j1L}

and

Kj;3 =

k ∈ Zn
∣∣∣∣∣∣D(k̂, j) < ρ,

k̂

j1
/∈
⋃
y∈Y

Vy,j, |k∗| ≤ 2j1L

 .

Remark. This decomposition is inspired by Huang’s original work and is designed to
reflect the cases where the phase function of the oscillatory integral I(q; j;k) has station-
ary (Kj;1 and Kj;3) or non-stationary phase (Kj;2). Note that an important difference
lies with the distinction of variables. Huang’s original conditions are expressed for k̂ in
the integral over x̂, since by choice of the variables the stronger curvature condition holds
there. When the remaining k∗ are big enough, the integral over y will show rapid decay,
hence the two components of Kj;2.

For each 1 ≤ i ≤ 3, we let

Ni =
∑

1≤j1≤J
0≤j2,...,jR≤j1
(j/j1)∈TIn

s

(
R∏
r=1

bjr

)∣∣∣∣∣∣
∑
q≤Q

qn
∑

k∈Kj;i

I(q; j;k)

∣∣∣∣∣∣ (2.8)
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such that
N (1;(1,...,1);In

s )(Q, δ)≪ N1 +N2 +N3 (2.9)

and proceed to bound each Ni seperately.

3. Bounds for N1, N2 and N3

Lemma 3.1. For any K > 0 we have that{
k̂

j1
| k̂ ∈ Zn−s, D(k̂, j) < K

}
⊆ [−L−K,L+K]n−s,

where L is defined as in Lemma 2.1.

Proof. For (k̂/j1) ∈ [−L,L]n−s the inclusion is obvious, so let (k̂/j1) ̸∈ [−L,L]n−s. We
have

K > D(k̂, j) = min
y∈Y

inf
z∈Vy,j

∣∣∣∣∣ k̂j1 − z

∣∣∣∣∣ ≥ min
z∈[−L,L]n−s

∣∣∣∣∣ k̂j1 − z

∣∣∣∣∣
≥ min

z∈[−L,L]n−s

∣∣∣∣∣ |k̂|j1 − |z|
∣∣∣∣∣ = |k̂|j1 − L,

hence K + L > |k̂/j1| as desired.

Case k ∈ Kj;2.
Let

D1(k̂, j) = j1D(k̂, j) = min
y∈Y

dist(k̂, j1Vy,j).

For a fixed k∗ ∈ Zs, consider the integral∫
Rn−s

ω(x̂,y)e

(
qj1

(
F̂y,j(x̂)−

k̂ · x̂+ k∗ · y
j1

))
dx̂.

with (k̂,k∗) ∈ Kj;2 and D(k̂, j) ≥ ρ. Let

φy,1(x̂) =
j1f̂1,y(x̂) + · · ·+ jRf̂R,y(x̂)− k̂ · x̂− k∗ · y

D1(k̂, j)

and λ1 = qD1(k̂, j). Then by definition of Vy,j

|∇φy,1(x̂)| =
|j1∇f̂1,y + · · ·+ jR∇f̂R,y(x̂)− k̂|

D1(k̂, j)
≥ 1

for x̂ ∈ Uy. Let U+
y ⊆ Rn−s be an open set such that Uy ⊆ U+

y ⊆ D , V +
y,j = ∇Fj

(
U+
y

)
⊆

[−2L, 2L]n−s,

min
z∈Uy

|x̂− z| < dist(∂D , ∂Uy)

4
(3.1)
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for any x̂ ∈ U+
y and

min
z∈Uy

max
t∈TIn

s

|∇(t1f1,y + · · ·+ tRfR,y)(x̂)−∇(t1f1,y + · · ·+ tRfR,y)(z)| <
ρ

2

for any x̂ ∈ U+
y . Then we have

∇φy,1(x̂) ≥
1

2

for all x̂ ∈ U+
y .

Now assume that |k∗| ≤ D1(k̂, j) or |k∗| ≤ 2j1L.

Lemma 3.2. Let i1, ..., in−s ∈ Z≥0 with
∑n−s
µ=1 iµ ≤ ℓ. Then for all x̂ ∈ U+

y we have∣∣∣∣∣∂i1+···+in−sφy,1

∂i1x1 · · · ∂
in−s
xn−s

(x̂)

∣∣∣∣∣≪ 1,

where the implicit constant depends only on (i1, ..., in−s), ρ, τ , ε1 and upper bounds for
(the absolute values of) finitely many derivatives of fr on D × Y for 1 ≤ r ≤ R.

Proof. Choose C > 0 such that

1

C
max
t∈TIn

s

y∈Y
x̂∈Uy

|∇(t1f̂1,y + · · ·+ tRf̂R,y)(x̂)| <
1

2
.

and assume j1C ≤ |k̂|. Then we have∣∣∣∣∣ k̂|k̂| − j1z

|k̂|

∣∣∣∣∣ ≥ 1− j1z

|k̂|
>

1

2

for all z ∈
⋃

y∈Y Vy,j and hence

1

|k̂|
D1(k̂, j) = min

y∈Y
dist

(
k̂

|k̂|
,
j1Vy,j

|k̂|

)
≥ 1

2
.

Therefore

|φy,1(x̂)| ≤

∣∣∣∣∣∣
j1
|k̂|
f̂1,y(x̂) + · · ·+ jR

|k̂|
f̂R,y(x̂)− k̂

|k̂|
· x̂

1

|k̂|
D1(k̂, j)

∣∣∣∣∣∣+
∣∣∣∣∣ k∗ · y
D1(k̂, j)

∣∣∣∣∣
≤ 2

(
j1

|k̂|
|f̂1,y(x̂)|+ · · ·+

jR

|k̂|
|f̂R,y(x̂)|+

∣∣∣∣∣ k̂|k̂|
∣∣∣∣∣ · |x̂|

)
+

|k∗|
D1(k̂, j)

|y|.

Since |k̂| > j1C, we have jr
|k̂|
≤ 1 for 1 ≤ r ≤ R. Let Mr > 0 be the bound for |f̂r,y|

established in 2.1 on U+
y for 1 ≤ r ≤ R and S =M1 + · · ·+MR. Now by assumption we

either have
|k∗|

D1(k̂, j)
≤ 1 or

|k∗|
D1(k̂, j)

≤ 2L

ρ
,
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hence the final term is also bounded independently of j. Then

|φy,1(x̂)| ≤ 2(S + τ) + ε1 or |φy,1(x̂)| ≤ 2(S + τ) +
2L

ρ
ε1

as desired. If |k̂| < Cj1 we immediately conclude

|φy,1(x̂)| ≤

∣∣∣∣∣∣ f̂1,y(x̂) +
j2
j1
f̂2,y(x̂) · · ·+ jR

j1
f̂R,y(x̂)− k̂

j1
x̂

ρ

∣∣∣∣∣∣+
∣∣∣∣∣ k∗ · y
D1(k̂, j)

∣∣∣∣∣≪ 1

for all x̂ ∈ U+
y with the same argument for the final term as above. For the first partial

derivatives consider∣∣∣∣∂φy,1

∂xi
(x̂)

∣∣∣∣ =
∣∣∣∣∣∣j1

∂f̂1,y
∂xi

(x̂) + · · ·+ jR
∂f̂R,y

∂xi
(x̂)− ki

D1(k̂, j)

∣∣∣∣∣∣
which can be treated with a similar argument. For higher partial derivatives the terms
k̂ · x̂ vanish and the desired result follows easily with

∣∣∣∣∣∂i1+···+in−sφy,1

∂i1x1 · · · ∂
in−s
xn−1

(x̂)

∣∣∣∣∣ =
∣∣∣∣∣∣∣
j1
∂i1+···+in−s f̂1,y

∂
i1
x1

···∂
in−s
xn−s

(x̂) + · · ·+ jR
∂i1+···+in−s f̂R,y

∂
i1
x1

···∂
in−s
xn−s

(x̂)

D1(k̂, j)

∣∣∣∣∣∣∣
≤ 1

ρ

(∣∣∣∣∣∂i1+···+in−s f̂1,y

∂i1x1 · · · ∂
in−s
xn−s

(x̂)

∣∣∣∣∣+
R∑
r=2

jr
j1

∣∣∣∣∣∂i1+···+in−s f̂r,y

∂i1x1 · · · ∂
in−s
xn−s

(x̂)

∣∣∣∣∣
)
.

Therefore with Lemma 1.2 for φ = φy,1 and λ = λ1 as chosen above we have

∫
Rn−s

ω(x̂,y)e

(
qj1

(
F̂y,j(x̂)−

k̂ · x̂+ k∗ · y
j1

))
dx̂≪ (qD1(k̂, j))

−ℓ+1 (3.2)

and hence

I(q; j;k)≪
∫

Y

(qD1(k̂, j))
−ℓ+1dy ≪ε1 (qD1(k̂, j))

−ℓ+1. (3.3)

Now assume that |k∗| > D1(k̂, j) and |k∗| > 2j1L. Consider

∫
Rs

ω(x̂,y)e

(
qj1

(
F̂y,j(x̂)−

k̂ · x̂+ k∗ · y
j1

))
dy.

Let λ2 = q|k∗| and

φx̂,2(y) =
j1f1(x̂, y) + · · ·+ jRfR(x̂, y)− k̂ · x̂− k∗ · y

|k∗|
.
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Observe that

|∇φx̂,2(y)| =
∣∣∣∣j1∇f1(x̂,y) + · · ·+ jR∇fR(x̂,y)− k∗

|k∗|

∣∣∣∣
≥

∣∣∣∣∣ k∗

|k∗|
−
∇f1(x̂,y) + j2

j1
∇f2(x̂,y) + · · ·+ jR

j1
∇fR(x̂,y)

2L

∣∣∣∣∣
≥ 1

2
.

Consider further that

|φx̂,2(y)| =

∣∣∣∣∣j1f1(x̂,y) + · · · jRfR(x̂,y)− k̂ · x̂− k∗ · y
|k∗|

∣∣∣∣∣
≤
|f1(x̂,y)|+ j2

j1
|f2(x̂,y)| · · · jRj1 |fR(x̂,y)|+

|k̂|
j1
· |x̂|

1
j1
|k∗|

+ |y|

≤
|f1(x̂,y)|+ j2

j1
|f2(x̂,y)| · · · jRj1 |fR(x̂,y)|+ (L+ 1

j1
|k∗|) · |x̂|

1
j1
|k∗|

+ |y|

≤
|f1(x̂,y)|+ j2

j1
|f2(x̂, y)| · · · jRj1 |fR(x̂, y)|+ L|x̂|

2L
+ |x̂|+ |y|,

and

|∇φx̂,2(y)| =
∣∣∣∣j1∇f1(x̂,y) + · · ·+ jR∇fR(x̂,y)− k∗

|k∗|

∣∣∣∣
≤ j1
|k∗|
|∇f1(x̂,y)|+ · · ·+

jR
|k∗|
|∇fR(x̂,y)|+ 1,

hence with analogous arguments as above we conclude that∣∣∣∣∣∂i1+···+in−sφx̂,2

∂i1x1 · · · ∂
in−s
xn−1

(y)

∣∣∣∣∣≪ 1,

where the implicit constants only depend on i, ρ, τ, ε1 and upper bounds for (the absolute
values of) finitely many derivatives of fr on D × Y . So Lemma 1.2 applies in the s-
dimensional case, hence∫

Rs

ω(x̂,y)e

(
qj1

(
F̂y,j(x̂)−

k̂ · x̂+ k∗ · y
j1

))
dy≪ (q|k∗|)−ℓ+1 (3.4)

and therefore
I(q; j;k)≪

∫
Uy

(q|k∗|)−ℓ+1dx̂≪κ (q|k∗|)−ℓ+1. (3.5)

Given these estimates we can split up the sum

∑
k∈K (j;2)

I(q; j;k) =
∑

k∈K (j;2)

∫
Rn

ω(x̂,y)e

(
qj1

(
F̂y,j(x̂)−

k̂ · x̂+ k∗ · y
j1

))
dx̂dy
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as follows

∑
(k̂,k∗)∈K (j;2)

I(q; j; (k̂,k∗)) =
∑

D(k̂,j)≥ρ
D1(k̂,j)≥|k∗|

I(q; j, (k̂,k∗)) +
∑

D(k̂,j)≥ρ
2j1L≥|k∗|>D1(k̂,j)

I(q; j, (k̂,k∗))

+
∑

|k∗|>D1(k̂,j)
|k∗|>2j1L

I(q; j; (k̂,k∗))

With (3.3) and (3.5) we obtain

∑
D(k̂,j)≥ρ

D1(k̂,j)≥|k∗|

I(q; j, (k̂,k∗))≪ q−ℓ+1
∑

D(k̂,j)≥ρ
D1(k̂,j)≥|k∗|

D1(k̂, j)
−ℓ+1 (3.6)

= q−ℓ+1
∞∑
d=0

∑
D1(k̂,j)≥|k∗|

2dj1ρ≤D1(k̂,j)<2d+1j1ρ

D1(k̂, j)
−ℓ+1

≤ q−ℓ+1
∞∑
d=0

∑
D1(k̂,j)≥|k∗|

2dj1ρ≤D1(k̂,j)<2d+1j1ρ

1

(2dj1ρ)ℓ−1

≪ q−ℓ+1
∞∑
d=0

(j1L+ 2d+1j1ρ)
n

(2dj1ρ)ℓ−1

≪L,n q
−ℓ+1

and

∑
D(k̂,j)≥ρ

2j1L≥|k∗|>D1(k̂,j)

I(q; j, (k̂,k∗))≪ q−ℓ+1
∑

D(k̂,j)≥ρ
2j1L≥|k∗|>D1(k̂,j)

D1(k̂, j)
−ℓ+1 (3.7)

≤ q−ℓ+1
∞∑
d=0

∑
2j1L≥|k∗|

2dj1ρ≤D1(k̂,j)<2d+1j1ρ

D1(k̂, j)
−ℓ+1

≤ q−ℓ+1
∞∑
d=0

∑
2j1L≥|k∗|

2dj1ρ≤D1(k̂,j)<2d+1j1ρ

1

(2dj1ρ)ℓ−1

≪ q−ℓ+1
∞∑
d=0

(2j1L)
s (j1L+ 2d+1j1ρ)

n−s

(2dj1ρ)ℓ−1

≪L,n q
−ℓ+1
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and

∑
|k∗|>2j1L

|k∗|>D1(k̂,j)

I(q;k; j)≪ q−ℓ+1
∑

|k∗|>2j1L

|k∗|>D1(k̂,j)

|k∗|−ℓ+1 (3.8)

≪ q−ℓ+1
∑

|k∗|>2j1L

(j1L+ |k∗|)n−s

|k∗|ℓ−1

≪n,s q
−ℓ+1

∑
|k∗|>2j1L

|k∗|n−s−ℓ+1

≪ q−ℓ+1

∫ ∞

2j1L

1

tℓ−n
dt

≪ q−ℓ+1jn−ℓ+1
1 .

Note that by assumption ℓ is sufficiently large. Here the implicit constants only depend on
L, ρ, n, ℓ, s, ε1, κ and upper bounds for (the absolute values of) finitely many derivatives
of ω and fr for 1 ≤ r ≤ R on D × Y . Consequently we obtain

N2 ≪
∑

1≤j1≤J
0≤j2,...,jR≤j1

j/j1∈TIn
s

(
R∏
r=1

(
1

J
+min

(
δ,

1

jr

)))
jn−s−ℓ1

∑
q≤Q

qn−ℓ+1 (3.9)

≪
∑

1≤j1≤J
0≤j2,...,jR≤j1

(
R∏
r=1

(
1

J
+min

(
δ,

1

jr

)))∫ Q

1

qn−ℓ+1dq

≪
∑

1≤j1≤J
0≤j2,...,jR≤j1

(
R∏
r=1

(
1

J
+min

(
δ,

1

jr

)))∫ Q

1

1

q
dq

= logQ
∑

1≤j1≤J
0≤j2,...,jR−1≤j1

(R−1∏
r=1

1

J
+min

(
δ,

1

jr

)) ∑
0≤jR≤j1

(
1

J
+min

(
δ,

1

jr

))

= logQ
∑

1≤j1≤J

( 1

J
+min

(
δ,

1

j1

)) R∏
r=2

∑
0≤jr≤j1

(
1

J
+min

(
δ,

1

jr

))
≤ logQ

R∏
r=1

∑
0≤jr≤J

(
1

J
+min

(
δ,

1

jr

))

= logQ

 ∑
0≤j≤J

(
1

J
+min

(
δ,
1

j

))R

≪ logQ(1 + log J)R.
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Case k ∈ Kj;3.

Let λ = qj1 and

φy(x̂) = F̂y,j(x̂)−
k̂

j1
· x̂− k∗

j1
· y.

For each y we know that ∇F̂y,j is a diffeomorphism on D , hence for any fixed j and any
k̂ with (k̂/j1) ∈ ∇F̂y,j(D) we have a unique preimage

x̂j;k̂ = (∇F̂y,j)
−1(k̂/j1).

This defines a critical point for φy, since

∇φy(x̂j;k̂) = ∇F̂y,j(x̂j;k̂)−
k̂

j1
= 0.

Let D+ be an open set such that D ⊆ D+ ⊆ B3τ/2(x̂0).

Lemma 3.3. Let x̂ ∈ D+ \ {x̂j;k̂}. Then

|x̂− x̂j;k̂|
|∇φy(x̂)|

≪ 1

where the implicit constant is independant of y, j and k̂.

Proof. By definition of x̂j;k̂ as a preimage of ∇F̂y,j we have

|x̂− x̂j;k̂|
|∇φy(x̂)|

=
|x̂− x̂j;k̂|

|∇F̂y,j(x̂)− k̂
j1
|
=

|x̂− x̂j;k̂|

|∇F̂y,j(x̂)−∇F̂y,j(x̂j;k̂)|
.

Now for any distinct x̂, ẑ ∈ D+ we know by Taylor’s theorem that

∇F̂y,j(x̂)−∇F̂y,j(ẑ) = HF̂y,j
(ẑ)(x̂− ẑ) +O(|x̂− ẑ|2),

where the implicit constant does not depend on j. Considering the eigenvalues of the
invertible real symmetric matrix HF̂y,j

we have that

λmin|x̂− ẑ| ≪ |HF̂y,j
(ẑ)(x̂− ẑ)|,

where λmin is the minimum of the absolute values of the eigenvalues and the implicit
constant depends only on n. We already showed that |detHF̂y,j

| is bounded away from
zero on D+ hence by virtue of the eigenvalues being continuous in the coefficients of the
matrix we find constants C, η > 0 such that

|x̂− ẑ| ≤ C|∇F̂y,j(x̂)−∇F̂y,j(ẑ)|

for all |x̂ − ẑ| ≤ η. Here C, η are independend of j. Now in particular choosing ẑ = x̂j;k̂
yields the desired result.
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Following similar arguments as in the proof of Lemma 3.2 we find that for i1, ..., in−s ∈
Z≥0 with

∑n−s
µ=1 iµ ≤ ℓ. Then for all x̂ ∈ D+ we have∣∣∣∣∣∂i1+···+in−sφy

∂i1x1 · · · ∂
in−s
xn−s

(x̂)

∣∣∣∣∣≪ 1,

where the implicit constant depends only on (i1, ..., in−s), ρ, τ , ε1 and upper bounds
for (the absolute values of) finitely many derivatives of fr on D+ × Y for 1 ≤ r ≤ R.
Notice that scaling with D1(k̂, j) is unnecessary here since for k ∈ Kj;3 this distance
is bounded from above by ρ and that the bounds are all independant of j and k. By
definition Hφy = HF̂y,j

, hence we can apply Lemma 1.3 for φ = φy, and λ as above
together with (2.6) to obtain

I(q; j,k)≪
∫

Y

∣∣∣detHF̂y,j
(x̂j;k̂)

∣∣∣− 1
2

(qj1)
−n−s

2 −1dy

≪c1,ε1 (qj1)
−n−s+2

2 ,

where the implicit constant only depends on ℓ, n, ε1, upper bounds for the absolute values
of finitely many derivatives of ω and φy on D+, an upper bound for |x− v0|/|∇φy(v0)|
on D+, and a lower bound for detHF̂y,j

(x̂j;k̂), all of which are independant of j and k.
We obtain∑
(k̂,k∗)∈K (j,3)

I(q; j, (k̂,k∗))≪
∑

(k̂,kn)∈K (j,3)

(qj1)
−n−s+2

2 ≪ (2j1L)
s
∑

k̂∈Zn−s

D(k̂,j)<ρ

(qj1)
−n−s+2

2

≪ js1
∑

k̂∈Zn−s

(k̂/j1)∈[−L−ρ,L+ρ]n−s

(qj1)
−n−s+2

2

≪ q−
n−s+2

2 j
n+s−2

2
1 ,

where the implicit constant only depends additionally on L, ρ, n and s. Arguing similarly
to (3.9) we obtain

N3 ≪
∑

1≤j1≤J
0≤j2,...,jR≤j1

j/j1∈TIn
s

(
R∏
r=1

(
1

J
+min

(
δ,

1

jr

)))
j

n+s−2
2

1

∑
q≤Q

q
n+s−2

2 (3.10)

≪
∑

1≤j1≤J
0≤j2,...,jR≤j1

(
R∏
r=1

(
1

J
+min

(
δ,

1

jr

)))
J

n+s
2 −1Q

n+s
2

≪ J
n+s
2 −1Q

n+s
2 (1 + log J)R.

Case k ∈ Kj;1.
Choose φy and λ as in the previous case, such that we still have

∇φy(x̂j;k̂) = ∇F̂y,j(x̂j;k̂)−
k̂

j1
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and 3.3 still applies. The signature σ of the matrix Hφy(x̂j;k) = HF̂y,j
(x̂j;k) is constant

for all j,k and y in consideration, since the determinant is bounded away from zero,
the eigenvalues of a matrix depend continuously on its coefficients and the coefficients
depend continously on y. Applying Lemma 1.3 again yields

I(q; j;k) =

∫
Rs

(qj1)
−n−s

2

ω(x̂j;k̂,y)

|detHF̂y,j
(x̂j;k̂)|

1
2

e
(
qj1φy(x̂j;k̂) +

σ

8

)
dy +O

(
(qj1)

−n−s
2 −1

)
.

(3.11)
Since all of ω, φy and x̂j;k̂ depend on y, we delay evaluating the integral for now and
consider the terms

N1,y,j

=
∑

k∈Kj;1

∑
q≤Q

qn

(
(qj1)

−n−s
2

ω(x̂j;k̂,y)

|detHF̂y,j
(x̂j;k̂)|

1
2

e
(
qj1φy(x̂j;k̂) +

σ

8

))

+O

 ∑
k∈Kj;1

∑
q≤Q

qn(qj1)
−n−s

2 −1


=

∑
k∈Kj;1

∑
q≤Q

qn

(
(qj1)

−n−s
2

ω(x̂j;k̂,y)

|detHF̂y,j
(x̂j;k̂)|

1
2

e
(
qj1φy(x̂j;k̂) +

σ

8

))

+O
(
j

n+s
2 −1

1 Q
n+s
2

)
and

N1,y =
∑

1≤j1≤J
0≤j2,...,jR≤j1
(j/j1)∈TIn

s

(
R∏
r=1

bjr

)
N1,y,j.

We start with the inner most sum∣∣∣∣∣∣
∑
q≤Q

qn

(
(qj1)

−n−s
2

ω(x̂j;k̂,y)

|detHF̂y,j
(x̂j;k̂)|

1
2

e
(
qj1φy(x̂j;k̂) +

σ

8

))∣∣∣∣∣∣ (3.12)

≪
ω(x̂j;k̂,y)

|detHF̂y,j
(x̂j;k̂)|

1
2

j
−n−s

2
1

∣∣∣∣∣∣
∑
q≤Q

(
q

n+s
2 e(qj1φy(x̂j;k̂))

)∣∣∣∣∣∣ .
The remaining sum over q can be dealt with by means of partial summation∑

q≤Q

q
n+s
2 e(qj1φy(x̂j;k̂)) = Q

n+s
2

∑
q≤Q

e(qj1φy(x̂j;k̂))

−
∫ Q

1

∑
q≤ξ

e(qj1φy(x̂j;k̂))
n+ s

2
ξ

n+s
2 −1dξ

Note that we have the bound∣∣∣∣∣∣
∑
q≤ξ

e(qj1φy(x̂j;k̂))

∣∣∣∣∣∣≪ min{ξ, ||j1φy(x̂j;k̂)||
−1},
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so we distinguish two cases. First if ||j1φy(x̂j;k̂)|| ≥ Q
−1 we obtain

∑
q≤Q

q
n+s
2 e(qj1φy(x̂j;k̂))≪

Q
n+s
2

||j1φy(x̂j;k̂)||
+

1

||j1φy(x̂j;k̂)||

∫ Q

1

n+ s

2
ξ

n+s
2 −1dξ (3.13)

≪ Q
n+s
2

||j1φy(x̂j;k̂)||
.

On the other hand if ||j1φy(x̂j;k̂)|| < Q−1we have∑
q≤Q

q
n+s
2 e(qj1φy(x̂j;k̂))≪ Q

n+s
2 +1 +

n+ s

2

∫ Q

1

ξ
n+s
2 dξ (3.14)

≪ Q
n+s
2 +1.

Hence we obtain

N1,y ≪
∑

1≤j1≤J
0≤j2,...,jR≤j1

(
R∏
r=1

bjr

) ∑
k∈Kj;1

||j1φy(x̂j;k̂
)||≥Q−1

ω(x̂j;k̂,y)j
−n−s

2
1 Q

n+s
2 ||j1φy(x̂j;k̂)||

−1

(3.15)

+
∑

1≤j1≤J
0≤j2,...,jR≤j1

(
R∏
r=1

bjr

) ∑
k∈Kj;1

||j1φy(x̂j;k̂
)||<Q−1

ω(x̂j;k̂,y)j
−n−s

2
1 Q

n+s
2 +1

+
∑

1≤j1≤J
0≤j2,...,jR≤j1

(
R∏
r=1

bjr

)
j

n+s
2 −1

1 Q
n+s
2

≪L Q
n+s
2

∑
1≤j1≤J

0≤j2,...,jR≤j1

(
R∏
r=1

bjr

) ∑
k∈Kj;1

||j1φy(x̂j;k̂
)||≥Q−1

ω(x̂j;k̂,y)j
−n−s

2
1 ||j1φy(x̂j;k̂)||

−1

+Q
n+s
2 +1

∑
1≤j1≤J

0≤j2,...,jR≤j1

(
R∏
r=1

bjr

) ∑
k∈Kj;1

||j1φy(x̂j;k̂
)||<Q−1

ω(x̂j;k̂,y)j
−n−s

2
1

+
∑

1≤j1≤J
0≤j2,...,jR≤j1

(
R∏
r=1

bjr

)
j

n+s
2 −1

1 Q
n+s
2

The last term can be bounded similarly to (3.9) and (3.10). We have the following essential
result to be proven in Section 4.

Proposition 3.4. Let T > 0 and J2, ..., JR ∈ [1, J ]. Then with the notations of this
section and for all y ∈ Y , we have∑

1≤j1≤J
0≤jr≤min{Jr,j1}

2≤r≤R

∑
k∈Zn

||j1φy(x̂j;k̂
)||<T−1

ω(x̂j;k̂,y)≪

(
R∏
r=2

Jr

)
(Jn+1T−1 + JnEn−s(J)),
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where

En−s(J) = E
(c′1;c

′
2)

n−s =

{
exp(c′1

√
log J) if n = 2 + s

(log J)c
′
2 if n ≥ 2 + s+ 1

for some positive constants c′1 and c′2. Here the implicit constant as well as c′1 and c′2 only
depend on n,R, c1 and c2 in (2.6), ρ in (2.7), ρ′ in (4.10) and upper bounds for (the
absolute value) of finitely many derivatives of ω and fr for 2 ≤ r ≤ R on D+ × Y . In
particular, they are independant of T , J2, ..., JR and y.

Recall that bj ≪ 1
j for 1 ≤ j ≤ J . Hence with I0 = {0} and Is = [2s−1, 2s] it follows

that

∑
1≤j1≤J

0≤j2,...,jR≤j1

(
R∏
r=1

bjr

)
j
−n−s

2
1

∑
k∈Kj;1

||j1φy(x̂j;k̂
)||<T−1

ω(x̂j;k̂,y) (3.16)

≪
∑

0≤s2,...,sR≤ log J
log 2 +1

(
R∏
r=2

2−sr

) ∑
1≤j1≤J

jr∈Isr∩[0,j1]
2≤r≤R

j
−n−s

2 −1
1

∑
k∈Kj;1

||j1φy(x̂j;k̂
)||<T−1

ω(x̂j;k̂,y)

≪
∑

0≤s2,...,sR≤ log J
log 2 +1

(
R∏
r=2

2−sr

) ∑
1≤j1≤J

0≤jr≤min{2sr ,j1}
2≤r≤R

j
−n−s

2 −1
1

∑
k∈Kj;1

||j1φy(x̂j;k̂
)||<T−1

ω(x̂j;k̂,y).

Now using partial summation and Proposition 3.4, we find that for all sr in consideration

∑
1≤j1≤J

0≤jr≤min{2sr ,j1}
2≤r≤R

j
−n−s

2 −1
1

∑
k∈Kj;1

||j1φy(x̂j;k̂
)||<T−1

ω(x̂j;k̂,y) (3.17)

≪ J−n−s
2 −1

(
R∏
r=2

2sr

)
(Jn+1T−1 + JnEn−s(J)).

Therefore

∑
1≤j1≤J

0≤j2,...,jR≤j1

(
R∏
r=1

bjr

)
j
−n−s

2
1

∑
k∈Kj;1

||j1φy(x̂j;k̂
)||<T−1

ω(x̂j;k̂,y) (3.18)

≪ (1 + log J)RJ−n−s
2 −1(Jn+1T−1 + JnEn−s(J)).

Now the second term in (3.15) can be estimated by taking T = Q in (3.18). For the
first sum in (3.15) we split the interval [Q−1, 1/2] into dyadic intervals. We may assume
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Q ≥ 2, i.e. Q−1 ≤ 1/2, and conclude∑
1≤j1≤J

0≤j2,...,jR≤j1

(
R∏
r=1

bjr

) ∑
k∈Kj;1

||j1φy(x̂j;k̂
)||≥Q−1

ω(x̂j;k̂,y)j
−n−s

2
1 ||j1φy(x̂j;k̂)||

−1 (3.19)

≤
∑

1≤i≤ log Q
log 2 +1

Q21−i
∑

1≤j1≤J
0≤j2,...,jR≤j1

(
R∏
r=1

bjr

) ∑
k∈Kj;1

2i−1

Q ≤||j1φy(x̂j;k̂
)||≤ 2i

Q

ω(x̂j;k̂,y)j
−n−s

2
1

≪
∑

1≤i≤ log Q
log 2 +1

Q21−i(1 + log J)RJ−n−s
2 −1(2iJn+1Q−1 + JnEn−s(J))

≪ (1 + log J)R((logQ)J
n+s
2 +QJ

n+s
2 −1En−s(J))

using (3.18) again. Combining (3.15), (3.18) and (3.19), we obtain

N1,y ≪ Q
n+s
2 (1 + log J)R((logQ)J

n+s
2 +QJ

n+s
2 −1En−s(J)) (3.20)

+Q
n+s
2 +1(1 + log J)RJ−n−s

2 −1(Jn+1Q−1 + JnEn−s(J))

+ (1 + log J)RQ
n+s
2 J

n+s
2 −1

≪ (1 + log J)R((logQ)Q
n+s
2 J

n+s
2 +Q

n+s
2 +1J

n+s
2 −1En−s(J)).

Consequently we have

N1 ≪ε1 (1 + log J)R((logQ)Q
n+s
2 J

n+s
2 +Q

n+s
2 +1J

n+s
2 −1En−s(J)). (3.21)

4. Proof of Proposition 3.4

Recall that we defined functions

f̂j,y : Rn−s → R, x̂ 7→ fj(x̂,y)

for y ∈ Y , ε1 as in (2.6), and

F̂y,j = f̂1,y +
j2
j1
f̂2,y + · · ·+ jR

j1
f̂R,y

for j ∈ RR \ {0}. For a non-negative weight function ω ∈ C∞c (Rn) we defined

Uy = {x̂ ∈ Rn−s | ω(x̂, y) ̸= 0}

and Vy,j = ∇F̂y,j. Note that∇F̂y,j is a diffeomorphism on Uy. Now let ω∗
j = ω◦(∇F̂y,j)

−1,
and for T ≥ 2 and J2, ..., JR ∈ [1, J ], define

M (J, T−1) =
∑

1≤j1≤J
0≤jr≤min{Jr,j1}

2≤r≤R

∑
a∈Kj;1

||j1φy(x̂j;â)||≤T−1

ω∗
j

(
â

j1

)
(4.1)

=
∑

1≤j1≤J
0≤jr≤min{Jr,j1}

2≤r≤R

∑
a∈Kj;1

|a∗|≤2j1L

||j1φy(x̂j;â)||≤T−1

ω∗
j

(
â

j1

)
.
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Note that Proposition 3.4 for 0 < T < 2 immediately follows from the case T = 2. We
consider the Fejér kernel

FD(θ) = D−2

∣∣∣∣∣
D∑
d=1

e(dθ)

∣∣∣∣∣
2

=

(
sin(πDθ)

D sin(πθ)

)2

=

D∑
d=−D

D − |d|
D2

e(dθ) (4.2)

for D = ⌊T/2⌋. Let θ ∈ R with 0 < ||θ|| ≤ T−1, then by the concave property of the sine
function on [0, π/2] we have(

sin(Dπθ)

D sin(πθ)

)2

≥
(
2π−1Dπ||θ||
Dπ||θ||

)
≥ 4

π2
.

Therefore, it follows that

χT−1(θ) ≤ π2

4
FD(θ), (4.3)

with χT−1 as in (2.1). Combining (4.1), (4.2) and (4.3) we obtain

M (J, T−1) ≤ π2

4

∑
1≤j1≤J

0≤jr≤min{Jr,j1}
2≤r≤R

∑
a∈Zn

|a∗|≤2j1L

D∑
d=−D

D − |d|
D2

ω∗
j

(
â

j1

)
e(dj1φy(x̂j;â)). (4.4)

By definition ω∗
j vanishes outside of

⋃
y∈Y Vy,j ⊆ [−L,L]n, hence the contribution of

terms with d = 0 in (4.4) is

π2

4D

∑
1≤j1≤J

0≤jr≤min{Jr,j1}
2≤r≤R

∑
a∈Zn

|a∗|≤2j1L

ω∗
j

(
â

j1

)
≪ 1

D

(
R∏
r=2

Jr

) ∑
1≤j1≤J

jn1 ≪
Jn+1

D

(
R∏
r=2

Jr

)
,

(4.5)
where the implicit constants only depend on n and L. Let F̂ ∗

y,j be the Legendre transform
of F̂y,j. Then with (1.1) and since x̂j;â = (∇F̂y,j)

−1(â/j1) we have

F̂ ∗
y,j

(
â

j1

)
= x̂j;â ·

â

j1
− F̂y,j(x̂j;â) = −φy(x̂j;â)−

a∗ · y
j1

.

Now we can rewrite∑
a∈Zn

|a∗|≤2j1L

D∑
d=−D

D − |d|
D2

ω∗
j

(
â

j1

)
e(dj1φy(x̂j;â)) (4.6)

=
∑
a∈Zn

|a∗|≤2j1L

D∑
d=−D

D − |d|
D2

ω∗
j

(
â

j1

)
e

(
−dj1

(
a∗ · y
j1

+ F̂ ∗
y,j

(
â

j1

)))

=
∑
a∈Zn

|a∗|≤2j1L

D∑
d=−D

D − |d|
D2

ω∗
j

(
â

j1

)
e(−da∗ · y)e

(
−dj1F̂ ∗

y,j

(
â

j1

))

=
∑

|a∗|≤2j1L

D∑
d=−D

D − |d|
D2

e(−da∗ · y)
∑

â∈Zn−s

ω∗
j

(
â

j1

)
e

(
−dj1F̂ ∗

y,j

(
â

j1

))
,
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and since

e

(
−dj1F̂y,j

(
â

j1

))
= e

(
dj1F̂y,j

(
â

j1

))
, e(−da∗ · y) = e(da∗ · y)

we have∣∣∣∣∣∣
∑

|a∗|≤2j1L

∑
1≤|d|≤D

D − |d|
D2

e(da∗ · y)
∑

â∈Zn−s

ω∗
j

(
â

j1

)
e

(
dj1F̂

∗
y,j

(
â

j1

))∣∣∣∣∣∣ (4.7)

≤ 2

∣∣∣∣∣∣
∑

|a∗|≤2j1L

D∑
d=1

D − d
D2

e(da∗ · y)
∑

â∈Zn−s

ω∗
j

(
â

j1

)
e

(
dj1F̂

∗
y,j

(
â

j1

))∣∣∣∣∣∣ .
Applying the n-dimensional Poisson summation formula to the inner most sum yields∑

â∈Zn−s

ω∗
j

(
â

j1

)
e

(
dj1F̂

∗
y,j

(
â

j1

))
(4.8)

=
∑

k̂∈Zn−s

∫
Rn−s

ω∗
j

(
ẑ

j1

)
e

(
dj1F̂

∗
y,j

(
ẑ

j1

)
− k̂ · ẑ

)
dẑ

=jn−s1

∑
k̂∈Zn−s

I0(d; j; k̂)

where
I0(d; j; k̂) =

∫
Rn−s

ω∗
j (x̂)e

(
dj1F̂

∗
y,j(x̂)− j1k̂ · x̂

)
dx̂.

Therefore to obtain a bound for M (J, T−1) it is sufficient to provide a bound for∣∣∣∣∣∣∣∣∣∣
∑

1≤j1≤J
0≤jr≤min{Jr,j1}

2≤r≤R

∑
|a∗|≤2j1L

D∑
d=1

D − d
D2

e(da∗ · y)jn−s1

∑
â∈Zn−s

I0(d; j; k̂)

∣∣∣∣∣∣∣∣∣∣
. (4.9)

Since ∇F̂ ∗
y,j = (∇F̂y,j)

−1 and ∇F̂y,j is a diffeomorphism on D we have that ∇F̂ ∗
y,j is a

diffeomorphism on ∇F̂y,j(D) and ∇F̂ ∗
y,j(V

+
y,j) = U+

y . Let

ρ′ =
dist(∂D , ∂Uy)

2
. (4.10)

We repeat the technique of Section 3 and split the set Zn−s into three disjoint subsets.
Let

K1 =

{
k̂ ∈ Zn−s

∣∣∣∣∣ k̂d ∈ Uy

}
,

K2 =

{
k̂ ∈ Zn−s

∣∣∣∣∣dist
(
k̂

d
, Uy

)
≥ ρ′

}
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and
K3 = Zn−s \ (K1 ∪K2).

For each 1 ≤ i ≤ 3 we define

Mi =

D∑
d=1

D − d
D2

∣∣∣∣∣∣∣∣∣∣
∑

1≤j1≤J
0≤jr≤min{Jr,j1

2≤r≤R

∑
|a∗|≤2j1L

e(da∗ · y)jn−s1

∑
k̂∈Ki

I0(d; j; k̂)

∣∣∣∣∣∣∣∣∣∣
(4.11)

≪L,s

∑
1≤j1≤J

0≤jr≤min{Jr,j1}
2≤r≤R

D∑
d=1

D − d
D2

∣∣∣∣∣∣jn1
∑
k̂∈Ki

I0(d; j; k̂)

∣∣∣∣∣∣,

such that

M (J, T−1)≪

(
R∏
r=2

Jr

)
Jn+1

D
+M1 +M2 +M3, (4.12)

and seek to bound each Mi seperately.

Case k̂ ∈ K2.

Define

φ1(x̂) =
dF̂ ∗

y,j(x̂)− k̂ · x̂
dist(k̂, dUy)

and
λ1 = j1 dist(k̂, dUy).

Then for all x̂ ∈ Vy,j

|∇φ1(x̂)| =
|d∇F̂ ∗

y,j(x)− k̂|
dist(k̂, dUy)

≥ 1

and like in (3.1) we conclude

|∇φ1(x̂)| ≥
1

2

for x̂ ∈ V +
y,j. Next we establish upper bounds for the derivatives of φ1 and ω∗

j . In order
to do so, we estbalish bounds for the derivatives of F̂ ∗

y,j first.

Lemma 4.1. Let i1, ..., in−s ∈ Z≥0 with
∑n−s
µ=1 iµ ≤ ℓ. Then for all x̂ ∈ U+

y we have∣∣∣∣∣∂i1+···+in−s F̂ ∗
y,j

∂i1x1 · · · ∂
in−s
xn−s

(x̂)

∣∣∣∣∣≪ 1,

where the implicit constant depends only on (i1, ..., in−s), ρ′, τ and upper bounds for (the
absolute values of) finitely many derivatives of fr on U+

y × Y for 1 ≤ r ≤ R.
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Proof. For x̂ ∈ V +
y,j and ẑ ∈ U+

y we have

|x̂ · ẑ|+ |F̂y,j| ≪ 1,

hence we easily deduce |F̂ ∗
y,j| ≪ 1 with (1.1). Recall that ∇F̂ ∗

y,j = (∇F̂y,j)
−1 and U+

y =

(∇F̂y,j)
−1(V +

y,j). Hence |∇F̂ ∗
y,j(x̂)| ≪ 1 for x̂ ∈ V +

y,j. For x̂ = ∇F̂y,j(ẑ) with ẑ ∈ U+
y we

have
Jac∇F̂∗

y,j
(x̂) = Jac(∇F̂y,j)−1(x̂) = (Jac∇F̂y,j

(ẑ))−1, (4.13)

where Jacf denotes the Jacobian matrix of the function f and we used the chain rule.
Consequently every second partial derivative of F̂ ∗

y,j, i.e. the entries of the Jacobian
matrix, can be written as

P

det(Jac∇F̂y,j
(ẑ))

, (4.14)

where P is a polynomial expression in the terms of the entries of Jac∇F̂y,j
(ẑ). Note that

P has degree (n− s) and each coefficient can only be ±1 or 0. Since∣∣∣∣∣∂i1+···+in−s F̂y,j

∂i1x1 · · · ∂
in−s
xn−s

(ẑ)

∣∣∣∣∣≪ 1

is obvious for any i1, ..., in−s ∈ Z≥0 with
∑n−s
µ=1 iµ ≤ ℓ and ẑ ∈ U+

y , and Jac∇F̂y,j
= HF̂y,j

,
the desired bounds for the second derivatives follows directly with (4.14) and (2.6).
Essentially the same idea will be used to argue for higher partial derivatives. Note that
for any k ∈ N we can express the k-th partial derivative with respect to the x̂-variables of
an entry in Jac∇F̂∗

y,j
(x̂) as a real polynomial with coefficients independant of j in terms

of:
(i) (Jac∇F̂y,j

(ẑ))−m, where m ≤ k + 1;
(ii) entries of Jac∇F̂y,j

(ẑ);
(iii) m-th partial derivatives with respect to the ẑ-variables of the entries in Jac∇F̂y,j

,
where m ≥ k;

(iv) m-th partial derivatives with respect to the x̂-variables of the entries in ∇F̂ ∗
y,j =

(∇F̂y,j)
−1(x̂), where m ≥ k.

Now, using (2.6) again, the desired result follows inductively.

Now with similar arguments as in the proof of Lemma 3.2 we can deduce the following.

Corollary 4.2. Let i1, ..., in−s ∈ Z≥0 with
∑n−s
µ=1 iµ ≤ ℓ. Then for all x̂ ∈ U+

y we have∣∣∣∣∣∂i1+···+in−1φ1

∂i1x1 · · · ∂
in−s
xn−s

(x̂)

∣∣∣∣∣≪ 1,

where the implicit constant depends only on (i1, ..., in−s), ρ′, τ and upper bounds for (the
absolute values of) finitely many derivatives of fr on U+

y × Y for 1 ≤ r ≤ R.

Recall that ω∗
j = ω ◦ ∇F̂ ∗

y,j, hence we also obtain the following.
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Corollary 4.3. Let i1, ..., in−s ∈ Z≥0 with
∑n−s
µ=1 iµ ≤ ℓ − 1. Then for all x̂ ∈ U+

y we
have ∣∣∣∣∣∂i1+···+in−sω∗

j

∂i1x1 · · · ∂
in−s
xn−s

(x̂)

∣∣∣∣∣≪ 1,

where the implicit constant depends only on (i1, ..., in−s), ρ′, τ and upper bounds for (the
absolute values of) finitely many derivatives of fr on U+

y × Y for 1 ≤ r ≤ R.

Apllying 1.3 with φ = φ1 and λ = λ1 as defined above now yields

I0(d; j; k̂)≪ λ−ℓ+1 = (j1 dist(k̂, dUy))
−ℓ+1,

where the implicit constant is independant of y, j and k̂. Now since ℓ − (n − s) > 1 we
find similarly to (3.6)∑

k̂∈K2

I0(d; j; k̂)≪ j−ℓ+1
1

∑
k̂∈K2

dist(k̂, dUy)
−ℓ+1 (4.15)

≪ j−ℓ+1
1

∞∑
m=0

∑
k̂∈Zn−s

2mdρ′≤dist(k̂,dUy)<2m+1dρ′

1

(2mdρ′)ℓ−1
,

≪ j−ℓ+1
1

∞∑
m=0

(Ld+ 2m+1dρ′)n−s

(2mdρ′)ℓ−1
,

≪ j−ℓ+1
1 ,

where the implicit constant is independant of y and d. Consequently we obtain

M2 ≤
∑

1≤j1≤J
0≤jr≤min{Jr,j1}

2≤r≤R

D∑
d=1

D − d
D2

jn1

∣∣∣∣∣∣
∑
k̂∈K2

I0(d; j; k̂)

∣∣∣∣∣∣ (4.16)

≪ D − 1

2D

∑
1≤j1≤J

0≤jr≤min{Jr,j1}
2≤r≤R

jn−ℓ+1
1

≪

(
R∏
r=2

Jr

)
log J.

Case k̂ ∈ K3.
Let λ = j1d and

φ(x̂) = F̂ ∗
y,j(x̂)−

k̂

d
· x̂.

By definition, for each fixed d we have that k̂ ∈ dD determines a unique preimage

x̂d;j;k̂ = (∇F̂ ∗
y,j)

−1

(
k̂

d

)
= ∇F̂y,j

(
k̂

d

)
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that is also a critical point for φ in the sense that

∇φ(x̂d;j;k̂) = ∇F̂
∗
y,j(x̂d;j;k̂)−

k̂

d
= 0.

Lemma 4.4. Let x̂ ∈ ∇F̂y,j(D+) \ {x̂d;j;k̂}. Then

|x̂− x̂d;j;k̂|
|∇φ(x̂)|

≪ 1

where the implicit constant is independant of d, j and k̂.

Proof. Observe that for k̂/d ∈ D we have

|x̂− x̂d;j;k̂|
|∇φ(x̂)|

=
|x̂− (∇F̂ ∗

y,j)
−1(k̂/d)|

|∇F̂ ∗
y,j(x̂)−

k̂
d |

,

hence it is sufficient to prove

|x̂− ẑ|
|∇F̂ ∗

y,j(x̂)−∇F̂ ∗
y,j(ẑ)|

≪ 1

for x̂, ẑ ∈ ∇F̂y,j(D+) and x̂ ̸= ẑ. Taking x̂′, ẑ′ ∈ D+ with x̂′ ̸= ẑ′ such that x̂ = ∇F̂y,j(x̂
′)

(and the same for ẑ) the inequality is equivalent to

|∇F̂y,j(x̂
′)−∇F̂y,j(ẑ

′)|
|x̂′ − ẑ′|

≪ 1.

or alternatively

1≪ |x̂′ − ẑ′|
|∇F̂y,j(x̂′)−∇F̂y,j(ẑ′)|

.

We have already established in the proof of 3.3 that

∇F̂y,j(x̂
′)−∇F̂y,j(ẑ

′) = HF̂y,j
(ẑ′)(x̂′ − ẑ′) +O(|x̂− ẑ′|2),

which yields the desired lower bound immediately.

Note that because of Lemma 4.1 we can deduce the same result from Corollary 4.2
for φ in this case, i.e. for given i1, ..., in−s ∈ Z≥0 with

∑n−s
µ=1 iµ ≤ ℓ and x̂ ∈ V +

y,j we have∣∣∣∣∣∂i1+···+in−sφ

∂i1x1 · · · ∂
in−s
xn−s

(x̂)

∣∣∣∣∣≪ 1. (4.17)

The implicit constant is again independent of y, d, j and such k̂ that satisfy this case.
By construction we have Hφ = HF̂∗

y,j
, so with (1.2) and (2.6) we have Hφ(x̂d;j;k̂) ̸= 0 and

consequently Lemma 1.3 yields

I0(d; j; k̂)≪ λ−
n−s
2 −1 = j

−n−s
2 −1

1 d−
n−s
2 −1.
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Note that we chose k̂/d ̸∈ Uy, hence x̂d;j;k̂ ̸∈ ∇F̂y,j(Uy), i.e. ω∗
j (x̂d;j;k̂) = 0. With a

similar argument as in the proof of Lemma 3.1 we obtain∑
k̂∈K3

I0(d; j; k̂)≪ dn−sj
−n−s

2 −1
1 d−

n−s
2 −1 = j

−n−s
2 −1

1 d
n−s
2 −1.

Hence we have

M3 ≤
∑

1≤j1≤J
0≤jr≤min{Jr,j1}

2≤r≤R

D∑
d=1

D − d
D2

∣∣∣∣∣∣jn1
∑
k̂∈K3

I0(d; j; k̂)

∣∣∣∣∣∣ (4.18)

≪ 1

D

∑
1≤j1≤J

0≤jr≤min{Jr,j1}
2≤r≤R

j
n+s
2 −1

1

D∑
d=1

d
n−s
2 −1

≪

(
R∏
r=2

Jr

)
J

n+s
2 D

n−s
2 −1.

Case k̂ ∈ K1.
Let λ and φ be as in the previous case, specifically maintaining Lemma 4.4 and (4.17).
Then we have

φ(x̂d;j;k̂) = F̂ ∗
y,j(x̂d;j;k̂)−

k̂

d
· x̂d;j;k̂ = −F̂y,j

(
k̂

d

)
(4.19)

and by (1.2)

HF̂∗
y,j
(x̂d;j;k̂) = HF̂y,j

(
k̂

d

)−1

.

Similar to the arguments right before (3.11) we find that the signature σ of Hφ(x̂j;k̂) =

HF̂∗
y,j
(x̂d;j;k̂) is constant for all d, j and k̂ in consideration, hence with Lemma 1.3, (2.6)

and (4.19) we obtain

I0(d; j; k̂) (4.20)

=
ω∗
j (x̂d;j;k̂)

|detHF̂∗
y,j
(x̂d;j;k̂)|

1
2

(j1d)
−n−s

2 e

(
−j1dF̂y,j

(
k̂

d

)
+
σ

8

)
+O

(
(j1d)

−n−s
2 −1

)

= ω

(
k̂

d
,y

)
|detHF̂y,j

(k̂/d)| 12 (j1d)−
n−s
2 e

(
−d(j1f̂1,y + · · ·+ jRf̂R,y)

(
k̂

d

)
+
σ

8

)
+O

(
(j1d)

−n−s
2 −1

)
,

where the implicit constant is independant of y, d, j and k̂. For (u1, ..., uR) ∈ R>0×RR−1
≥0

we consider the function

Ψk̂;d(u1, ..., uR) = u
n+s
2

1 |detHf̂1,y+
u2
u1
f̂2,y+···+uR

u1
fR,y

(k̂/d)| 12

38



and obtain∣∣∣∣∣∣∣∣∣∣
∑

1≤j1≤J
0≤jr≤min{Jr,j1}

2≤r≤R

jn1 I0(d; j; k̂)

∣∣∣∣∣∣∣∣∣∣
(4.21)

≪ ω

(
k̂

d
,y

)
d−

n−s
2

∑
0≤jr≤Jr
2≤r≤R

∣∣∣∣∣∣
∑

max{1,j2,...,jR}≤j1≤J

Ψk̂;d(j1, ..., jR)e(−dj1f̂1,y(k̂/d))

∣∣∣∣∣∣
+

(
R∏
r=2

Jr

)
J

n+s
2 d−

n−s
2 −1.

Given any fixed u2, ..., uR ∈ R≥0 we find that Ψ(·, u2, ..., uR) is a smooth function on the
set {u1 ∈ R>0 | u1 ≥ ur, 2 ≤ r ≤ R}. Let Ψ

(1)

k̂;d
denote the partial derivative of Ψk̂;d in

u1-direction. For the following argument let

µ = max{1, j2, ..., jR}.

Then by partial summation we have for the innermost sum∑
µ≤j1≤J

Ψk̂;d(j1, ...., jR)e(−dj1f̂1,y(k̂/d)) (4.22)

≤ Ψk̂;d(J, j2, ..., jR)

J∑
j1=µ

e(−j1df̂1,y(k̂/d))−
∫ J

µ

ξ∑
j1=µ

e(−j1df̂1,y(k̂/d))Ψ(1)

k̂;d
(ξ, j2, ..., jR)dξ.

We distinguish two cases. First if ||df̂1,y(k̂/d)|| ≥ J−1 we obtain∑
µ≤j1≤J

Ψk̂;d(j1, ...., jR)e(−dj1f̂1,y(k̂/d)) (4.23)

≪
Ψk̂;d(J, j2, ..., jR)

||df̂1,y(k̂/d)||
+

1

||df̂1,y(k̂/d)||

∫ J

1

Ψ
(1)

k̂;d
(ξ, j2, ..., jR)dξ

≪
Ψk̂;d(J, j2, ..., jR)

||df̂1,y(k̂/d)||
.

On the other hand if ||df̂1,y(k̂/d)|| < J−1 we have∑
µ≤j1≤J

Ψk̂;d(j1, ...., jR)e(−dj1f̂1,y(k̂/d)) (4.24)

≪ Ψk̂;d(J, j2, ..., jR)J +

∫ J

1

ξΨ
(1)

k̂;d
(ξ, j2, ..., jR)dξ.

To simplify further, we need estimates for Ψk̂;d and Ψ
(1)

k̂;d
respectively.
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Lemma 4.5. Let (u1, ..., uR) ∈ R>0 × RR−1
≥0 be such that ur ≤ u1 for 2 ≤ r ≤ R. Then

for any k̂ ∈ K1 we have
|Ψk̂;d(u1, ..., uR)| ≪ u

n+s
2

1

and
|Ψ(1)

k̂;d
(u1, ..., uR)| ≪ u

n+s
2 −1

1 ,

where the respective implicit constants are independant of y, d and k̂.

Proof. The first estimate is an obvious consequence of (2.6). Write

detHf̂1,y+α2f̂2,y+···+αRf̂R,y
=

∑
0≤ν2+···+νR≤n−s

0≤ν2,...,νR

Aν2,...,νRα
ν2
2 · · ·α

νR
R .

Then since k̂/d ∈ Uy we have |Aν2,...,νR | ≪ 1, where the implicit constant is independant
of y, d and k̂. Now by product and chain rule

|Ψ(1)

k̂;d
(u1, ..., uR)|

≪ n+ s

2
u

n+s
2 −1

1 |detHf̂1,y+
u2
u1
f̂2,y+···+uR

u1
fR,y

(k̂/d)| 12

+
u

n+s
2 −1

1

2|detHf̂1,y+
u2
u1
f̂2,y+···+uR

u1
fR,y

(k̂/d)| 12

∑
0≤ν2+···+νR≤n−s

0≤ν2,...,νR

|Aν2,...,νR |
(
u2
u1

)ν2
· · ·
(
uR
u1

)νR

≪ u
n+s
2 −1

1 ,

since 0 ≤ u2, ..., uR ≤ u1 and u1 > 0 by assumption.

Therefore we obtain

M1 ≪
1

D

D∑
d=1

∑
k̂∈Zn−s

||df̂1,y(k̂/d)||≤J−1

ω

(
k̂

d
,y

)
d−

n−s
2

(
R∏
r=2

Jr

)
J

n+s
2 +1 (4.25)

+
1

D

D∑
d=1

∑
k̂∈Zn−s

J−1<||df̂1,y(k̂/d)||

ω

(
k̂

d

)
d−

n−s
2

(
R∏
r=2

Jr

)
J

n+s
2 ||df̂1,y(k̂/d)||−1

+
1

D

D∑
d=1

∑
k̂∈K1

(
R∏
r=2

Jr

)
J

n+s
2 d−

n−s
2 −1.

With a similar argument as in the proof of Lemma 3.1 we can bound the last term in
(4.25) by

1

D

D∑
d=1

∑
k̂∈K1

(
R∏
r=2

Jr

)
J

n+s
2 d−

n−s
2 −1 ≪

(
R∏
r=2

Jr

)
J

n+s
2

D

D∑
d=1

d
n−s
2 −1 (4.26)

≪

(
R∏
r=2

Jr

)
J

n+s
2 D

n−s
2 −1.
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In order to estimate the second term in (4.25) we want to sum dyadically. Note that since
||df̂1,y(k̂/d)|| ≤ 1

2 we can assume J−1 ≤ 1
2 and obtain

1

D

D∑
d=1

∑
k̂∈Zn−s

J−1<||df̂1,y(k̂/d)||

ω

(
k̂

d
,y

)
d−

n−s
2

(
R∏
r=2

Jr

)
J

n+s
2 ||df̂1,y(k̂/d)||−1 (4.27)

≤

(
R∏
r=2

Jr

)
J

n+s
2

D

log J
log 2 +1∑
i=1

J21−i
D∑
d=1

d−
n−s
2

∑
k̂∈Zn−s

2i−1

J <||df̂1,y(k̂/d)||≤ 2i

J

ω

(
k̂

d
,y

)
.

Now for both the first term in (4.25) and (4.27) we utilize the following result from
[36, Theorem 2]: For any X > 0 we have

D∑
d=1

∑
k̂∈Zn−s

||df1(k̂/d)||≤X−1

ω

(
k̂

d
,y

)
≪ X−1Dn−s+1 +Dn−sEn−s(D), (4.28)

where

Em(D) = E (c3;c4)
m (D) =

{
exp(c3

√
logD) if m = 2

(logD)c4 if m ≥ 3
.

for some positive constans c3 and c4. Here the implicit constants as well as c3 and c4
only depend on n, s, c1 and c2 in (2.6), ρ in (2.7), ρ′ in (4.10) and upper bounds for (the
absolute values) of finitely many derivatives of ω and f1 on D+ ×Y . In particular, they
are independent of y.
By partial summation we find that

D∑
d=1

∑
k̂∈Zn−s

||df̂1,y(k̂/d)||≤X−1

ω

(
k̂

d
,y

)
d−

n−s
2 ≪ D−n−s

2 (X−1Dn−s+1 +Dn−sEn−s(D)). (4.29)

Therefore we can estimate the first term in (4.25) by

1

D

D∑
d=1

∑
k̂∈Zn−s

||df̂1,y(k̂/d)||≤J−1

ω

(
k̂

d
,y

)
d−

n−s
2

(
R∏
r=2

Jr

)
J

n+s
2 +1 (4.30)

≪

(
R∏
r=2

Jr

)
J

n+s
2 +1

D
D−n−s

2 (J−1Dn−s+1 +Dn−sEn−s(D))

≪

(
R∏
r=2

Jr

)
(J

n+s
2 D

n−s
2 + J

n+s
2 +1D

n−s
2 −1En−s(D))
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and (4.27) by

(
R∏
r=2

Jr

)
J

n+s
2

D

log J
log 2 +1∑
i=1

J21−i
D∑
d=1

d−
n−s
2

∑
k̂∈Zn−s

2i−1

J <||df̂1,y(k̂/d)||≤ 2i

J

ω

(
k̂

d
,y

)
(4.31)

≪

(
R∏
r=2

Jr

)
J

n+s
2

D

log J
log 2 +1∑
i=1

J21−iD−n−s
2 (2iJ−1Dn−s+1 +Dn−sEn−s(D))

≪

(
R∏
r=2

Jr

)
J

n+s
2

D
((log J)D

n−s
2 +1 + JD

n−s
2 En−s(D))

≪

(
R∏
r=2

Jr

)
((log J)J

n+s
2 D

n−s
2 + J

n+s
2 +1D

n−s
2 −1En−s(D)).

Putting together (4.26), (4.30) and (4.31) yields

M1 ≪

(
R∏
r=2

Jr

)
(J

n+s
2 D

n−s
2 + J

n+s
2 +1D

n−s
2 −1En−s(D)) (4.32)

+

(
R∏
r=2

Jr

)
((log J)J

n+s
2 D

n−s
2 + J

n+s
2 +1D

n−s
2 −1En−s(D))

+

(
R∏
r=2

Jr

)
J

n+s
2 D

n−s
2 −1

≪

(
R∏
r=2

Jr

)
((log J)J

n+s
2 D

n−s
2 + J

n+s
2 +1D

n−s
2 −1En−s(D)).

Final estimate. Recall D = ⌊T/2⌋ and T ≥ 2. By combining (4.12), (4.16), (4.18) and
(4.32) we obtain

M (J, T−1)≪

(
R∏
r=2

Jr

)
Jn+1

T
+

(
R∏
r=2

Jr

)
((log J)J

n+s
2 T

n−s
2 + J

n+s
2 +1T

n−s
2 −1En−s(T ))

(4.33)

+

(
R∏
r=2

Jr

)
log J +

(
R∏
r=2

Jr

)
J

n+s
2 T

n−s
2 −1

≪

(
R∏
r=2

Jr

)
(Jn+1T−1 + (log J)J

n+s
2 T

n−s
2 + J

n+s
2 +1T

n−s
2 −1En−s(T )).

We distinguish two cases. First if T−1 ≤ J−1 we have

M (J, T−1) ≤M (J, J−1)≪

(
R∏
r=2

Jr

)
Jn((log J) + En−s(J)). (4.34)
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On the other hand, if T−1 > J−1, i.e J > T , then

M (J, T−1)≪

(
R∏
r=2

Jr

)
(Jn+1T−1 + Jn((log J) + En−s(J))). (4.35)

Therefore we conclude

∑
1≤j1≤J

0≤jr≤min{Jr,j1}
2≤r≤R

∑
k∈Zn

||j1φy(x̂j;k̂
)||<T−1

ω∗
j

(
k̂

j1

)
= M (J, T−1)≪

(
R∏
r=2

Jr

)
(Jn+1T−1+JnEn−s(J)).

Recall that ω∗
j (k̂/j1) = ω ◦ (∇F̂y,j)−1(k̂/j1) = ω(x̂j;k̂,y), hence Proposition 3.4 follows.

5. Proof of Theorem 0.5

Recall (2.9), hence with the bounds obtained for N1, N2 and N3 in Section 3, i.e. (3.21),
(3.9) and (3.10), we have

N (1;(1,...,1),In
s )(Q, δ)≪ N1 +N2 +N3 (5.1)

≪ (1 + log J)R((logQ)Q
n+s
2 J

n+s
2 +Q

n+s
2 +1J

n+s
2 −1En−s(J))

+ logQ(1 + log J)R + J
n+s
2 −1Q

n+s
2 (1 + log J)R.

≪ (1 + log J)R((logQ)Q
n+s
2 J

n+s
2 +Q

n+s
2 +1J

n+s
2 −1En−s(J))

Now with (2.3), (2.5) and the remark made right after (2.5) we obtain

|Nω(Q, δ)− (2δ)RN0| (5.2)

≪ δR−1Q
n+1

J
+
Qn+1

JR
+ (1 + log J)R(logQ)Q

n+s
2 J

n+s
2

+ (1 + log J)RQ
n+s
2 +1J

n+s
2 −1En−s(J).

Note that the constants c′1 and c′2 in En−s(J) = E
(c′1;c

′
2)

n−s (J) as well as the implicit constants
only depend on n, s, R, c1 and c2 in (2.6), ρ in (2.7), ρ′ in (4.10) for each choice of (r; ϵ;ν
(1 ≤ r ≤ R, ϵ ∈ {±1}R,ν ∈ [n]s) and upper bounds for (the absolute values) of finitely
many derivatives of ω and f1 on D+ × Y . Recall that while we only adressed the case
(1; (1, ..., 1); Ins ) but the bounds are identical in each case. Since we can still choose the
parameter J ≥ 1, consider the equivalences

Q
n+s
2 J

n+s
2 < Q

n+s
2 +1J

n+s
2 −1 ⇔ J < Q (5.3)

δR−1Q
n+1

J
<
Qn+1

JR
⇔ J < δ−1

Qn+1

JR
≤ Q

n+s
2 +1J

n+s
2 −1 ⇔ Q

n−s
n+s+2R−2 ≤ J

δR−1Q
n+1

J
≤ Q

n+s
2 +1J

n+s
2 −1 ⇔ δ

2(R−1)
n+s Q

n−s
n+s ≤ J
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and distinguish two cases. If δ−1 > Q
n−s

n+s+2R−2 then let J = Q
n−s

n+s+2R−2 , so by the first,
second and third equivalence in (5.3) we have

|Nω(Q, δ)− (2δ)RN0| ≪ (logQ)RQ
n2+(s+R−1)n+(R+1)s+2R−2

n+s+2R−2 En−s(Q).

If δ−1 ≤ Q
n−s

n+s+2R−2 then let J = δ
2(R−1)
n+s Q

n−s
n+s ≥ δ−1, so by the second, third and fourth

equivalence in (5.3) we have

|Nω(Q, δ)− (2δ)RN0| ≪ δ
(R−1)(n+s−2)

n+s (logQ)RQ
n2+sn+2s

n+s En−s(Q).

Note that

(logQ)REn−s(Q) = (logQ)RE
(c′1;c

′
2)

n−s (Q) =

{
exp(c′1

√
logQ+R log logQ) if n− s = 2,
(logQ)c

′
2+R if n− s ≥ 3,

hence for some absolute constant c0 we can choose c1 = c′1 + c0R and c2 = c′2 + R and
obtain

(logQ)RE
(c′1;c

′
2)

n−s (Q)≪ E
(c1;c2)
n−s (Q).

This completes the proof of Theorem 0.5.
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Part II
Abelian varieties :

Bounds on the torsion for abelian varieties of
type IV

1. Preliminaries

1.1 Abelian varieties
An abelian variety A over a number field K can be defined by several means, for exam-
ple as a complete algebraic variety over K that carries a group law defined by regular
functions or alternatively, in the language of schemes, as a smooth, connected, proper
K-group scheme. Before working over a number field K, we give a preliminary discussion
of abelian varieties over the field C of complex numbers and refer to [52] and [48] for
further details.

Let V be a finite dimensional C-vector space of dimension g and Λ ⊂ V a lattice
of (maximal) rank 2g. We call the quotient V /λ a complex torus of dimension g. A
positive definite hermitian form H : V ×V → C is called a Riemann form on V /Λ, if the
imaginary part ImH : V × V → R only takes integer values on Λ.

Definition 1.1. An abelian variety A over C is a complex torus that admits a Riemann
form H.

Let φ : A→ A′ be a morphism between complex abelian varieties. We introduce the
notion of an isogeny:

Definition 1.2. An isogeny is a surjective morphism φ : A → A′ between complex
abelian varieties that has a finite kernel. If such an isogeny exists between A and A′ we
call them isogenous (and non-isogenous otherwise).

A crucial result for the structure of abelian varieties is the following theorem:

Theorem 1.3 (Poincaré Reducibility Theorem). Let A be a complex abelian variety.
For any abelian subvariety A′ ⊂ A there exists another abelian subvariety A′′ ⊂ A and
an isogeny A→ A′ ×A′′.

We call an abelian variety simple, if it does not contain any proper, non-zero abelian
subvarieties. Theorem 1.3 now implies that any abelian variety admits a decomposition
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into simple factors. Precisely there exist finitely many simple subvarieties A1, ..., Ak ⊂ A,
that are pairwise non-isogenous, positive integers n1, ..., nk and an isogeny

A −→
k∏
i=1

Ani
i .

It is standard to work in the category of abelain varieties up to isogeny, that is the cate-
gory with abelian varieties as objects and the set of morphism between abelian varieties
A,B defined to be the vectorspace Hom(A,B)⊗ZQ. We write End◦(A) := EndK(A)⊗ZQ
and obtain from the isogeny decomposition above the decomposition

End◦(A) =

k∏
i=1

Matni(End
◦(Ai)).

In the following we will assume that all endomorphisms of A are already defined over K,
that is EndK(A) = EndK(A). If A is a simple abelian variety and we are not at risk of
ambiguity, we usually write D = End◦(A).

Proposition 1.4. Let A be a simple abelian variety, then D is a division algebra. If A
is any (not necessarily simple) abelian variety, then End◦(A) is a semi-simple Q-algebra.

In algebraic geometric terms the notion of a Riemann form corresponds to a polar-
ization, that is an isogeny ϕ : A → A∨ from A into the dual variety A∨. The degree of
ϕ as a polarization is just its degree as an isogeny, that is the degree of its finite kernel.
We can naturally associate an involution

† : End◦(A) −→ End◦(A), α 7→ α†

to ϕ via
ϕ ◦ α† = α∨ ◦ ϕ,

where α∨ ∈ End◦(A∨) is the element in the opposite algebra corresponding to α ∈
End◦(A). One can show that for α ∈ End◦(A) there exists β ∈ End◦(A) and a positive
integer m such that

ϕ ◦ b = ma∨ ◦ ϕ.
Hence we define the positive Rosati involution by

a† =
1

m
× b.

For the following let A be a simple abelian variety defined over a number field K with
a fixed polarization ϕ : A → A∨ and the corresponding Rosati involution † : D → D as
described above. Denote by E := Z(D) the center of D, making D into a central E-
algebra, and denote further E0 := {φ ∈ E | φ† = φ} the subset of elements fixed by the
involution. We therefore have a tower

D ⊃ E ⊃ E0 ⊃ Q,

where E/Q and E0/Q are field extensions with degrees e := [E : Q] and e0 := [E0 : Q]
respectively. Note that D as a central simple algebra has a square degree over E, hence
we denote d2 := [D : E].

Due to Albert [52, Chapter 4], simple abelian varieties can be classified according to
the type of their endomorphism algebra. We distinguish four types:
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− Type I: D = E = E0 is a totally real field and † = idD.

− Type II: E = E0 is a totally real field and D is an indefinite quaternion algebra
over Q, such that D ⊗E0

R = Mat2(R) for any embedding E0 ↪→ R. † = (x 7→
a−1(Tr0D/E(x)−x)a) where Tr0D/E is the reduced trace of D/E and a ∈ D \ {0} with
a2 ∈ E totally negative.

− Type III: E = E0 is a totally real field and D is a definite quaternion algebra over Q,
such that D ⊗E0 R = H for any embedding E0 ↪→ R. † = (x 7→ Tr0D/E(x) − x) with
Tr0D/E as before.

− Type IV: E0 is a totally real field, E is totally imaginary quadratic extension of E0

and D is a division algebra over Q, such that D ⊗E0
R = Matd(C). †

|E = (x 7→ x̄).

Remark 1.5. A totally imaginary quadratic field extension E over a totally real field
E0 as present in the type IV case is called a CM field. This distinction leads us to the
following definition.

For a simple abelian variety A, we say that A is of type I, II, III or IV, if the
endomorphism algebra (and the respective involution) are of the corresponding type. If
A is of type I, we necessarily have d = 1. For types II and III respectively we have d = 2.
For A of type IV d ≥ 1 can be arbitrary and moreover, e = 2e0 in that case. If A is of
type IV and d = 1 we say that A is an abelian variety with complex multiplication or A
is of CM type.

Definition 1.6. A simple abelian variety A is called fully of type IV, if it is of type IV
but not of CM type.

Definition 1.7. Let A be a simple abelian variety of dimension g. With the notation
from above we define the relative dimension of A as

h := dimrel(A) :=


g
e if A is of type I,
g
2e if A is of type II or III,
g

d2e0
if A is of type IV.

1.2 Tate Module
Let ℓ be a prime number, such that ℓ does not divide deg ϕ. We define the Tate module
of A to be

Tℓ(A) := lim←−
n

A[ℓn],

where A[ℓn] is the kernel of the multiplication by ℓn map. Furthermore let

Vℓ(A) = Tℓ(A)⊗Zℓ
Qℓ.

Then we have isomorphisms of topological groups:

Tℓ(A) ≃ Z2g
ℓ and Vℓ(A) ≃ Q2g

ℓ .

There exists a non-degenerate bilinear form

< ·, · > : Tℓ(A)× Tℓ(A∨)→ Zℓ(1) = lim←−µℓn ,
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which is Galois equivariant, called the Weil pairing. The polarization ϕ : A→ A∨ there-
fore induces a non-degenerate, alternating, bilinear pairing

ϕℓ∞ : Tℓ(A)× Tℓ(A)
id×ϕ−→ Tℓ(A)× Tℓ(A∨)

<·,·>−→ Zℓ(1) = lim←−µℓn .

Since ℓ does not divide the degree of the polarization ϕ, the ℓ-adic Weil pairing is non-
degenerate on A[ℓn] for all n ≥ 1. Let O∗

Eℓ
denote the dual of OEℓ

, the ring of integers
of Eℓ = E ⊗Qℓ, induced by the trace map

TrEℓ/Qℓ
: HomOEℓ

(Tℓ(A)⊗OEℓ
Tℓ(A),O∗

Eℓ
)→ HomZℓ

(Tℓ(A)⊗OEℓ
Tℓ(A),Zℓ).

By [33, Lemme 3.3] there exists a unique OEℓ
-linear pairing

ϕ∗ℓ∞ : Tℓ(A)× Tℓ(A)→ O∗
Eℓ
(1)

such that TrEℓ/Qℓ
(ϕ∗ℓ∞) = ϕℓ∞ . If ℓ is unramified in OE , we have OEℓ

= O∗
Eℓ

, hence we
have

ϕ∗ℓ∞ : Tℓ(A)× Tℓ(A)→ OEℓ
(1).

Let O0
E = End(A) ∩ OE and for each prime ideal λ in OE dividing ℓ let Oλ be the

completion of OE at λ and Eλ its fraction field. Then

Eℓ =
∏
λ|ℓ

Eλ and OEℓ
=
∏
λ|ℓ

Oλ

for all ℓ. If ℓ does not divide (OE : O0
E) we have OEℓ

= OE ⊗Z Zℓ = O0
E ⊗Z Zℓ and OEℓ

acts on Tℓ(A). Therefore we obtain a decomposition

Tℓ(A) =
∏
λ|ℓ

Tλ,

where Tλ = Tℓ(A)⊗OEℓ
Oλ, and an Oλ-linear pairing

ϕλ∞ : Tλ × Tλ → Oλ(1).

The explicit decomposition of Tλ is going to be a key ingredient for the proof of our
theorem and will be further discussed in Section 3.2. Note that all the ℓ-adic and λ-adic
pairings defined above are Galois equivariant and we may write ϕ0ℓ∞ and ϕ0λ∞ respectively
for the pairings defined on Vℓ and Vλ with values in Eℓ and Eλ.

In order that the above definitions are well-defined, we have restricted the set of
primes ℓ that we consider. The following definition makes this precise:

Definition 1.8. Denote O0
E = End(A) ∩ OE and O0

E0
= End(A) ∩ OE0

. Let L be a
Galois extension over E0 containing E such that

D ⊗E L ∼= Matd(L)

as an L-algebra (compare [2, Lemma 2.1]). Let P be the set of prime numbers ℓ such
that:

1. ℓ ∤ (OE : O0
E), (OE0

: O0
E0

);
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2. ℓ is unramified in OL;

3. ℓ ∤ deg(ϕ), where ϕ is the fixed polarization of A;

4. ∃λ0 ∈ OE0 , λ ∈ OE , λ0|ℓ; λ is inert over λ0 and splits completely in OL.

We sometimes want to address the complementary set of primes:

Definition 1.9. Let S = {ℓ prime | ℓ ̸∈ P}.

Remark 1.10. Note that from Corollary 2.3 and Lemma 2.1 in [2] we obtain that S is
a finite set. For a prime ℓ ∈ S at least one of the following conditions holds:

1. ℓ is ramified in OL,

2. ℓ | deg(ϕ),

3. D does not split over Eλ for at least one λ|ℓ.

For the rest of the paper we may assume that any prime ℓ is not contained in S. We
refer the reader to Section 6 for a treatment of the the case ℓ ∈ S.

1.3 Algebraic groups attached to abelian varieties

In this section, we discuss several algebraic groups that arise naturally within the theory
of abelian varieties and are particularly important in the study of the invariant

γ(A) = inf{x > 0 | ∀L/K finite, |A(L)tors| ≪ [L : K]x}.

Definition 1.11 (Lefschetz group). The Lefschetz group L(A) := CGSp(V,ψ)(D) of
A is the centralizer of D in GSp(V, ψ). We write L(A)◦ for the (connected) identity
component of L(A).

Remark 1.12. Note that L(A)◦ is a connected, reductive algebraic group subgroup of
GSp(V, ψ) over Q. For a definition of the symplective, orthogonal and unitary groups
and spaces, that will appear throughout this section, we refer to Section 2.

From the work of Deligne [23], Piatetski-Shapiro [54] and Borovoi [7, Lemma 2] it is
known that the Lefschetz, Hodge and ℓ-adic monodromy groups of A can be compared
to one another in the following way for every prime number ℓ:

Gℓ,1 ⊆ Hg(A)Qℓ
⊆ L(A)◦Qℓ

. (1.1)

Definition 1.13 (Fully of Lefschetz type). An abelian variety A is said to be fully
of Lefschetz type when the Mumford-Tate conjecture holds for A, and MT(A) = L(A).

The following classification of the Lefschetz groups for simple abelian varieties A of
dimension g depending on their type is essentially due to Milne [47]. Note his definition
of the group S(A) ([47, p. 8]) and the table ([47, p. 14]) which is the summary of section
2 in his paper:
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Type of A Group
I Sp 2g

e0

II Sp g
e0

III O g
e0

IV GL g
de0

Now the group S(A)K is isomorphic over K to e0 copies of the groups listed above. A
paper of Murty [53] following the definition of Milne gives a classification of possible
factors of L(A). For that, consider a maximal commutative subfield K of D and its
maximally totally real subfield K0. This induces a decomposition

VR =
∏

σ : K0→R
Vσ

indexed by all possible real embeddings of K0. Except for type I (where K is automatically
totally real as well), K⊗R acts on VR and therefore induces a complex structure on Vσ.
Write Vσ,C for the corresponding C-vector space and note that this is in general different
from Vσ ⊗ C. Now we have

L(A)R ≃
∏
σ

Lσ,

where Lσ is the projection of L(A)R onto GL(Vσ) and σ runs through a set of represen-
tatives for the equivalence σ1 ∼ σ2 if and only if σ1|E0

= σ2|E0
. The following factors

occur:

Type of A Lσ
I Sp(Vσ)
II U(Vσ,C) ∩ Sp(Vσ,C)
III U(Vσ,C) ∩O(Vσ,C)
IV U(Vσ,C)

Murty further notes that after complexification one obtains

Type of A Lτ ⊗ C
I Sp(Vτ ⊗ C)
II Sp(Vτ ⊗ C)
III O(Vτ ⊗ C)
IV GL(Vσ)

where τ : E0 ↪→ R is any embedding of the (totally real) fixed field of the Rosati involution
and σ is any extension of τ to K. We deduce the following properties of L(A):
- L(A) is contained in the group of symplectic similitudes GSp2g if A is of type I or II,
- L(A) is contained in the group of orthogonal similitudes GO2g if A is of type III ,
- L(A) is contained in the group of unitary similitudes GU2g if A is of type IV.

Now let V be a finite dimensional Q-vector space. By extension of scalars, we consider
the complex vector space VC := V ⊗QC together with a complex conjugation defined via

v ⊗ z = v ⊗ z
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for v ∈ V and z ∈ C. A decomposition

VC =
⊕
p+q=n

V p,q

of V into complex vector spaces with V p,q = V q,p is called a pure Hodge structure of
weight n ∈ Z. A Hodge class is a vector v ∈ V that belongs to V 0,0 and we call the
collection of pairs (p, q), such that V p,q is non-trivial, the type of the Hodge structure.
Equivalently, a Hodge structure is given by a Hodge cocharacter

h : S→ GL(V )R.

That is a representation of the Deligne torus S := ResC/R(Gm,C), which arises from Weil
restriction of scalars with the properties S(R) = C× and S(C) = C××C×. The subspace
V p,qC is precisely the subspace of elements v ∈ VC on which z = (z1, z2) ∈ S(C) acts by
multiplication of z−p1 z−q2 .

Now let A be an abelian variety defined over the number field K and fix an embedding
σ : K ↪→ C of the number field into the complex numbers. Then the vector space V =
H1(Aσ(C),Q) carries a natural Hodge structure of weight −1, where Aσ denotes the
complex abelian variety induced by the embedding. In the following we will by abuse of
notation suppress the subscript σ for clarity.

Definition 1.14 (Mumford-Tate group). The Mumford-Tate group of A, denoted
MT(A), is the smallest algebraic subgroup of GL(V ) over Q, such that the Hodge cochar-
acter h factors through MT(A)R.

We introduce the unit circle group U1 ⊂ S, whose real valued points correspond to
the unit circle U1 = {z ∈ C× | zz = 1}.

Definition 1.15 (Hodge group). The Hodge group of A, denoted Hg(A), is the small-
est algebraic subgroup of GL(V ) over Q, such that h

∣∣
U1

factors through Hg(A)R.

Remark 1.16. Note that, by construction, MT(A) is the almost-direct product inside
GL(V ) of Hg(A) with the central torus of homotheties Gm,Q.

Another algebraic group naturally attached to the abelian variety A can be defined via
the ℓ-adic representation for the absolute Galois group of K, denoted GK := Gal(K/K),

ρℓ : GK → GL(Tℓ(A))

for any prime ℓ as follows:

Definition 1.17 (ℓ-adic monodromy group). The ℓ-adic monodromy group of A,
denoted by Gℓ, is the Zariski closure ρℓ(GK)

Zar
of the image of the ℓ-adic representation

ρℓ. Similarly, we define the special ℓ-adic monodromy group Gℓ,1 := Gℓ ∩ SLVℓ
.

The relation between the Mumford-Tate and Hodge groups is immediate from their
definitions, the relation of the ℓ-adic monodromy group to them is famously stated as
the Mumford-Tate conjecture:

Conjecture 1.18 (Mumford–Tate conjecture). For every prime number ℓ we have
G◦
ℓ = MT(A)Qℓ

, or equivalently G◦
ℓ,1 = Hg(A)Qℓ

.
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Many results have been produced towards identifying whether certain classes of
abelian varieties satisfy the Mumford-Tate conjecture. Already in 1972, Serre showed that
all elliptic curves satisfy the Mumford-Tate conjecture. Ribet managed to prove (without
the powerful result of Faltings existing) that the Mumford-Tate conjecture holds for all
abelian varieties of dimension g with endomorphism algebra a totally real field of dimen-
sion g and that admit a semi-stable place of bad reduction [56, Paragraph V]. Following
Faltings theorem, many more cases of the Mumford-Tate conjecture have been verified.
In 1985 Serre proved that all abelian varieties of odd dimension whose endomorphism
algebra is Q satisfy the Mumford-Tate conjecture [62]. In 1991 all simple abelian varieties
of prime dimension have been proved to satisfy the Mumford-Tate conjecture by Chi [19].
One year later, Chi showed some additional cases:

Theorem 1.19 (Chi 1992, [20]). The Mumford-Tate conjecture holds in the following
four cases:
If A is a simple abelian variety of type I and

(i) g is an odd integer or 2 and further End◦(A) = Q;
(ii) g = 2d where d is an odd integer and further End◦(A) = E is a real quadratic field.

If A is a simple abelian variety of type II and
(iii) g = 2d where d is an odd integer or 2 and further D is an indefinite quaternion

algebra over Q,
(iv) g = 4d where d is an odd integer and further D is an indefinite quaternion algebra

over a real quadratic field.

Pink defined the following set

Σ :=
{
g ≥ 1 | ∃ k ≥ 3,∃ a ≥ 1, g = 2k−1ak

}
∪
{
g ≥ 1 | ∃ k ≥ 3, 2g =

(
2k

k

)}
,

where k is an odd integer, and showed that all abelian varieties with endomorphism
algebra Q of dimension g ̸∈ Σ satisfy the Mumford-Tate conjecture [55]. This result
has then been used by Banszak, Gajda and Krasoń to generalize the findings of Chi for
abelian varieties of type I and II:

Theorem 1.20 (Banaszak, Gajda, Krasoń, [1]). Lat A be a simple abelian variety
of type I or II with relative dimension either equal to 2 or odd. Then MT(A) = GSp2g
and G◦

ℓ = MT(A)Qℓ
, hence A satisfies the Mumford-Tate conjecture.

A theorem by Hall from 2011 covers the following cases:

Theorem 1.21 (Hall, [28]). Let A be an abelian variety with End◦(A) = Q and such
that the Néron model of A over OK has a semi-stable fibre of toric dimension equal to 1.
Then G◦

ℓ = GSp2g,Qℓ
, hence A satisfies the Mumford-Tate conjecture.

Hindry and Ratazzi managed to generalize the results of Hall and Pink:

Theorem 1.22 (Hindry, Ratazzi, [33]). Let A be a geometrically simple abelian variety
of type I or II, such that the center of End◦(A) is a totally real field of degree e. Then A is
fully of Lefschetz type (see Definition 1.13) and in particular satisfies the Mumford-Tate
conjecture if one of the following conditions holds:

(i) The relative dimension h of A is either equal to 2 or odd.
(ii) We have e = 1 and h ̸∈ Σ.
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(iii) A has a semi-stable place of bad reduction with toric dimension equal to e if A is
of type I or 2e if A is of type II.

Note that an analogous result exists for a product of abelian varieties [33, Corollaire
1.15]. Additionally, it has been shown by Moonen and Zharin [50] and by Lombardo
[40] that any abelian variety (not necessarily simple) of dimsion 5 or lower satisfies the
Mumford-Tate conjecture.

We want to work with abelian varieties A that not only satisfy the Mumford-Tate
conjecture, additionally we would like A to have the biggest possible Mumford-Tate
group. In order to define this notion precisely, let D = End◦(A) as before and note that
the polarization ϕ : A→ A∨ induces a symplectic bilinear form ψ on V .

1.4 Notations

We shall make us of the following notations:
Let L1, L2 be number fields that are contained in one common field L and that

additionally depend on A/K and a finite set of other parameters. We write L1 ≍ L2 if
there exists a constant c(A/K) that only depends on A/K, such that the inequalities

[L1 : L1 ∩ L2] ≤ c(A/K)

and
[L2 : L1 ∩ L2] ≤ c(A/K)

hold for all the other parameters given. For groups G1, G2 that are subgroups in one
common group G and depend on a finite set of parameters, we similarly write G1 ≍ G2

if there exists a constant C(A/K) that only depends on A/K, such that the inequalities

(G1 : G1 ∩G2) ≤ C(A/K)

and
(G2 : G1 ∩G2) ≤ C(A/K)

hold for all the other parameters given.
In both cases we say that the equality L1 = L2 (resp. G1 = G2) holds up to a bounded

index.

2. Group lemmas

This section is mainly devoted to establish the index (G(Zℓ) : G(H)), for an abelian
variety A, a finite subgroup H ⊂ A[ℓ∞] and an algebraic subgroup G ⊂ GL2g over Z.
The group G(H) is defined as follows

G(H) = {σ ∈ G(Zℓ) | σ|H = idH}

and can be interpreted as a stabilizer of a group action of G on Tℓ(A). A precise definition
of this notion is given in Section 2.3. These results will be useful for the proof of the main
theorem in Section 4 for G = Hg(A) as is described in Section 3.1.
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2.1 Hermitian spaces and unitary group
From [2, Section 3] we know that we have non-degenerate hermitian pairings ϕ◦ℓ∞ , ϕ

◦
λ∞ , ϕℓ∞ , ϕλ∞

on the spaces Vℓ, Vλ, Tℓ, Tλ respectively. Let (V, ψ) be a hermitian space of dimension n,
where we may assume that V ∈ {Vℓ, Vλ, Tℓ, Tλ} and ψ ∈ {ϕ◦ℓ∞ , ϕ◦λ∞ , ϕℓ∞ , ϕλ∞}.

Definition 2.1. We define the unitary group U(V, ψ) and the special unitary group
SU(V, ψ) as follows:

(i) U(V, ψ) = {u ∈ GL(V ) | ψ(ux, uy) = ψ(x, y), ∀x, y ∈ V },

(ii) SU(V, ψ) = U ∩ SL(V ).

If there is no ambiguity at risk concerning the form ψ, we shall write Un and SUn
respectively.

Let F be the field or ring over which V is defined.

Definition 2.2. We say that a linear transformation u on V is a unitary similitude, if
there is a constant a ∈ F×, such that for all x, y ∈ V

ψ(ux, uy) = aψ(x, y).

We denote the group of unitary similitudes as GU(V, ψ) (resp. GUn as before).

For a unitary similitude u we denote the unique associated factor a defined above as
multu. Consequently we have a map

mult : GUn −→ Gm, u 7→ multu

and conclude that u ∈ Un if multu = 1.

Definition 2.3. A unitary similitude u ∈ GUn is called a (unitary) isometry, if multu = 1
or equivalently if u ∈ Un.

Remark 2.4. The following notions of orthogonality, isotropy and the results on the sta-
bilizers are essentially equivalent, if we replace the hermitian space (V, ψ) by a quadratic
space (resp. a symplectic space) and the unitary group U and group of similitudes GU by
the orthogonal groups O and GO (resp. by the symplectic groups Sp and GSp ), which
are defined in the exact same way for a symmetric bilinear form (resp. an antisymmetric
bilniear form) ψ. These appear for abelian varieties of type III (resp. type I and II). The
respective dimensions of these groups are known:

dimUn = n2; dimOn =
n(n− 1)

2
; dimSpn =

n(n+ 1)

2
,

which can be deduced with a careful study of [6, 23.9 p. 260ff].

Let G be a group acting on V . Naturally we can have G ∈ {GU,U,GO, O,GSp,Sp}.
Given a vector subspace W ⊂ V we are interested in the stabilizer of W for the action
of G, which is defined as

GW := {τ ∈ G | τ|W = idW }.
In order to study GW we employ properties of the subspace W . The following definitions
as well as the theorem of Witt can be formulated equivalently for (V, ψ) being a hermitian,
quadratic or symplectic space.
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Definition 2.5. Two vectors x, y ∈ V are said to be orthogonal, if ψ(x, y) = 0. If W ⊂ V
is a vector subspace, the set of all vectors that are orthogonal to every vector in W is
called the orthogonal complement of W and denoted by

W⊥ = {x ∈ V | ψ(x,w) = 0 ∀w ∈W}.

We say ψ is non-degenerate if V ⊥ = {0}.

The relation between W and W⊥ is useful to classify the properties of W and its
stabilizer.

Definition 2.6. A non-trivial vector x ∈ V \ {0} is called isotropic, if ψ(x, x) = 0. A
vector subspace W ⊂ V is called isotropic if W ∩ W⊥ ̸= {0} and totally isotropic if
W ⊂W⊥.

Definition 2.7. The index ν of the form ψ is the biggest dimension amongst the totally
isotropic subspaces of V; any totally isotropic subspace of dimension ν is called a maximal
isotropic subspace.

Totally isotropic subspaces usually appear in complementary pairs in the following
sense:

Proposition 2.8. [24](§11, p. 21, 1) ) Let W ⊂ V be a totally isotropic subspace,
then there exists another totally isotropic subspace P ⊂ V with dimP = dimW and
W ∩P = {0}. Furthermore we can find a basis {e1, ..., er} of W and a basis {er+1, ..., e2r}
of P such that ψ(ei, er+j) = δi,j.

We easily deduce the following corollary:

Corollary 2.9. Let W be a totally isotropic subspace of dimension r, then there exists
a totally isotropic subspace W ′ of dimension r such that W ⊕W ′ = P1 ⊕ · · · ⊕Pr, where
the Pi are hyperbolic planes.

Proof. Let {e1, ..., er} be a basis ofW , then we can find a vector f ′1 ∈ V with ψ(f ′1, f ′1) = 0
and ψ(e1, f ′1) = 1, such that < e1, f

′
1 > is a hyperbolic plane. Consider the vector

f1 := f ′1 +

r∑
i=2

λiei,

where λi are chosen such that ψ(ei, f1) = 0 for all i = 2, ..., r. Hence we obtain

< e1, ..., er, f1 >=< e1, f1 >⊥< e2, ..., er > .

Repeating this construction in a similar fashion yields isotropic vectors f2, ..., fr such
that

< e1, ..., er, f1, ..., fr >=< e1,f1 >⊥ · · · ⊥< er, fr > .

Now W ′ =< f1, ..., fr > has all desired properties.

Therefore a maximally isotropic subspace can at most have dimension n/2, hence
2ν ≤ dimV . The discussion in [24](§11, p.21-22, 2)) yields that isometries can be extended
from a subspace W to V . Precisely we have the following:

Theorem 2.10 (Witt). Let (V, ψ) be a finite dimensional, non-degenerate hermitian
space and W ⊂ V a vector-subspace. For every isometry u ∈ U(W,ψ|W ) of W we can
find an extension to V , i.e. an isometry a ∈ U(V, ψ) such that a|W = u.
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2.2 Dimension of the stabilizer
We now compute dim GW .

Theorem 2.11. Let (V, ψ) be a non-degenerate hermitian space of dimension n and
W ⊂ V a vector subspace of codimension d. For the stabilizer of W , defined as follows

GW = {τ ∈ U(V, ψ), τ|W = idW } ⊂ GLn,

we find that
dimGW ≤ d2.

Proof. We present the proof in two steps.
First assume that W is non-isotropic, i.e. W ∩W⊥ = {0}. Then we have the decom-

position V = W ⊕W⊥ with dimW⊥ = d and dimW = r = n − d. Let {e1, ..., er} be a
basis of W , then we can extend it to a basis {e1, ..., en} of V . By construction we have
W⊥ =< er+1, ...., en > and hence we can write the stabilizer within the basis as

GW =

{(
Ir 0
0 GUd

)}
.

Therefore GW ∼= GU(W⊥, ψ|
W⊥ ) and

dimGW = d2.

Now assume that W is isotropic. We present the case where W is a maximally isotropic
subspace.

Assume further that 2r = n. By Proposition 2.8 we can find another maximally
isotropic subspace P ⊂ V with W ⊕ P = V and a basis {e1, ..., e2r} of V such that
< e1, ..., er >= W , < er+1, ..., e2r >= P and ϕ(ei, er+j) = δij . For u ∈ GW write
v(x) = u(x)−x and note that v (as a transformation of V ) is identically 0 on W and for
any x ∈W, y ∈ P we find that

ψ(x, v(y)) = ψ(u(x), u(y))− ψ(x, y) = 0.

If both x, y ∈ P we have

ψ(x, v(y)) + ψ(v(x), y) = ψ(x, u(y))− ψ(x, y) + ψ(u(x), y)− ψ(x, y)
= ψ(x, u(y))− ψ(u(x), u(y)) + ψ(u(x), y)− ψ(u(x), u(y))
= ψ(x− u(x), 0) + ψ(0, y − u(y))
= 0

and therefore
ψ(x, v(y)) = −ψ(y, v(x)).

Hence expressing u within the given basis yields

u =

(
Ir S
0 Ir

)
with a matrix S satisfying tS = −S, i.e. S is an antihermitian matrix. Hence

GW ∼= ({S antihermitian of order r},+)
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where the right side is of dimension r2. Note that in this case r = d.
The case where 2r < n works similarly. Again by Proposition 2.8 we find P ⊂ V

totally isotropic of dimension r and P ∩W = {0}. Then W ⊕ P is non-isotropic and
similar to the case before u ∈ GW can be written as

u =

 Ir S
0 Ir

GUn−2r

 .

Now since r = n− d we easily find that

dimGW = r2 + (n− 2r)2.

Coparing this expression to d2 yields

r2 + (n− 2r)2 ≤ d2 ⇔ (n− d)2 + (n− 2r)2 ≤ d2

⇔ n2 − 2nd+ d2 + n2 − 4nr + 4r2 ≤ d2

⇔ 2n2 − 2(nd+ 2nr) + 4r2 ≤ 0

⇔ n2 − n(d+ 2r) + 2r2 ≤ 0

⇔ n2 − n(n+ r) + 2r2 ≤ 0

⇔ 2r2 ≤ nr
⇔ 2r ≤ n

which is true.

We can formulate this result in view of our situation, where V = Vℓ(A) and ψ = ϕ◦ℓ∞ .

Theorem 2.12. Let A be a simple abelian variety fully of type IV and dimension g. We
consider the hermitian space (Vℓ, ϕ

◦
ℓ∞) with the hermitian form ϕ◦ℓ∞ : Vℓ × Vℓ → Eℓ. Let

W be a Qℓ-subspace of Vℓ(A) of codimension d and consider the stabilizer

GW = {g ∈ U(Vℓ(A)) | g|W = idW } ⊂ GL2g(Qℓ).

Then
dimGW ≤ d2.

2.3 Calculating the index
The rest of the section is devoted to determining the index (G(Zℓ) : G(H)). Using results
of Serre, Oesterle and Robba, we can estimate this index directly, given that all of the
stabilizers are smooth. This is fulfilled at least for all primes ℓ that are sufficiently large,
due to a resultsof Lombardo.

Lemma 2.13. [41, Lem 2.13] There exists a prime number ℓ0 = ℓ0(A,K), such that for
all primes ℓ ≥ ℓ0 and all submodules Ĥ ⊂ Tℓ(A) the Zariski-closure of the stabilizer GĤ
is smooth over Zℓ.

Additionally, we need the following lemma due to Hindry and Ratazzi:
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Lemma 2.14. [32, Lemme 2.1] Let G/Zℓ be an algebraic subgroup of GLn of dimension
d, such that the reduction over Fℓ is smooth. Then for all m ≥ 1 we have

|G(Z/ℓmZ)| = ℓd(m−1)|G(Z/ℓZ)|.

For the abelian variety A of dimension g recall the set S defined in 1.9. Let ℓ /∈ S
be a prime number and let H ⊂ A[ℓ∞] be a finite subgroup. We can choose a positive
integer n such that H ⊂ A[ℓn] and a suitable basis of Tℓ(A), such that we can write

H =

t∏
i=1

(Z/ℓmt−(i−1)Z)αi ,

where the mi form a strictly increasing sequence. Denote Hi = (Z/ℓmiZ)αt−(i−1) , then
there is a non-canonical choice of a submodule Ĥi ⊂ Tℓ(A) that lifts Hi and hence
rkZ/ℓmiZHi = rkZℓ

Ĥi.
In the simple case that H = (Z/ℓm1)α1 ⊂ A[ℓm1 ] we can choose a (Z/ℓm1Z)-basis

{e1, ..., er} of H and a Zℓ-basis {ê1, ..., êr} of Ĥ, such that êi ≡ ei mod ℓm1 for all
1 ≤ i ≤ r. Considering [32, Lemme 3.7] yields the following:

Lemma 2.15. Let H = (Z/ℓm1Z)α1 ⊂ A[ℓm1 ] be a totally isotropic subgroup and
πm1

: Tℓ(A)→ A[ℓm1 ] the canonical projection. Then there exists a totally isotropic sub-
module H∞ ⊂ Tℓ(A), such that πm1

(H∞) = H.

Note that if H happens to be an End(A)-module, we can choose Ĥ to be an End(A)-
module as well.

Now for a general H ⊂ A[ℓn] with a decomposition as described above H =
∏t
i=1Hi,

we can choose submodules Ĥi ⊂ Tℓ(A), such that for all 1 ≤ i ≤ t we have πmt−(i−1)
(Ĥi) =

Hi under the canonical projections. Let W1 = Ĥ1 + · · ·+ Ĥt and

Wi = Ĥ1 + · · ·+ Ĥt−(i−1),

such that πm1
(W1) = H[ℓm1 ] ≃ (Z/ℓm1Z)α1+···+αt and πmt

(Wt) = (Z/ℓm1Z)αt . Then
we have a filtration Wt ⊂ · · · ⊂ W1 of submodules of Tℓ(A). Given a group action by
a group G on Tℓ(A) we denote the stabilizer of Wi as GWi . Now we can describe the
stabilizer G(H) of H as follows:

G(H) = {M ∈ G(Zℓ) |M ∈ GWi
mod ℓmi , 1 ≤ i ≤ t}.

An alternative construction to consider are the subgroups

Vi :=

t−(i−1)∏
k=1

(Z/ℓt−(k−1)Z)αk ,

such that Vt ⊂ · · · ⊂ V1 = H and Vt = (Z/ℓmtZ)α1 . Let V̂i be an associated submodule
of Tℓ(A) and GV̂i

its stabilizer (note that this association is not canonic). With these
submodules we can describe the stabilizer G(H) as follows:

G(H) = {M ∈ G(Zℓ) |M ∈ GV̂i
mod ℓmi , 1 ≤ i ≤ t}.
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We denote gi := dimGV̂i
, di := codimGV̂i

and depending on the 0 < m1 < · · · < mt and
all 1 ≤ t ≤ 2g

H(m1, ...,mt) := {M ∈ G(Zℓ) |M ∈ GV̂i
mod ℓmi , 1 ≤ i ≤ t}.

The index of H(m1, ...,mt) has been calculated in [17] using the following results:

Lemma 2.16. [17, Lemma 2.3] Let G be an algebraic subgroup over Z of GL2g, t a non-
zero integer and GV̂1

⊂ · · · ⊂ GV̂t
algebraic subgroups over Zℓ of GZℓ

defined as above of
codimension di. Then

(G(Zℓ) : G(H))≫≪A ℓ
∑t

i=1 di(mi−mi−1)

for all primes ℓ.

Let Hλ be a finite subgroup of A[λ∞] for prime λ in OE dividing ℓ. The following
lemma is a reformulation of Lemma 2.16 in this situation:

Lemma 2.17. Let G be an algebraic subgroup over Z of GL2g. For each λ|ℓ let tλ be a
non-zero integer, GV̂1

⊂ · · · ⊂ GV̂tλ
algebraic subgroups over Zℓ of GZℓ

of codimension di
and 1 ≤ mλ,tλ < ... < mλ,1 a sequence of decreasing integers. Furthermore the stabilizer
G(Hλ) is defined for each λ|ℓ by

G(Hλ) = {M ∈ G(Oλ) |M ∈ GV̂i
mod λmλ,tλ−(i−1) , 1 ≤ i ≤ tλ}.

Then
(G(Oλ) : G(Hλ))≫≪A (#Fλ)

∑tλ
i=1 di(mλ,i−mλ,i−1).

3. Properties of the torsion subgroup

3.1 Main idea
Let A be a simple abelian variety of type IV, defined over a number fieldK, and dimension
g. Recall the definition of the invariant γ(A):

γ(A) = inf{x > 0 | ∀L/K, |A(L)tors| ≪ [L : K]x}.

We have been working with the connected component of the ℓ-adic monodromy group
Gℓ (resp. Gℓ,1). Due to the following theorem by Serre, after replacing the number field
K by a suitable extension, we can assume Gℓ to be connected.

Theorem 3.1 (Serre). There exists a finite extension K ′/K, such that for all primes
ℓ the algebraic group Gℓ is connected.

Furthermore, by a theorem of Faltings [26, Satz 3], we know that Gℓ is reductive. A
crucial ingredient for our proof is the following theorem about the independance of ℓ-adic
representations:

Theorem 3.2 (Serre). There exists a finite extension K ′/K, such that all ℓ-adic rep-
resentations are independent. In other terms, the morphism

Gal(K ′(A(K ′)tors)/K)→
∏

ℓ prime

Gal(K ′(A[ℓ∞])/K ′)

is a bijection.
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After replacing K by an extension K ′ such that Gℓ is connected and all ℓ-adic rep-
resentations are independent we can make use of the following result:

Corollary 3.3. Let H ⊂ A(K)tors such that H =
∏
ℓHℓ with Hℓ ⊂ A[ℓ∞]. Then

[K(H) : K] =
∏
ℓ

[K(Hℓ) : K].

This is an immediate consequence of Theorem 3.2 after replacing K by K ′ and abuse
of notation. Following Corollary 3.3 we can reformulate the invariant γ(A) as follows:

γ(A) = inf{x > 0 | ∀H ⊂ A[ℓ∞], |H| ≪ [K(H) : K]x}.

This yields the equivalence

|H| ≪ [K(H) : K]γ(A) ⇔ γ(A) ≥ logℓ |H|
logℓ[K(H) : K]

(3.1)

for every finite subgroup H ⊂ A[ℓ∞] and we will therefore determine γ(A) as follows:

Step 1: Calculate the order of H.

Step 2: Calculate the degree of the extension K(H)/K.

Step 3: Use combinatorial methods to determine γ(A) with these two values.

Calculating the order of a subgroup H ⊂ A[ℓ∞] is straightforward and mainly relies
on the structure of the Tate module Tℓ(A). To determine the degree of the extension
K(H) over K we consider the Galois extensions K(A[ℓ∞]) and K(µℓ∞) over K. Recall
that assuming A satisfies the Mumford-Tate conjecture, we have an isomorphism

Gℓ ∼= MT(A)Qℓ
.

Moreover from Theorem 3.2 we know that we can restrict our attention to any prime ℓ,
therefore we can compare the Galois groups of the following diagram with the Zℓ points
of the Mumford-Tate group, the Hodge group and the torus of homotheties Gm.

K(A[ℓ∞])

K(H) K(µℓ∞)

K(H) ∩K(µℓ∞)

K

Hg(A)(Zℓ)

MT(A)(Zℓ)

Gm(Zℓ) = Z×
ℓ
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Therefore we have the following identifications:

Gal(K(A[ℓ∞]/K)) ≍ MT(A)(Zℓ),

Gal(K(A[ℓ∞]/K(µℓ∞))) ≍ Hg(A)(Zℓ),
Gal(K(µℓ∞)/K) ≍ Gm(Zℓ).

Note that we have analogue diagrams for the cases H ⊂ A[ℓ] and Hλ ⊂ A[λ] for λ|ℓ
stemming from the triangles

K(A[ℓ]) K(A[λ])

K(µℓ) K(µℓ)

K K

MT(A)(Fℓ)

Hg(A)(Fℓ)

Gm(Fℓ) = F×
ℓ

MT(A)(Fλ)

Hg(A)(Fλ)

Gm(Fλ) = F×
λ

Note that for the case of Hλ ⊂ A[λ] a precise treatment has been done for simple
abelian varieties of tyoes I and II (see [33, Section 3]). Combining their methods with
the decomposition of Tℓ(A) in Theorem 3.5 yields similar results for type IV. Therefore
we have the following identifications:

Gal(K(A[λ]/K)) ≍ MT(A)(Fλ),

Gal(K(A[λ]/K(µℓ))) ≍ Hg(A)(Fλ),
Gal(K(µℓ)/K) ≍ Gm(Fλ).

In order to calculate [K(H) : K] we consider the groups

G0(H) := {σ ∈ MT(A)(Zℓ) | σ|H = idH} ≍ Gal(K(A[ℓ∞]/K(H)))

and
G(H) := {σ ∈ Hg(A)(Zℓ) | σ|H = idH} ≍ G0(H) ∩Hg(A)(Zℓ).

Let δ(H) := [K(H) ∩K(µℓ∞) : K]. Then the following lemma establishes how to deter-
mine [K(H) : K].

Lemma 3.4. Let H ⊂ A[ℓ∞]. Then we have up to a finite index

δ(H) = (Z×
ℓ : mult(G0(H))(Zℓ))

and additionally
[K(H) : K] = (Hg(A)(Zℓ) : G(H)) · δ(H).

We refer the reader to [33, Proposition 5.5] for a treatment of a similar case. There
are analogous results for the cases H ⊂ A[ℓ] and Hλ ⊂ A[λ] respectively.

As we have established in Lemma 2.16 for H ⊂ A[ℓ∞] the index (Hg(A)(Oλ) :
G(Hλ)) can be calculated for every λ|ℓ with the codimension of G(Hλ). Establishing said
codimension is therefore essential to this section. Lastly we will discuss the value δ(H).
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3.2 Structure of the Tate module
Recall the Tate module Tℓ(A) = lim←−A[ℓ

n] and the set P of primes (Definition 1.8), such
that we have decompositions

Tℓ(A) =
∏
λ|ℓ

Tλ, (3.2)

Vℓ(A) =
∏
λ|ℓ

Vλ.

Here for all λ|ℓ we have Tλ = Tℓ(A)⊗OEℓ
Oλ and an Eℓ-vector space Vλ = Vℓ(A)⊗Eℓ

Eλ.
Furthermore we have unique non-degenerate, Galois equivariant bilinear forms over OEℓ

and over Eℓ respectively
ϕℓ∞ : Tℓ(A)× Tℓ(A)→ OEℓ

,

ϕ◦ℓ∞ : Vℓ(A)× Vℓ(A)→ Eℓ.

For all primes in P, or equivalently all ℓ /∈ S, we have the following result of Banaszak
and Kaim-Garnek, that will be helpful with the calculation of the order of a subgroup
H ⊂ A[ℓ∞].

Theorem 3.5. [2, Theorem 1.1] Let A be a simple abelian variety of type IV. Let ℓ be a
prime outside of the finite set S. Then the Oλ[GK ]-module Tλ(A) has a decomposition

Tλ(A) ∼= Tλ(A)
d,

where Tλ(A) is a free Oλ module of rank 2g/ed with a non-degenerate, hermitian, GK-
equivariant form

ϕλ∞ : Tλ(A)× Tλ(A)→ Oλ,

such that Vλ(A) := Tλ(A) ⊗Oλ
Eλ is an absolutely irreducible GK-module with a non-

degenate, hermitian, GK-equivariant form ϕ◦λ∞ := ϕλ∞⊗Oλ
Eλ and respectively Tλ(A) :=

Tλ⊗Oλ
(Oλ/λ) is an absolutely irreducible GK-module with a non-degenerate, hermitian,

GK-equivariant form ϕλ∞ := ϕλ∞ ⊗Oλ
(Oλ/λ).

3.3 Order of the subgroup H

From now on assume all primes ℓ to be in the set P defined in Definition 1.9. For an
explicit treatment of the remaining set of primes S see Section 6.

Lemma 3.6. Let H ⊂ A[ℓ∞], then

logℓ |H| =
∑
λ|ℓ

tλ∑
i=1

df(λ)αλ,imλ,i,

where tλ ≤ dh, αλ,i and mλ,i, 1 ≤ i ≤ tλ only depend on H and λ respectively. Here f(λ)
is the residual degree of λ over ℓ and h is the relative dimension of A as in Definition 1.7.

Proof. First assume H ⊆ A[ℓ]. By definition A[ℓ] = Tℓ(A)/ℓTℓ(A), hence with the de-
composition Eq. (3.2) and Theorem 3.5 we can write

A[ℓ] ∼=
∏
λ|ℓ

(Tλ(A)/ℓTλ(A))⊗Oλ/ℓOλ
OEℓ

/ℓOEℓ
∼=
∏
λ|ℓ

(Tλ(A)/ℓTλ(A))
d
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and denote Tλ[ℓ] = Tλ(A)/ℓTλ(A). Therefore we can write

H =
∏
λ|ℓ

Hλ,

where
Hλ = Hλ ⊕ · · · ⊕Hλ︸ ︷︷ ︸

d-times

and Hλ ⊂ Tλ[ℓ]. Remember that Tℓ(A) ∼= Z2g
ℓ as a Zℓ-module and with the relative

dimension h = g/d2e0 we must have Tλ(A) ∼= Zdhℓ . Let rλ = rkFλ
Hλ, then by what we

just established rλ ∈ [0, dh] and further

rkFℓ
H = d

∑
λ|ℓ

f(λ)rλ.

Then for the order of H we must have

|H| = ℓd
∑

λ|ℓ f(λ)rλ ,

where tλ = 1 = mλ,1 and αλ,1 = rλ.
Now let H ⊂ A[ℓn] for some n > 1. Note that A[ℓn] = Tℓ(A)/ℓ

nTℓ(A) and denote
Tλ[ℓ

n] = Tλ(A)/ℓ
nTλ(A). In similar fashion as before we find that H =

∏
λ|ℓHλ with

Hλ = Hλ ⊕ · · · ⊕Hλ, consisting of d copies of Hλ ⊂ Tλ[ℓ
n]. For each λ|ℓ choose a basis

of Tλ, such that

Hλ =

tλ∏
i=1

(Z/ℓmλ,iZ)αλ,if(λ), (3.3)

where tλ ∈ [1, dh] and the mλ,i form a strictly decreasing sequence, 1 ≤ mλ,tλ < · · · <
mλ,1. We have

rkFλ
Hλ =

tλ∑
i=1

αλ,i

and
rkFℓ

Hλ = f(λ) · rkFλ
Hλ.

Therefore, since H =
∏
λ|ℓHλ ⊕ · · · ⊕Hλ and there are d-copies of Hλ for every λ|ℓ, we

find
rkFℓ

H = d · rkFℓ
Hλ

and hence
|H| = ℓd

∑
λ|ℓ f(λ)

∑tλ
i=1 αλ,imλ,i .

3.4 Codimension and stabilizers
Recall that by Lemma 3.4 the calculation of the degree [K(H) : K] relies essentially on
the index (Hg(A)(Zℓ) : G(H)) and by Lemma 2.16 said index relies on the codimension
of the stabilizer G(H). We will therefore calculate these codimensions explicitly, first for
the case H ⊂ A[ℓ] and then in general for H ⊂ A[ℓ∞].
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- Consider H ⊂ A[ℓ] and for λ|ℓ the stabilizer G(Hλ) can be expressed by the corre-
sponding subspace of Tλ(A) of dimension rλ. Since Tλ(A) ∼= Zdhℓ and Theorem 2.12 we
have:
Proposition 3.7. Let H ⊂ A[ℓ], λ|ℓ, Hλ the subset of H corresponding to the decom-
position H =

∏
λ|ℓHλ ⊕ · · · ⊕Hλ and G(Hλ) the stabilizer of Hλ in Hg(A). Then

codim(G(Hλ)) = (dh)2 − dimG(Hλ) ≥ (dh)2 − (dh− rλ)2 = rλ(2dh− rλ).

- Let H ⊂ A[ℓ∞]. We use the decomposition of Hλ presented in (3.3) and consider to
each 1 ≤ i ≤ tλ the natural projection map

πmi
: Tλ(A)→ Tλ(A)/ℓ

miTλ(A).

Hence we obtain a filtration of submodules Wtλ ⊂ · · · ⊂W1 of Tλ(A) such that

πmi
(Wi) = Hλ[ℓ

mi ] = (Z/ℓmλ,i)αλ,if(λ).

Note that dimWi = αλ,if(λ). We give another decomposition of Tλ:

Tλ =

(
tλ⊕
i=1

Wi

)
⊕W ′,

where W ′ is a suitable complementary subspace. Define subgroups

Vi :=

tλ−(i−1)∏
k=1

(Z/ℓmλ,kZ)αλ,kf(λ)

and note that Vtλ ⊂ · · · ⊂ V1 and

Vi ∼=
tλ−(i−1)∏
k=1

(Oλ/ℓmλ,kOλ)αλ,kf(λ).

Let V̂i denote the corresponding submodules of Tλ and ri := rkOλ
V̂i and let GV̂i

be
the stabilizer of V̂i, hence we can write

G(Hλ) = {M ∈ MT(A)(Oλ) |M ∈ GV̂i
mod ℓmλ,tλ−(i−1) , 1 ≤ i ≤ tλ}. (3.4)

Using Theorem 2.12 again we find that:
Proposition 3.8. Let H ⊂ A[ℓ∞], λ|ℓ, Hλ the subset of H corresponding to the
decomposition H =

∏
λ|ℓHλ ⊕ · · · ⊕Hλ and G(Hλ) and G(Hλ) defined as in (3.4).

Then

di := codimGV̂i
= (dh)2 − dimGV̂i

≥ (dh)2 − (dh− ri)2 = ri(2dh− ri).

3.5 Property µ

In order to calculate [K(H) : K] we not only need the codimension of the stabilizer, but
also the value δ(H) = [K(H) ∩K(µℓ∞) : K]. In order to understand δ(H) we introduce
the property µ as described by Hindry and Ratazzi.
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Definition 3.9 ([31](Définition 6.3)). Let A be an abelian variety defined over a
number field K. We say that A satisfies the property µ, if for all primes ℓ and all finite
subgroups H ⊂ A[ℓ∞] there exists an integer m = m(H), such that up to a finite index
(independent of ℓ) we have

K(H) ∩K(µℓ∞) ≍ K(µℓm).

As before we can make a similar definition for H ⊂ A[ℓ] and Hλ ⊂ A[λ].

Similarly as in the proofs of [33](Proposition 5.5 & Proposition 7.3), we can establish
that property µ holds (see Proposition 3.10 below) for a simple abelian varietiy A defined
over a number field K that is fully of type IV and fully of Lefschetz type. In that case
we have

Tℓ(A) =
∏
λ|ℓ

Tλ ⊕ · · · ⊕ Tλ︸ ︷︷ ︸
d-times

.

Write A[λ] = Tλ/ℓTλ, A[λn] = Tλ/ℓ
nTλ and A[λ∞] =

⋃
nA[λ

n].

Proposition 3.10. Under the above notations, we have the following results:

1. for every n ≥ 1 and for all λ|ℓ and all Hλ ⊂ A[λn], there exists an integer mλ such
that

K(Hλ) ∩K(µℓ∞) ≍ K(µℓmλ );

2. we have
Gal(K(A[ℓ])/K(µℓ∞)) ≃

∏
λ|ℓ

Gal(K(A[λ])/K(µℓ∞));

and
Gal(K(A[ℓ∞])/K(µℓ∞)) ≃

∏
λ|ℓ

Gal(K(A[λ∞])/K(µℓ∞));

3. with m := maxλmλ, for all finite subgroups H =
∏
λ|ℓHλ ⊕ · · · ⊕Hλ ⊂ A[ℓ] or

H ⊂ A[ℓ∞] we have K(H) ∩K(µℓ∞) ≍ K(µℓm) and

[K(H) : K(µℓm)]≫≪
∏
λ|ℓ

[K(Hλ) : K(µℓmλ )].

Recall that we defined the multiplier

mult : GU2g → Gm

and we have an embedding MT(A) ↪→ GU2g given a fixed polarisation. Therefore, we
can restrict mult to a map MT(A) → Gm and identify the Hodge group Hg(A) as the
connected component of the kernel of this map. Given that A is simple and fully of type
IV, dimension g and fully of Lefschetz type, i.e. MT(A) = L(A), we have that

MT(A)(Zℓ) = {(σλ)λ ∈
∏
λ|ℓ

GUOλ
| mult(σλ) ∈ Z×

ℓ }.

Proposition 3.11. Let Ĥ be a Zℓ-submodule of Tℓ(A). If Ĥ is a maximal isotropic
submodule of dimension at most g, then the multipliier restricted to the stabilizer GĤ of
Ĥ in MT(A)(Zℓ) is surjective.
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Note that the preceding proposition implies that for every submodule Ĥ that is
contained in a maximally isotropic submodule mult(GĤ)(Zℓ) = Gm(Zℓ) = Z×

ℓ and hence

δ(Ĥ) = (Z×
ℓ : mult(GĤ)(Zℓ)) = 1.

Note that in particular for Hλ ⊂ A[λ] we have necessarily that

δ(Hλ) =

{
1 Hλ is contained in a maximal isotropic submodule,
ℓ else.

Let us introduce the notation δ := logℓ δ(Hλ), i.e. δ(Hλ) = ℓδ, depending on H, such
that

δ =

{
0 Hλ is contained in a maximal isotropic submodule,
1 else.

Proof of Proposition 3.11. Let W be the maximal isotropic subspace associated to Ĥ in
Vℓ and < e1, ..., eh > a basis. Considering the stabilizer of W in GL2g(Qℓ), we can express
it as

GW = {M ∈ GUg |Mei = ei, i = 1, ..., h}.

Specifically, GW ⊂ MT(A)(Qℓ), hence it is sufficient to show that mult : GW → Gm is
surjective for any maximal isotropic subspace W .

First assume that W =< e1 >, where e1 is an isotropic vector. Then we can find an
isotropic vector e2 ∈ Vℓ with ϕ◦ℓ∞(e1, e2) = 1 and a hyperbolic plane Π =< e1, e2 > with
Π ∩ Π⊥ = {0} and Π⊕ Π⊥ = Vℓ. For any matrix M ∈ GUg we have ϕ◦ℓ∞(Me1,Me2) =
mult(M)ϕ◦ℓ∞(e1, e2), hence for any M ∈ GW we have Me1 = e1 and Me2 = mult(M)e2.
Therefore M also stabilizes Π and consequently Π⊥. We can write M with diagonal
blocks

M =

 1
mult(M)

M1


where M1 ∈ GU(ϕ◦ℓ∞ |Π⊥). Let

G2 = {M ∈ GUg |M =< 1,mult(M) > ⊕M1,M1 ∈ GU(ϕ◦ℓ∞|Π⊥)}.

Since the restriction of mult to GU(ϕ◦ℓ∞|Π⊥) is surjective, the decomposition

mult|GU(ϕ◦
ℓ∞|Π⊥ )

: GU(ϕ◦ℓ∞|Π⊥) ↠ G2

mult|G2−→ Gm

yields that mult : GW → Gm is surjective. For the general case let W =< e1, ..., eh >
with h ≤ g. By Corollary 2.9 we find h hyperbolic planes Π1, ...,Πh, such that

Vℓ = (Π1 ⊕ · · · ⊕Πh)⊕ (Π1 ⊕ · · · ⊕Πh)
⊥.
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Write Π = Π1 ⊕ · · · ⊕ Πh and let M1 ∈ GU(ϕ◦ℓ∞|Π⊥). Similar to before, every matrix M
in GW = {M ∈ GUg |Mei = ei, 1 ≤ i ≤ h} can be written in the form

M =



1
mult(M)

. . .
. . .

1
mult(M)

M1


.

If W is not totally isotropic, we have that ϕ◦ℓ∞(e1, e2) ̸= 0. Consequently every matrix
M in GW satisfies both of the following equations:

ϕ◦ℓ∞(Me1,Me2) = ϕ◦ℓ∞(e1, e2); ϕ◦ℓ∞(Me1,Me2) = mult(M)ϕ◦ℓ∞(e1, e2).

Obviously it follows that mult(M) = 1.

4. Main result

4.1 Simple abelian varieties of type IV
Theorem 4.1. Let A be a simple abelian variety defined over a number field K. Assume
that A is fully of type IV and fully of Lefschetz type. Then

γ(A) =
2 dim(A)

dim(MT(A))
.

Recall that we have established the order of the subgroup H ⊂ A[ℓ∞] in Lemma 3.6,
the codimension of the stabilizers of Hλ for each λ|ℓ in Section 3.4 and the values δ(Hλ)
in Proposition 3.11.

Proof of Theorem 4.1. First we assume that H ⊂ A[ℓ] to illustrate the strategy of proof.
We will make use the symbol γ(A) by abuse of notation even though we only consider
subgroups of A[ℓ] for simplicity. By Lemma 3.4 we have that

[K(H) : K] = [K(H) : K(µℓm)][K(µℓm) : K] = (Hg(A)(Fℓ) : G(H)) · δ(H),

and with Proposition 3.10 and the decomposition H =
∏
λ|ℓHλ ⊕ · · · ⊕Hλ we have

(Hg(A)(Fℓ) : G(H)) =
∏
λ|ℓ

(Hg(A)(Fλ) : G(Hλ)).

Therefore we can resort to determine (Hg(A)(Fλ) : G(Hλ)) for every λ|ℓ. Using Lemma 2.17
we find that

(Hg(A)(Fλ) : G(Hλ))≫≪A (#Fλ)codimG(Hλ),

where by Proposition 3.7

codimG(Hλ) = (dh)2 − (dh− rλ)2 ≥ rλ(2dh− rλ).
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Moreover, δ(H) = ℓδ, where δ = 0 or δ = 1, hence

[K(H) : K]≫≪ ℓ
∑

λ|ℓ f(λ) codim(G(Hλ))+δ.

Using the equivalence (3.1) and considering the d copies of Hλ in H we obtain

γ(A) = d ·max
λ|ℓ

ψ(r), (4.1)

where r = (rλ)λ|ℓ and

ψ(r) :=

∑
λ|ℓ f(λ)rλ

δ +
∑
λ|ℓ f(λ) codim(G(Hλ))

.

We want to study the maximum of the function ψ(r) over all possible values of rλ and
distinguish two cases:

First consider the case where δ = 0. By Proposition 3.11 we know that Hλ is therefore
contained in a maximally isotropic subspace and 0 ≤ rλ ≤ dh

2 . Hence we find that

ψ(r) ≥
∑
λ|ℓ f(λ)rλ∑

λ|ℓ f(λ)rλ(2dh− rλ)

and a study of the extremal values1 of the function

f(r) =

∑
λ|ℓ f(λ)rλ∑

λ|ℓ f(λ)rλ(2dh− rλ)

for rλ ∈ [0, dh/2] yields that the maximum is attained for rλ = dh/2 for all λ|ℓ. Since the
case rλ = dh/2 is attained when Hλ is a maximally isotropic subspace of biggest possible
dimension, the equality codimG(Hλ) = rλ(2dh − rλ) holds and f and ψ have the same
maximum. In particular we have

max
rλ∈[0,dh/2]

ψ(r) =
2

3dh
.

Secondly, if δ = 1, Hλ is not contained in a maximally isotropic subspace and we
study the extremal values of the function

g(r) =

∑
λ|ℓ f(λ)rλ

1 +
∑
λ|ℓ f(λ)rλ(2dh− rλ)

for rλ ∈ [0, dh]. Again the function attains its maximum in the boundary case that
rλ = dh for all λ|ℓ. This means essentially, that Hλ is anisotropic and hence the equality
codimG(Hλ) = rλ(2dh− rλ) holds again and we have

max
rλ∈[0,dh]

ψ(r) =
edh

1 + e(dh)2
.

Finally, we compare the two maxima obtained above to find the unconditional max-
imum of ψ for rλ ∈ [0, dh]:

max
rλ

ψ(r) =

{
2

3dh
,

edh

1 + e(dh)2

}
=

edh

1 + e(dh)2
.

1For details on the study of extremal values we refer the reader to Section 5.
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Therefore Eq. (4.1) gives

γ(A) =
ed2h

1 + e(dh)2
=

2g

1 + ResE/Q SUdh
=

2dimA

dimMT(A)
.

Now assume that H ⊂ A[ℓ∞]. Using Lemma 3.4 again we have

[K(H) : K] = [K(H) : K(µℓm)][K(µℓm) : K] = (Hg(A)(Zℓ) : G(H)) · δ(H),

together with Proposition 3.10 and the decomposition H =
∏
λ|ℓHλ ⊕ · · · ⊕Hλ we have

(Hg(A)(Zℓ) : G(H)) =
∏
λ|ℓ

Hg(A))(Oλ) : G(Hλ).

Therefore we can resort to determine (Hg(A)(Oλ) : G(Hλ)) for every λ|ℓ. By Lemma 2.17
we know that for every ℓ (up to some constants)

(Hg(A)(Oλ) : G(Hλ))≫≪A ℓ
f(λ)

∑tλ
i=1 di(mλ,tλ−(i−1)−mλ,tλ−(i−1)+1).

Consequently we obtain

(Hg(A)(Zℓ) : G(H))≫≪A ℓ
∑

λ|ℓ f(λ)
∑tλ

i=1 di(mλ,tλ−(i−1)−mλ,tλ−(i−1)+1),

where we conventionally let mλ,tλ+1 = 0. For the degree of the extension in question we
therefore have

[K(H) : K]≫≪ ℓ
∑

λ|ℓ f(λ)
∑tλ

i=1 di(mλ,tλ−(i−1)−mλ,tλ−(i−1)+1) · δ(H).

To estimate δ(H) we introduce two integers in the following way:

1. Let mH ≥ 1 be the maximal integer, such that elements P,Q ∈ H of order ℓmH

exist and additionally eℓ(ℓmH−1P, ℓmH−1Q) ∈ µℓ. If no such elements exist, we let
mH = 0.

2. Let hH ∈ [1, tλ] be minimal such that mhH ≤ mH . If mH = 0, we let hH = tλ + 1,
where m is given as in Proposition 3.10.

Since V̂tλ ⊂ · · · ⊂ V̂1 we have GV̂1
⊂ · · · ⊂ GV̂tλ

. To each stabilizer we associate δλ,i,

which is either 0 or 1 depending whether V̂i is contained in a maximally isotropic subspace
or not. Obviously, if δλ,i = 1 for some i, we necessarily have δj,λ = 1 for all 1 ≤ j ≤ i.
By construction we have δ(H)≫ ℓm

hH and hence

δλ,1 = · · · = δλ,tλ+1−hH
= 1; δλ,tλ+1−(hH−1) = · · · = δλ,tλ = 0.

In particular we have

mhH =

tλ∑
i=1

δλ,i(mλ,tλ−(i−1) −mλ,tλ−(i−1)+1)

and with Lemma 3.4 up to a finite index

[K(H) : K]≫ ℓm
hH+

∑
λ|ℓ f(λ)

∑tλ
i=1 di(mλ,tλ−(i−1)−mλ,tλ−(i−1)+1) (4.2)

= ℓ
∑

λ|ℓ f(λ)
∑tλ

i=1 (di+δλ,i)(mλ,tλ−(i−1)−mλ,tλ−(i−1)+1).
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As before, we want to employ a combinatoric argument, using the equivalence (3.1):

|H| ≪ [K(H) : K]γ(A) ⇔ γ(A)≫ max
mλ,i

{ ∑
λ|ℓ
∑tλ
i=1f(λ)dαλ,imλ,i∑

λ|ℓ f(λ)
∑tλ
i=1 (di + δλ,i)(mλ,tλ−(i−1) −mλ,tλ−(i−1)+1)

}
.

Reformulating the denominator in terms of mλ,i yields

γ(A)≫ max
mλ,i

{ ∑
λ|ℓ
∑tλ
i=1f(λ)dαλ,imλ,i∑

λ|ℓ f(λ)
∑tλ
i=1mλ,i(dtλ+1−i + δλ,tλ+1−i − dtλ+2−i − δλ,tλ+2−i)

}
.

Let M denote the maximum given above, then following [32, Lemme 2.8] we have

M = max
1≤k≤tλ

{ ∑
λ|ℓ
∑tk
i=1 f(λ)dαλ,i∑

λ|ℓ
∑k
i=1 f(λ)(dtλ+1−i + δλ,tλ+1−i − dtλ+2−i − δλ,tλ+2−i)

}
,

with the convention dtλ+1 = 0 = δλ,tλ+1. Evaluating the telescope sum in the denomina-
tor and noting that rtλ+1−k =

∑k
i=1 αλ,i, we find that

M = max
1≤k≤tλ

{ ∑
λ|ℓ f(λ)drtλ+1−i∑

λ|ℓ f(λ)(dtλ+1−k + δλ,tλ+1−k)

}
.

We can assume without loss of generality, that δ(H) = δ(Hλ′) for some fixed place λ′
over ℓ. Necessarily for all λ ̸= λ′ with λ|ℓ we have δtλ+1−k = 0 for 1 ≤ k ≤ tλ. Remember
that δλ′,tλ′+1−k is either 0 or 1 depending, whether k < hH or k ≥ hH . Hence

M = max

{
max

1≤k<hH

∑
λ|ℓ f(λ)drtλ+1−i∑
λ|ℓ f(λ)dtλ+1−k

, max
hH≤k≤tλ

∑
λ|ℓ f(λ)drtλ+1−i

1 +
∑
λ|ℓ f(λ)dtλ+1−k

}
.

By Proposition 3.8 we have dtλ+1−k ≥ rtλ+1−k(2dh− rtλ+1−k) and write

f1(rtλ+1−k) =

∑
λ|ℓ f(λ)drtλ+1−i∑

λ|ℓ f(λ)rtλ+1−k(2dh− rtλ+1−k)

as well as

f2(rtλ+1−k) =

∑
λ|ℓ f(λ)drtλ+1−i

1 +
∑
λ|ℓ f(λ)rtλ+1−k(2dh− rtλ+1−k)

.

With essentially the same analysis of extremal values for f1, f2 as we did in the previous
case we find that

M = max

{
2d

3dh
,

ed2h

1 + e(dh)2

}
=

ed2h

1 + e(dh)2
.

4.2 Products of abelian varieties with a factor of type IV
Recall that an abelian variety A can be written as the product of simple abelian varieties
up to isogeny. Together with the treatment of simple abelian varieties of type I and II
(compare [33]) or type III (compare [17]) previous work has also established the invariant
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γ(A) for abelian varieties that are isogenous to a product of simple factors of type I and II
or type III. Specifically, let A1, ..., Ak be simple abelian varieties, pair-wise non-isogenous,
all fully of Lefschetz type and of type I, II or III . Assume that A is isogenous to the
product (

k∏
i=1

Ani
i

)
with positive integers n1, ..., nk. Denote for all 1 ≤ i ≤ k the dimension gi = dimAi, the
relative dimension hi = dimrelAi, Ei the center of End◦(Ai) with its degree ei = [Ei : Q]
and the degree

di = [End◦(Ai) : Ei] =

{
1 Ai is of type I,
2 Ai is of type II or III.

Then [17, Theorem 1.7] establishes

γ(A) = max
I⊂{1,...,k}

2
∑
i∈I dimAi

1 + dimHg
(∏

i∈I Ai
) = max

I⊂{1,...,k}

2
∑
i∈I nidieihi

1 + ei(2h2i + ηihi)
,

where
ηi =

{
+1 Ai is of type I or II,
−1 Ai is of type III,

In principle we should be able to extend this theorem for an abelian variety that is
isogenous to a product of simple factors of type I, II, III or IV that are fully of Lefschetz
type. However, we shall note the behaviour of the (ℓ-adic) Hodge group in that case, as
it is a major ingredient of γ(A). Let Ai for 1 ≤ i ≤ k be as above and A′

j (for 1 ≤ j ≤ k′)
be simple abelian varieties of type IV that are pairwise non-isogenous. Then due to a
result of Lombardo [40, Theorem 4.7] we have

Hg

 k∏
i=1

Ai ×
k′∏
j=1

A′
j


Qℓ

=

k∏
i=1

Hg(Ai)Qℓ
×Hg

 k′∏
j=1

A′
j


Qℓ

.

Furthermore for any positive integers n1, ..., nk,m1, ...,mk′ we have [40, Proposition 2.8]

Hg(An1
1 × · · · ×A′nk

k ×A′m1

1 × · · · ×Amk′
k′ )Qℓ

= Hg(A1 × · · · ×Ak ×A′
1 × · · · ×A′

k′)Qℓ
.

Hence we can not expect a result for any abelian variety with any amount of simple
factors of type IV. However, if we restrict ourselves to abelian varieties with exactly one
simple factor of type IV, an extension of [17, Theorem 1.7] seems feasible.

Let therefore Ai for 1 ≤ i ≤ k be as above and additionally let Ak+1 be a simple
abelian variety of type IV and fully of Lefschetz type. Denote g = dimAk+1 and h =
dimrelA. Let E be the center of End◦(Ak+1) with its degree e and d = [End◦(Ak+1) : E].
Assume A is isogenous to the product(

k∏
i=1

Ani
i

)
×Ak+1,

then we should be able to establish

γ(A) = max
I⊂{1,...,k+1}

{
ηk+1ed

2h+ 2
∑
i∈J nidieihi

1 + ηk+1e(dh)2 +
∑
i∈J 2eih

2
i + ηieihi

}
, (4.3)
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where J = I \ {k + 1} and

ηk+1 =

{
1 k + 1 ∈ I,
0 k + 1 ̸∈ I. ,

following essentially the same strategy as in Section 4.1. Precisely we work with the
following setup:

Let H ⊂ A[ℓ∞] be a finite subgroup and write

H =

k+1∏
i=1

Hni
i ,

where for all 1 ≤ i ≤ k + 1 we have Hi ⊂ Ai[ℓ
∞]. Remember that in order to determine

γ(A) we need to determine the order of H and the degree [K(H) : K]. We find a natural
number n such that for each 1 ≤ i ≤ k + 1 we have Hi ⊂ Ai[ℓn] and further

Hi =
∏
λ|ℓ

Hλ,i,

where for all 1 ≤ i ≤ k + 1 and all λ|ℓ

Hλ,i =


Hλ,i if Ai is of type I,

Hλ,i ⊕Hλ,i if Ai is of type II or III,
Hλ,i ⊕ · · · ⊕Hλ,i︸ ︷︷ ︸

d-times

if i = k + 1.

Note that respectively we have

Tℓ(Ai) =


∏
λ|ℓ Tλ(Ai) if Ai is of type I,∏

λ|ℓ (Tλ(Ai)⊕ Tλ(Ai)) if Ai is of type II or III,∏
λ|ℓ (Tλ(Ai)⊕ · · · ⊕ Tλ(Ai)︸ ︷︷ ︸

d-times

) if i = k + 1.

Let
Iℓ := {(λ, i) | 1 ≤ i ≤ k + 1 and λ is a place in End◦(Ai) over ℓ},

then we can write
H =

∏
(λ,i)∈Iℓ

Hλ,ini .

As seen before, choosing a suitable basis of Tλ(Ai) for each (λ, i) ∈ Iℓ we have

Hλ,i =

tλ,i∏
j=1

(Z/ℓmjZ)αjf(λ) ≃
tλ,i∏
j=1

(Oλ,i/ℓmjOλ,i)αj ,

where 1 ≤ tλ,i ≤ dihi, f(λ) is the residual degree of λ over ℓ and 1 ≤ mtλ,i
≤ · · · ≤ m1.

Note that both αj and mj depend (λ, i), which we will suppress in the notation for clarity.
With these notions established we have three steps to complete in order to proof

(4.3):

Step 1: Calculate the order of H.
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Step 2: Calculate the degree of the extension K(H)/K.

Step 3: Use combinatorial methods to determine γ(A) with these two values.

We can calculate the order of H with the observation that

rkFλ
Hλ,i =

tλ,i∑
j=1

αj and rkFℓ
Hλ,i = f(λ)

tλ,i∑
j=1

αj

and hence
|Hλ,i| = ℓf(λ)

∑tλ,i
j=1 αjmj .

Since

Hi =
∏
λ|ℓ

di⊕
ν=1

Hλ,i

we have

rkFλ
Hi = di rkFℓ

Hλ,i and therefore |Hi| = ℓdi
∑

λ|ℓ f(λ)
∑tλ,i

j=1 αjmj .

Consequently we obtain

|H| =
k+1∏
i=1

|Hi|ni = ℓ
∑k+1

i=1 nidi
∑

λ|ℓ f(λ)
∑tλ,i

j=1 αjmj .

To write this expression for the order of H with the introduced set Iℓ we denote aij :=
diniαj and hence

|H| = ℓ
∑

(λ,i)∈Iℓ

∑tλ,i
j=1 aijf(λ)mj .

Remember that αj and hence aij depends on (λ, i), which we again suppress in the
notation for simplicity. For the final expression of γ(A) we take the ℓ-log of the order of
H:

logℓ |H| =
∑

(λ,i)∈Iℓ

tλ,i∑
j=1

aijf(λ)mj .

In order to calculate the degree [K(H) : K] we remember the property µ to obtain a
natural number m, such that K(H) ∩K(µℓ∞) = K(µℓm) and write

[K(H) : K] = [K(H) : K(µℓm)] · [K(µℓm) : K] = (Hg(A)(Zℓ) : G(H)) · δ(H)

as before. By [40] we know that

Hg(A) =

k+1∏
i=1

Hg(Ai)

and hence obtain

(Hg(A)(Zℓ) : G(H)) =

k+1∏
i=1

(Hg(Ai)(Zℓ) : G(Hi)) =

k+1∏
i=1

∏
λ|ℓ

(Hg(Ai)(Oλ,i) : G(Hλ,i))

=
∏

(λ,i)∈Iℓ

(Hg(Ai)(Oλ,i) : G(Hλ,i)).

73



Applying Lemma 2.17 for each λ|ℓ to each Hλ,i will yield the desired result. In order to
achieve that, let Wi,j denote the subspace of Tλ(Ai) with

Wi,j ↠ (Z/ℓmjZ)f(λ)αj

for each (λ, i) ∈ Iℓ and each 1 ≤ j ≤ tλ,i. Note that dimWi,j = f(λ)αj and we have a
decomposition

Tλ(Ai) =

 tλ,i⊕
j=1

Wi,j

⊕W ′.

Let further

Vi,j :=

tλ,i−(j−1)∏
ν=1

(Z/ℓmνZ)f(λ)αν ≃
tλ,i−(j−1)∏

ν=1

(Oλ,i/ℓmνOλ,i)αν

be subgroups such that Vi,tλ,i
⊂ · · · ⊂ Vi,1. Denote V̂i,j the corresponding submodule of

Tλ(Ai) and define

ri,j = rkOλ,i
V̂i,j =

tλ,i−(j−1)∑
ν=1

αν .

As before let GV̂i,j
be the stabilizer of Vi,j , then we can write

G(Hλ,i) = {M ∈ G(Oλ,i) |M ∈ GV̂i,j
mod ℓ

mtλ,i−(j−1) , 1 ≤ j ≤ tλ,i}.

For all (λ, i) ∈ Iℓ and 1 ≤ j ≤ tλ,i let di,j denote the codimension of GV̂i,j
. The analogue

to Theorem 2.12 for the type I, II and III is

Theorem 4.2. Let A be a simple abelian variety of type I or II (resp. type III) and
dimension g. We consider the symplectic space (resp. hermitian space) (Vℓ, ϕ

◦
ℓ∞) with

the antisymmetric (resp. symmetric) bilinear form ϕ◦ℓ∞ : Vℓ × Vℓ → Eℓ. Let W be a Qℓ-
subspace of Vℓ(A) of codimension d and consider the stabilizer

GW = {g ∈ G(Vℓ(A)) | g|W = idW } ⊂ GL2g(Qℓ)

where G(Vℓ(A)) = Sp(Vℓ(A) (resp. G(Vℓ(A)) = O(Vℓ(A))). Then

dimGW =
d(d+ ϵ)

2
,

where

ϵ =

{
1 type I or II,
−1 type III.

This follows essentially from [17, Thm 2.1]. We therefore distinguish three cases:

1. If Ai is of type I or II, we have

di,j =
2hi(hi + 1)

2
− dimGV̂i,j

=
ri,j(4hi + 1− ri,j)

2
,

74



2. If Ai is of type III, we have

di,j =
2hi(hi − 1)

2
− dimGV̂i,j

=
ri,j(4hi − 1− ri,j)

2
,

3. if i = k + 1, we have

dk+1,j = (dh)2 − dimGV̂k+1,j
≥ rk+1,j(2dh− rk+1,j).

With these values established we can use Lemma 2.17 to obtain

(Hg(Ai)(Oλ,i) : G(Hλ,i))≫≪ ℓ
f(λ)

∑tλ,i
j=1 di,j(mtλ,i−(j−1)−mtλ,i−(j−1)+1)

up to a multiplicative constant. Consequently

(Hg(A)(Zℓ) : G(H))≫≪ ℓ
∑

(λ,i)∈Iℓ
f(λ)

∑tλ,i
j=1 di,j(mtλ,i−(j−1)−mtλ,i−(j−1)+1)

and hence

logℓ(Hg(A)(Zℓ) : G(H)) =
∑

(λ,i)∈Iℓ

f(λ)

tλ,i∑
j=1

di,j(mtλ,i−(j−1) −mtλ,i−(j−1)+1) +O(1).

Finally, we need to estimate δ(H). As before, we choose one of the Hλ,i that shares the
same value for δ as H. Fix a (λ1, 1) ∈ Iℓ, such that after possibly reordering the factors
Ai we have H1 ⊂ A1[ℓ

∞] with a decomposition

H1 =
∏
λ|ℓ

d1⊕
µ=1

Hλ,1,

a fixed place λ1 in End◦(A1) over ℓ with Hλ1,1 ⊂ A1[λ
∞
1 ] and the property δ(Hλ1,1) =

δ(H). We introduce two integers:

1. Let mλ1,1 be the maximal integer, such that elements P,Q ∈ Hλ1,1 of order ℓmλ1,1

exist and additionally eλn(P,Q) is of order ℓmλ1,1 . If no such elements exist, we let
mλ1,1 = 0.

2. Let hHλ1,1
∈ [1, tλ1,1] be minimal such that mhHλ1,1

≤ mλ1,1. If mλ1,1 = 0, we let
hHλ1,1

= tλ1,1 + 1.

Then
ℓ
mhHλ1,1 ≪ δ(Hλ1,1) = δ(H).

Now define for all 1 ≤ j ≤ tλ1,1 the integer δ1,j such that

δ1,tλ1,1
= · · · = δ1,tλ1,1−(hHλ1,1

−1)+1 = 0 and δ1,tλ1,1−hHλ1,1
+1 = · · · = δ1,1 = 1.

With the convention mtλ1,1+1 = 0 we can now write

mhHλ1,1
=

tλ1,1∑
j=1

δ1,j(mtλ1,1−(j−1) −mtλ1,1
− (j − 1) + 1).

75



Let mλ,i be such that K(Hλ,i) ∩ K(µℓ∞) = K(µℓmλ,i ) for all (λ, i) ∈ Iℓ in accordance
with property µ, then by construction mhHλ1,1

≤ mλ1,1 = max(λ,i)mλ,i. Hence

K(µℓmλ,i ) ⊂ K(µ
ℓ
mhHλ1,1

)

for all (λ, i) ∈ Iℓ and we can assume that for all (λ, i) ̸= (λ1, 1) that δi,j = 0 for all
1 ≤ j ≤ tλ,i. Therefore

mhHλ1,1
=

∑
(λ,i)∈Iℓ

tλ,i∑
j=1

δi,j(mtλ,i−(j−1) −mtλ,i−(j−1)+1)

and consequently

ℓ
∑

(λ,i)∈Iℓ

∑tλ,i
j=1 δi,j(mtλ,i−(j−1)−mtλ,i−(j−1)+1) ≪ δ(H).

Combining the results above we find that

[K(H) : K]≫ ℓ
∑

(λ,i)∈Iℓ

∑tλ,i
j=1 (f(λ)di,j+δi,j)(mtλ,i−(j−1)−mtλ,i−(j−1)+1)

and hence

logℓ[K(H) : H] ≥
∑

(λ,i)∈Iℓ

tλ,i∑
j=1

(f(λ)di,j + δi,j)(mtλ,i−(j−1) −mtλ,i−(j−1)+1) +O(1).

We introduce the notation

bi,j := f(λ)(di,tλ,i−(j−1) − di,tλ,i−(j−1)+1) + δi,tλ,i−(j−1) − δi,tλ,1−(j−1)+1

and after a change of indices write

logℓ[K(H) : K] ≥
∑

(λ,i)∈Iℓ

tλ,i∑
j=1

mjbi,j +O(1).

Remember the equivalence

|H| ≪ [K(H) : K]γ(A) ⇔ logℓ |H|
logℓ[K(H) : K]

≤ γ(A).

Combining the arguments above therefore yields

|H| ≪ [K(H) : K]γ(A) ⇔ max
m1>···>mtλ,i


∑

(λ,i)∈Iℓ
∑tλ,if(λ)ai,jmj

j=1∑
(λ,i)∈Iℓ

∑tλ,i

j=1 bi,jmj

 ≤ γ(A).
This completes steps 1 and 2. The remaining step, being essentially an effort in calcula-
tion, has not been established yet.
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4.3 Order of the extension generated by a torsion point

As a consequence of the methods used to prove Theorem 4.1 we can conclude a lower
bound for the degree of the extension that is generated by a torsion point. Despite being
interesting in its own right, there are various applications to Diophantine geometry.

Corollary 4.3. Under the assumptions above, there exist c := C(A,K) > 0 such that,
for every torsion point P ∈ A(K̄) of order m we have:

[K(P ) : K] ≥ cω(m)mdh,

where ω(m) is the number of prime divisors of m.

Proof. Let P be a torsion point of order m. Denote HP the End(A)-module generated by
P , then K(P ) = K(HP ). We follow the argument of [33, Paragraph 9]. Let m =

∏r
i=1 ℓ

ni
i

be the decomposition of m into prime factors. Since we assume K to be a field over which
all ℓ-adic representations are independant (compare the explanation in Section 3.1), up
to multiplicative constant we obtain

[K(P : K)] = [K(P1, ..., Pr)]≫
r∏
i=1

[K(Pi) : K],

uniformly in m and P , where each point Pi is a torsion point of order ℓni
i . Furthermore,

up to multiplicative constant, we have uniformly in ℓi and Pi that

[K(Pi) : K]≫ ℓdhni
i ,

since P generates a module of codimension dh. Now let ω(m) denote the number of prime
factors of m, then there exists a constant c = C(A,K) such that

[K(P ) : K] = [K(P1, ..., Pr) : K]≫
r∏
i=1

cℓdhni
i ≥ cω(m)mdh.

5. Computation of the maximum in 4.1

In this part we present the details for the calculation of the extremal values of the function

f(r) =

∑
λ|ℓ f(λ)rλ∑

λ|ℓ f(λ)rλ(2dh− rλ)
,

where r = (rλ)λ|ℓ and rλ ∈ [0, dh/2] for all λ|ℓ. Recall that ℓ is assumed to be unramified,
hence

∑
λ|ℓ f(λ) = e is the degree of the extension E/Q. In fact, we will show that it is

sufficient to study the extremal values of the function

h(x) =

∑e
i=1 xi∑e

i=1 xi(2dh− xi)
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on the cube [0, dh/2]e. Let λ1, ..., λs be the (finitely many) places over ℓ, then we claim
that

max
[0,dh/2]s

f(r) = max
[0,dh/2]s

∑λs

λ=λ1
f(λ)rλ∑λs

λ=λ1
f(λ)rλ(2dh− rλ)

= max
[0,dh/2]e

∑e
λ=1 xi∑e

λ=1 xi(2dh− xi)
= max

[0,dh/2]e
h(x).

Note that f(λi) is a positive integer for all 1 ≤ i ≤ s and recall that f(λ1)+· · ·+f(λs) = e.
We can therefore write

f(r) =

f(λ1)-times︷ ︸︸ ︷
rλ1 + · · ·+ rλ1 + · · ·+

f(λs)-times︷ ︸︸ ︷
rλs + · · ·+ rλs

rλ1
(2dh− rλ1

) + · · ·+ rλ1
(2dh− rλ1

)︸ ︷︷ ︸
f(λ1)-times

+ · · ·+ rλs
(2dh− rλs

) + · · ·+ rλs
(2dh− rλs

)︸ ︷︷ ︸
f(λs)-times

Numerator and denominator are sums with e terms, hence if a point (x1, ..., xe) ∈
[0, dh/2]e obeys the properties

xσ(1) = · · · = xσ(f(λ1))

xσ(f(λ1)+1) = · · · = xσ(f(λ1)+f(λ2))

...
xσ(f(λ1)+···+f(λs−1)+1) = · · · = xσ(f(λ1)+···+f(λs))

for some permutation σ ∈ Se in the symmetric group over e elements, we have

h(x1, ..., xe) = f((xσ(f(λ1)), xσ(f(λ1)+f(λ2)), ..., xσ(f(λ1)+···+f(λs)))).

Write Λ ⊂ [0, dh/2]e for the subset of all points that obey this property, then the image
in R of f on [0, dh/2]s and the image in R of h|Λ on Λ are equal and so are their maxima.
This immediately yields

max
[0,dh/2]s

f(r) ≤ max
[0,dh/2]e

h(x).

It is therefore sufficient to show that the point at which h maximizes is in Λ. Let I ⊆
{1, ..., e}. We consider the function

h : R|I| ⊃ [0, dh/2]|I| → R, (xi)i∈I 7→
∑
I xi∑

I xi(2dh− xi)
.

defined on the compact set [0, dh/2]|I| and let x∗ denote its maximum. Assume x∗ ∈
(0, dh/2)|I|, i.e. h attains its maximum on the interior of its domain, then x∗ is a critical
point of h. Hence ∇h(x∗) = 0, that is

∂jh(x
∗) =

∂h

∂xj
(x∗) = 0

for all j ∈ I. We have

∂jh(x) =

∑
i∈I xi(2dh− xi)− (2dh− 2xj)

∑
i∈I xi(∑

i∈I xi(2dh− xi)
)2 ,
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therefore

0 = ∂jh(x)⇔ 0 =
∑
i∈I

(2dhxi − x2i − 2dhxi + 2xixj) =
∑
i∈I

(2xixj − x2i )

⇔ x2j + 2
∑
i̸=j

xixj −
∑
i ̸=j

x2i = 0

⇔ xj = ±

√√√√√∑
i̸=j

xi

2

+
∑
i ̸=j

x2i −
∑
i ̸=j

xi (∗)

Since the sums could be empty if there are less than two elements in I, we distinguish
two cases:

Case 1: |I| = 1.
In this case

h(x) =
x

x(2dh− x)
and h′(x) =

1

(2dh− x)2
̸= 0.

So obviously there are no critical points and hence the maximum has to be attained on
the boundary. We have

h(0) =
1

2dh
<

2

3dh
= h(dh/2).

Case 2: |I| > 1.
Let k ∈ I be such that x∗k ≥ x∗i for all i ∈ I. Then

x∗k = ±

√√√√√∑
i ̸=k

x∗i

2

+
∑
i̸=k

(x∗i )
2 −

∑
i ̸=k

x∗i

⇔
∑
i∈I

x∗i = ±

√√√√√∑
i ̸=k

x∗i

2

+
∑
i ̸=k

(x∗i )
2

⇒

(∑
i∈I

x∗i

)2

=

∑
i ̸=k

x∗i

2

+
∑
i ̸=k

(x∗i )
2

⇔
∑
i∈I

(x∗i )
2 +

∑
i ̸=k

x∗i x
∗
j = 2

∑
i ̸=k

(x∗i )
2 +

∑
i ̸=j
i,j ̸=k

x∗i x
∗
j

⇔ (x∗k)
2 =

∑
i ̸=k

((x∗i )
2 − x∗i x∗k).

By our choice of k we know that (x∗i )
2 − x∗i x∗k ≤ 0 for all i ∈ I. Hence we reached an

obvious contradiction and h has no critical points. Therefore h attains its maximum on
the boundary of its domain, i.e. x∗j = 0 or x∗j = dh/2 for at least one j ∈ I. Fix the
corresponding entry j ∈ I.

If x∗j = 0, then

h(x∗) =

∑
i ̸=j x

∗
j∑

i ̸=j x
∗
j (2dh− x∗j )
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and we can conclude by induction, replacing I with I \ {j}.
If x∗ = dh/2, then

h(x∗) =
dh
2 +

∑
i ̸=j x

∗
i

3
4 (dh)

2 +
∑
i ̸=j x

∗
i (2dh− x∗i )

and for all k ̸= j

∂kh(x
∗) =

3
4 (dh)

2 +
∑
i ̸=j x

∗
i (2dh− x∗i )− (2dh− 2x∗k)

(
dh
2 +

∑
i ̸=j x

∗
i

)
(

3
4 (dh)

2 +
∑
i̸=j x

∗
i (2dh− x∗i )

)2 .

Repeating a similar argument, we show that h considered as a function on [0, dh/2]|I\{j}|

has no critical points in the interior. Consider

0 = ∂kh(x)⇔ −
3

4
(dh)2 =

∑
i ̸=j

(2xkxi − x2i )− (dh)2 + dhxk

⇔ 0 = x2k +

dh+ 2
∑
i ̸=k,j

xi

xk −

∑
i̸=k,j

x2i +
(dh)2

4



⇔ xk = ±

√√√√√∑
i̸=k,j

xi +
dh

2

2

+
∑
i ̸=k,j

x2i +
(dh)2

4
−
∑
i ̸=k,j

xi −
dh

2

and let m ∈ I \ {j} be such that x∗m ≥ xi for all i ∈ I \ {j}. Then∑
i ̸=j

x∗i +
dh

2

2

=

 ∑
i ̸=j,m

x∗i +
dh

2

2

+
∑
i ̸=j,m

(x∗i )
2 +

(dh)2

4

⇔

∑
i ̸=j

x∗i

2

+ dh
∑
i ̸=j

x∗i =

∑
i̸=j

x∗i

2

+ dh
∑
i̸=j,m

x∗i +
∑
i̸=j,m

(x∗i )
2 +

(dh)2

4

⇔
∑
i ̸=j

(x∗i )
2 +

∑
i ̸=k
i,k ̸=j

x∗i xk + dhx∗m =
∑
i̸=j,m

(x∗i )
2 +

∑
i ̸=k

i,k ̸=j,m

x∗i x
∗
k +

∑
i ̸=j,m

(x∗i )
2 +

(dh)2

4

⇔ (x∗m)2 + dhx∗m =
∑
i̸=j,m

(
(x∗i )

2 − x∗i x∗m
)
+

(dh)2

4

⇔
(
x∗m −

dh

2

)2

=
∑
i ̸=j,m

(
(x∗i )

2 − x∗i x∗m
)

which yields the same contradiction. We inductively conclude that for each j ∈ I we have
x∗j = 0 or x∗j = dh/2. Let J ⊂ I be such that x∗j = 0 for all j ∈ J and x∗j = dh/2 else.
Then

h(x∗) =

∑
I\J

dh
2∑

I\J
dh
2 (2dh− dh/2)

=
|I \ J |

|I \ J |3/2dh
=

2

3dh
.
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A similar calculation with essentially the same arguments for

g(r) =

∑
λ|ℓ f(λ)rλ

1 +
∑
λ|ℓ f(λ)rλ(2dh− rλ)

yields that a maximum is achieved at x∗ = (dh, ..., dh) with

g(x∗) =
edh

1 + e(dh)2
.

6. small primes

In this section we discuss the cases of finite subgroups H ⊂ A[ℓ∞] where ℓ ∈ S (compare
Definition 1.9). We use a strategy similar to [33, Section 8]. Recall that every prime in
S satisfies at least one of the following conditions:

1. ℓ is ramified in OL, ℓ ∤ deg ϕ and D decomposes over Eλ for all λ|ℓ;

2. ℓ | deg ϕ and D decomposes over Eλ for all λ|ℓ;

3. D does not decompose (and consequently ℓ is ramified in OE).

Case (1): ℓ ramified Note that if ℓ is ramified in OL we have ℓOE =
∏
λ|ℓ λ

e(λ). We
shall assume e(λ) > 1 for all λ|ℓ and define the pairing

ϕ∗ℓ∞ : Tℓ(A)× Tℓ(A)→ O∗
Eℓ
(1)

and note that OEℓ
⊂ O∗

Eℓ
.

Consider first that the image of ϕ∗ℓ∞ is in OEℓ
. Then we obtain the following pairing

ϕλn : (Tλ/λ
nTλ)× (Tλ/λ

nTλ)→ Oλ/λ(1)

by reduction modulo λn (for each n ≥ 1). Since ℓOλ = λe(λ) we have the decomposition

A[ℓn] = Tℓ(A)/ℓ
nTℓ(A) =

∏
λ|ℓ

(Tλ/λ
e(λ)nTλ)

d.

Since rkZℓ
(Oλ) = f(λ)e(λ) we have

(Oλ/ℓnOλ) ∼= (Z/ℓnZ)f(λ)e(λ).

We can therefore employ the same methods as in Section 3 with the following modifica-
tions:

For a finite subgroup H ⊂ A[ℓn] we have a decomposition
∏
λ|ℓH

d
λ, where Hλ ⊂

Tλ[λ
e(λ)n]. For the property µ we use

m1(Hλ) = max{k ∈ N | ∃n ≥ 0,∃P,Q ∈ Hλ of order λe(λ)n, ϕλe(λ)n(P,Q) is of order λe(λ)k}.

Furthermore we replace f(λ) by f(λ)e(λ) and use the pairing

ϕλe(λ)n : Tλ[λ
e(λ)n]× Tλ[λe(λ)n]→ Oλ/λe(λ)n(1) = Oλ/ℓnOλ(1).
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for the calculations.
Next assume the image of ϕ∗ℓ∞ is in O∗

Eℓ
. Denote Eλ as the completion of E at a

place λ, then O∗
λ is a fractional ideal in Eλ. Hence there is an integer mλ and a unit πλ

such that
O∗
λ = π−mλ

λ Oλ.

Let
m0 = gcd{mλ | λ|ℓ, ℓ ramified in OL},

then ℓm0O∗
Eℓ
⊂ OEℓ

. It follows that

O∗
Eℓ

=
∏
λ|ℓ

O∗
λ =

∏
λ|ℓ

π−mλ

λ Oλ ⊂ ℓ−m0

∏
λ|ℓ

Oλ = ℓ−m0OEℓ
.

Replacing Tℓ(A) with T ′
ℓ = ℓm0Tℓ(A) and a finite subgroupH ⊂ A[ℓn] withH ′ = ℓm0H ⊂

T ′
ℓ/ℓ

nT ′
ℓ , we can employ the methods from Section 3 to obtain

|H ′| ≪ [K(H ′) : K]γ(A) ≤ [K(H) : K]γ

and
|H| ≤ |H ′|+ |A[ℓm0 ]|.

Since S is a finite set |A[ℓm0 ]| is necessarily bounded and we obtain

|H| ≪ [K(H) : K]γ(A)

for all H ⊂ A[ℓ∞].

Case (2): ℓ|deg(ϕ) Let
m0 := max

k∈N
{ℓk|deg(ϕ)}.

Since ℓ|deg(ϕ) the associated pairing is not going to be non-degenerate modulo ℓn for
all n ≥ 1. Hence we make the modifications

T ′
ℓ := ℓm0Tℓ(A)

and
H ′ := ℓm0H ⊂ T ′

ℓ/ℓ
nT ′

ℓ

for all n ≥ 1 in order to obtain a non-degenerate pairing. Define the pairing as follows:

T ′
ℓ × T ′

ℓ → Zℓ(1), (x, y) 7→ ϕℓ∞(x, ϕ(y)).

We employ the methods of Section 3 again to obtain

|H ′| ≪ [K(H ′) : K]γ(A) ≤ [K(H) : K]γ(A)

and
|H| ≤ |H ′|+ |A[ℓm0 ]|

uniformly in H. With the same arguments as for Case (1) above we conclude

|H| ≪ [K(H) : K]γ(A)

for all H ⊂ A[ℓ∞].
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Case (3): D does not decompose If ℓ is ramified in OE and the division algebra D
does not decompose we can find a finite extension L/E such that

D ⊗E L ∼= Matd(L)

and for any ℓ in consideration

Dℓ ⊗Eℓ
Lℓ =

∏
λ|ℓ

Matd(Lλ),

where Lλ = Eλ ⊗E L (compare [2, Lemma 2.1]). Denote

Tℓ,L(A) := Tℓ(A)⊗OEℓ
OLℓ

,

then we have a decomposition
Tℓ,L =

∏
λ|ℓ

Tλ,L

with
Tλ,L = Tλ,L ⊕ · · · ⊕ Tλ,L︸ ︷︷ ︸

d-times

.

For H ⊂ A[ℓn] with
H =

∏
λ|ℓ

Hλ

where Hλ ⊂ Tλ,L/ℓnTλ,L we get a decomposition

Hλ =
⊕

σ∈Gal(L/E)

Hσ
λ

with Hλ ⊂ Tλ,L/ℓnTλ,L. Since we don’t have d copies of Hλ as before we instead calculate
the order of Hλ and the degree [K(Hλ) : K] to obtain the invariant γ(A) in a similar
fashion as before.
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