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Abstract

Novel material systems with correlated and tunable properties promise to push the bound-
aries of current information processing and energy management technologies. Their in-
vestigation requires simultaneous access to multiple degrees of freedom at the funda-
mental timescales of electronic and lattice dynamics. High-harmonic generation (HHG)
in gases offers such capabilities via absorption spectroscopy while solid-state HHG can
probe the material properties via the nonlinear generation process. Although promising
intriguing insights, studies of correlated solid systems with HHG remain challenging. The
typically high noise floor of gas-phase HHG prohibits experiments of subtle dynamics in
solids. Moreover, in the field of solid-state HHG, the access to fundamental observ-
ables such as chirality requires further development. In this cumulative thesis, we address
both challenges by realizing and applying high-sensitivity absorption spectroscopy with
gas-phase HHG as well as introducing circularly polarized HHG in solids with threefold
driving fields.

In the first publication we extend solid-state HHG to chiral symmetry probing. By
employing threefold driving fields, we achieve a material-independent generation of cir-
cularly polarized harmonics. This enables the investigation of surface magnetism in MgO
and crystalline chirality in quartz. Additionally, by rotating the optical field, we gain ac-
cess to the solid’s space group, enabling the probing of prominent symmetry-breaking
effects like phase transitions.

In the second publication we introduce an advanced referencing method for noise re-
duction in transient absorption experiments with a gas-phase HHG source. In comparison
to other machine learning approaches, an artificial neural network best captures the non-
polynomial noise of the HHG source and increases the sensitivity to absorption changes
by one order of magnitude. With its general applicability for broadband sources, the
presented approach is highly transferable to other beamlines including attosecond HHG,
plasma sources, and free-electron lasers.

In the final study presented as part of this thesis, we apply the novel referencing tech-
nique to study absorption spectra in the correlated material system 1T-TiSe2 with high-
sensitivity. Combined with ab-initio calculations the spectra allow deducing various elec-
tronic and structural components with high precision. Laser excitation of the charge-
density-wave phase in this material triggers two coherent phonon modes. By analyzing
the spectral response of the atomic vibrations, the amplitude mode is distinguished from
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an optical phonon mode and linked to electronic screening.
In their entirety, these results pave the way for future time-resolved studies of novel ma-

terial systems. The presented circularly polarized HHG in solids holds potential applica-
tions in ultrafast magnetism or valleytronics. Moreover, the highly transferable referenc-
ing scheme enables investigations of weak absorption changes associated with correlated
electronic, lattice, and spin degrees of freedom.
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Chapter 1

Introduction

Emergent functional properties present a new era in the field of solid-state research and
open a rich playground for technologically relevant applications [1, 2]. The so-called
quantum materials possess strong correlations or unique topological properties, which
lead to a wealth of phenomena such as superconductivity [3, 4, 5], ultrafast metal-to-
insulator transitions [6, 7], and charge density waves [8]. This scientific area was signifi-
cantly expanded by the discovery of atomically thin graphene [9] which started the search
for two-dimensional materials that show unconventional traits [10, 11, 12, 13]. In this
ongoing research of the last two decades, materials with correlated properties have been
extensively studied. Due to the strong link between electronic, spin, and structural de-
grees of freedom in such sample systems, utilization of probes with simultaneous access
to multiple observables and the combined use of multiple tools rapidly expanded.

Particularly promising are time-resolved experiments that study the underlying mi-
croscopic mechanisms at their fundamental timescales in the picosecond to attosecond
regime. Ultrafast versions of electron diffraction and microscopy [14, 15, 16], X-ray scat-
tering [17, 18], photoemission [19, 20, 21, 22], and spectroscopy [23, 24] expand the
toolbox of conventional control parameters like temperature, pressure, external electric
fields, and doping. By introducing the time coordinate to experiments, a twofold goal is
pursued. Real-time studies provide unique insights into material dynamics which allow to
build a more thorough understanding of intricate material properties. In addition, the use
of pulsed laser fields offer an unprecedented potential for control at ultrafast time scales.
In this regard, great success was presented in disentangling charge order [20], understand-
ing collective excitations such as phonon modes [25], observing hidden phases [26], real-
izing Floquet engineering [27, 28, 29], driving metal-to-insulator transitions [30, 31, 32],
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Chapter 1 Introduction

and tracking ultrafast demagnetization [33]. However, many questions in the field of novel
material systems have not been fully answered. In particular, correlated effects between
multiple degrees of freedom, such as the details of the multifaceted driving forces that
stabilize charge-density-wave states, remain unsolved.

By offering unmatched time resolution [34] and unique possibilities to measure a va-
riety of different properties, time-resolved spectroscopy with the use of high-harmonic
generation (HHG) is strongly expanding in the field of solid-state research. Here, light in
the visible to extreme ultraviolet (XUV) or even soft X-ray region is generated through
photon upconversion of intense laser fields in noble gases or solid media. Accelerated
by the external laser field, the electrons in the generating medium gain momentum and
release higher energy photons upon recombination when the field reverses. The emitted
light from gas sources may be used for transient absorption spectroscopy with potential
attosecond temporal resolution [35, 36]. Alternatively, solid-state HHG offers intrinsic
information about the generating medium by the non-perturbative process or through sub-
sequent absorption [37, 38, 39, 36]. Both experiments offer a wealth of information suited
for studying novel quantum materials. In particular, by combining attosecond temporal
and millielectronvolt energy resolution, transient absorption spectroscopy is a remarkable
tool for band structure investigations. In addition, photon energies in the XUV region
excite core level electrons, which allow studies of element specific dynamics such as
the probing of spin transfer between atomic species [40, 41]. This tool set is comple-
mented by solid-state HHG, which is an all-optical probe that poses fewer restrictions
on sample preparation and vacuum conditions in comparison to techniques like photoe-
mission spectroscopy. In contrast to classical spectroscopy, the HHG process spans the
whole Brillouin zone and encodes full band structure information in the emitted light.
At the same time, orientational information such as symmetry groups are easy to ob-
tain and can be used to probe symmetry breaking effects which relate to ultrafast phase
transitions [42, 43, 44, 45, 46, 47, 48, 49]. The various accessible observables of both
techniques are summarized in Fig. 1.1 and include:

• Lattice: Collective excitations of individual phonon modes and the lattice tempera-
ture are accessible [50, 51, 52, 53, 54, 55, 56].

• Electronic: The relaxation of carriers including electrons, holes or excitons can be
traced in real time [57, 58, 59, 60, 51, 61, 54, 55, 62, 63].
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• Spin: Magnetization dynamics can be probed by circularly polarized high-harmonic
radiation [40, 41, 64].

• Chirality: Circularly polarized light offers a probe of crystalline and molecular
helicities [65, 66, 67].

• Symmetry: Crystal symmetries are probed by solid-state HHG through rotation of
the driving field [68, 69, 70, 71].

• Element specificity: Absorption spectroscopy in the XUV regime probes element
specific core levels [72, 73, 40, 51, 54].

Phonon
modes

Carrier
dynamics

Symmetry

Magne�sm Chirality

Element
specificity

XUV 
absorp�on

Solid-state
HHG

XUV
radia�on

Core level

EF θ

Field

A�osecond
resolu�on

Figure 1.1: Observables in ultrafast spectroscopy with HHG sources. Solid-state HHG and XUV
absorption spectroscopy with gas-phase HHG sources are versatile tools for the investigation of
solid samples at potential attosecond time resolution. Both techniques offer simultaneous excess
to electronic, structural, and spin degrees of freedom. In addition, absorption spectroscopy can be
used to obtain element-specific information while solid-state HHG allows probing of the crystal
symmetry.

Most of the different degrees of freedom have already been studied by time-resolved
versions of absorption spectroscopy and solid-state HHG. While attosecond studies are
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Chapter 1 Introduction

achievable for both techniques [74, 39], a femtosecond temporal resolution is already suf-
ficient to study a broad range of phenomena in solids, such as lattice dynamics. Since
simultaneous access to multiple observables is key in the field of strongly correlated ma-
terials, spectroscopy with HHG sources is ideally suited for the investigation of quantum
materials.

Despite the many great works that have been presented in the context of HHG and quan-
tum materials, this field warrants further development. In XUV absorption spectroscopy,
the biggest challenge is the high noise floor which is induced by the strong intensity
fluctuations of HHG sources. In comparison to spectroscopy in the visible regime, the
sensitivity to small changes of the XUV spectrum is significantly worse. A second chal-
lenge in the study of strongly correlated materials is the extraction of material properties
from the absorption coefficient. The complex entangled spectra are not trivial to decode
and require further methodical and theoretical advances in order to take full advantage of
the rich material information [75]. Likewise, solid-state HHG is still an emerging field
and many applications have not yet been fully developed. As an example, the genera-
tion of circularly polarized harmonics, which is well established for gas sources, has not
been completely transferred to the field of solid targets. In order to study magnetization
dynamics and chirality, an efficient and reliable means of generating circularly polarized
high harmonics is required.

In this study, we broadly expand the current state of HHG as a probe for solid-state
research. Specifically, the field of solid-state HHG is extended to the investigation of
symmetries with threefold driving fields. This allows for efficient generation of circu-
larly polarized high harmonics and studies of crystalline chirality, magnetization, and
the pseudo spin in two-dimensional materials [11, 76]. Our work opens the pathway for
time-resolved studies of these observables in complex and correlated material systems
with solid-state HHG. In the context of XUV absorption spectroscopy, we introduce a
new method for tenfold noise reduction by using a reference spectrum in combination
with machine learning. This significant improvement of the sensitivity facilitates exper-
iments of small spectral changes that occur in weakly excited materials. We apply the
presented method to the transition-metal dichalcogenide 1T-TiSe2 in order to resolve its
charge-density-wave dynamics. Here, we address the additional problem of disentangling
various electronic and structural contributions in the data by performing ab-initio simula-
tions of the spectra.
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Outline

The presented work is a multi-faceted, interdisciplinary, cumulative thesis based on three
original publications shown in chapters 6, 7, and 8. Therefore, extensive background
information is provided in chapters 2 to 5 in order to put the results of the presented
publications into context. Each publication is preceded by an individual introduction and
includes a methods section, experimental results, as well as a discussion.

Chapter 2 introduces the theory of HHG in the gas and solid phase. In the succeeding
chapter 3 the principles of absorption spectroscopy with a focus on the XUV spectrum is
presented. The theory of ab-initio calculations of core level spectra will be discussed. In
chapter 4 the basics of machine learning are presented along with neural network methods.
Furthermore, chapter 5 briefly introduces the basics of charge density wave formation and
highlights relevant time-resolved studies on the transition-metal dichalcogenide (TMDC)
1T-TiSe2.

Chapter 6 presents experimental realization of generating circularly polarized high-
harmonics in solid systems. Magnesium oxide and quartz have been irradiated with a
threefold symmetric driving field to generate harmonics in the vacuum-ultraviolet (VUV)
regime. By comparing left-handed-circularly and right-handed-circularly polarized radi-
ation, surface magnetism in MgO and crystalline chirality in quartz could be observed
along with the crystal symmetries.

Chapter 7 discusses machine learning enhanced referencing for XUV absorption spec-
troscopy. By introducing a reference spectrum which traces the HHG source fluctuations,
the sensitivity to weak absorption changes was substantially improved. The combined
use of a reference spectrum and a neural network lead to a reduction of the noise level by
more than one order of magnitude.

Chapter 8 presents high-sensitivity transient absorption spectroscopy of the strongly
correlated material 1T-TiSe2. By spectrally separating the contribution of different phonon
modes, the charge density related amplitude mode was studied. With the help of ab-initio

simulations, the real space displacements of the amplitude mode were extracted.
All of the presented results are summarized in chapter 9 and put in perspective. Finally,

an outlook of this work within the field of ultrafast spectroscopy with HHG sources is
discussed.
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Den langen Weg zur Promotion haben mich meine Freunde aus dem ersten Semester
begleitet. Ich möchte mich bei euch für die vielen tollen Stunden und die Unterstützung
während des Studiums bedanken.
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Chapter 2

High-harmonic generation in gases and solids

Soon after the demonstration of the first working rubidium laser [77], Franken et al. and
shortly after Kaiser et al. showed the conversion of two photons to one photon with
doubled energy, which is now termed second harmonic generation (SHG) [78, 79]. This
discovery is seen as the beginning of the field of nonlinear optics which describes pro-
cesses in material systems that scale nonlinearly to the applied optical field strength [80].
In this manner, the second harmonic generation is governed by the quadratic term of the
atomic susceptibility which is a perturbative correction of the linear response. More gen-
erally, photon upconversion to multiples of the laser frequency is referred to as harmonic
radiation. In the perturbative regime with laser intensities in the range of 108 W/cm2,
the intensity of the qth harmonic scales with the fundamental intensity by the power law
Iq [81]. As the nonlinear conversion efficiency decreases exponentially with higher or-
ders [80] the perturbative harmonic generation is practically limited to order of less than
five [82].

The high-harmonic generation (HHG) refers to non-perturbatively generated higher or-
ders of harmonics which can cover the visible to X-ray region [83, 84] and were first
observed in the 1980s [85, 86] with a noble gas medium. This process was made acces-
sible by the development of high-intensity pulsed laser sources based on chirped pulse
amplification [87]. These light sources are capable of extremely high intensities of more
than 1013 W/cm2 at which the influence of the light field on the electrons becomes com-
parable to the atomic Coulomb potential [88]. Today, HHG is feasible in a vast variety
of media including gas, solid and even liquid phase [37, 89]. Figure 2.1(a) depicts HHG
from noble gases with a femtosecond (fs) infrared driving laser at typical peak intensi-
ties of I ≈ 1014 W/cm2. In solid targets [Fig. 2.1(a), bottom], which possess a much
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Figure 2.1: High-harmonic generation (HHG) in gas and solid media. (a) HHG is achieved by
a fs laser pulse at high intensities (I) in various media. Noble gasses in a cell as well as solid
crystals can be used to generate high-harmonic radiation. (b) A typical HHG spectrum showing
perturbative harmonics and a plateau of high harmonics.

smaller damage threshold, HHG is usually achieved at lower field strengths of F < 1V/Å
which correspond to intensities of I < 3.8×1013 W/cm2 [37]. A typical high-harmonic
spectrum is depicted in Fig. 2.1(b). It shows the rapid exponential intensity decrease of
perturbative harmonics followed by a plateau of similar intense high harmonics that span
up to a certain cutoff energy.

High-harmonic emission from gas sources is fairly well understood and routinely used
in numerous experiments for absorption spectroscopy [35, 90], nanoscale imaging [91],
and photoemission [92, 93]. It is the workhorse of lab scale core-level spectroscopy and
presents the forefront of attosecond materials studies. The microscopic mechanism is
well-described by the semiclassical three-step model which captures all aspects of the
HHG process [88, 94, 95, 96]. In contrast to gaseous media, there is no unified model
for HHG in solids and different processes simultaneously contribute [37, 38]. In the
literature, two mechanisms are currently discussed: The inter- and intra-band mechanism.
The interband mechanism is the extension of the three-step model to the solid phase and
describes the emission of light by conceptually similar processes. On the other hand, the
intraband mechanism results from currents within a nonlinear band dispersion only found
in the solid phase. So far no unified picture has emerged and the mechanisms of HHG in
solids remain an active research field.

In the following, the microscopic generation mechanisms of high harmonics from gases
and solids are elaborated, along with a discussion of the harmonic properties.
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2.1 The three-step model of high-harmonic generation

The most intuitive way, in which high-harmonic generation is explained for the gas phase
is the semiclassical three-step model which is also called the recollision model [88, 94,
95, 96]. It describes the three steps: Excitation, acceleration, and recombination of an
electron in an intense laser field, whereas the last process is accompanied by the emis-
sion of the high-harmonic radiation. This model can be, to some degree, extended to
describe the HHG in solid-state media [37, 38]. However, the real-space description that
is commonly used for describing the gas-phase HHG cannot be easily transferred to the
condensed phase. In translational symmetric solid-state systems, the electrons are de-
scribed by delocalized Bloch wave functions and form energy bands. This band structure
is represented in the momentum space. Therefore, HHG in solids is best described in
the momentum space, but it was shown that a real space picture based on localized wave
functions can also be used to accurately describe the mechanism. In this representation,
solid-state HHG shows many similarities with the recollision model of the gas phase.

In this section, we will discuss the gas-phase HHG and the interband mechanism of
solid-state HHG in the real and momentum space. The intraband currents of solid-
state HHG result from acceleration of electrons within the bands and are discussed in
Sec. 2.1.2. All three steps of the recollision model will first be described for the gas-
phase HHG followed by a discussion of differences in solid media. Figure 2.2 illustrates
the three-step model in real and momentum space and can be used as a guide through the
individual steps.

2.1.1 Excitation

At first, the intense laser excites a bound electron in the generating medium. In the case of
gases, the electron is ionized through the deformation of the atomic potential by the laser
field as shown in Fig. 2.2(a). Superimposing atomic coulomb attraction and the external
electric field of the laser FL(t) yields the total potential of the electron:

Utot(r, t) =− e2

4πε0r
+ eFL(t)r, (2.1)

where r is the distance of the electron to the nucleus. By lowering of the potential barrier
the time dependent external field ionizes the bound electron via different mechanisms.
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Figure 2.2: Three-step model of high-harmonic generation in gases and solids. (a) and (b) In the
gas phase the bound electron is ionized by the laser and subsequently accelerated in free space.
In the third step it recombines with the parent ion. (c) In solid media, the electron is excited to
a potentially different lattice site leaving behind a hole. Both quasi-particles are accelerated and
recombine eventually. (d) In momentum space, the electron is excited from the valance to the
conduction band and the acceleration is equivalent to a propagation along the bands.

The exact process depends on the intensity IL = |FL|2 and the frequency ωL of the driving
laser and is estimated by the Keldysh parameter [97]

γ =

√
UIon

2Up
, (2.2)

with the material dependent ionization potential UIon and the ponderomotive potential
Up = e2IL

4meω2
L
. Here, e is the electron charge and me its mass. Equation 2.2 balances the

strength of the atomic binding potential in terms of UIon and the energy of an electron
in the laser field expressed by the ponderomotive energy. The latter is defined as the
cycle-averaged quiver energy of a free electron in an alternating electromagnetic field. At
γ >> 1, the atomic potential is only perturbatively disturbed and multi-photon ionization
dominates. On the contrary, at γ ≈ 1, the energy of the electric field and the atomic
attraction are of similar magnitude and tunnel ionization is predominant. Even larger
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2.1 The three-step model of high-harmonic generation

field strengths (γ << 1) allow for over-the-barrier ionization of electrons and can lead
to excitation of deeper-level electrons. Most experiments that use harmonic emission
as a probe rely on moderate intensities of approximately I = 1014 W/cm2 in the tunnel
ionization range. Electrons can, in principle, be ionized at various tunnel times ttunnel, but
the tunnel probability strongly depends on the barrier height and the shape of the potential.
Both are determined by the alternating laser field and the highest tunnel probability is
reached around the intensity peaks every laser half-cycle.

In solids, the initial electron excitation step of the recollision model is the tunneling
of a conduction band electron to the valance band. In a simplified picture depicted in
Fig. 2.2(d), the band structure consists of a single valence band that is completely filled
with electrons and one empty conduction band. In semiconductors and insulators, these
bands are separated by the band gap energy Eg. When the electron is extracted from the
conduction band, it leaves an electron hole that is screened by the remaining electrons and
can be treated as a quasiparticle with a positive charge. The electron and the hole form a
pair and are typically generated at the lowest band gap energy Eg due to the exponential
dependence of the tunnel probability on the gap size.

To some extent it is possible to describe the same process in real space with Wannier-

functions which are Fourier-transformed Bloch functions. These states describe localized
electrons at atomic lattice sites and can be used to project the three-step model of solids
into the real space [98] as schematically shown in Fig. 2.2(c). On the contrary to the gas
phase, tunneling of the electron can take place between different lattice sites such that an
electron is created in the conduction band some lattice sites away from the hole generated
in the valance band. The tunneling probability is defined by the Wannier dipole moment
and an additional exponent which scales with the distance, the electric field strength, and
the band gap energy. Similar to gas-phase HHG, electrons are preferably excited near the
intensity peaks of the driving laser. However, in solids the electron-hole pair in the elec-
tric field of the laser possesses an energy of FL ·xl . The distance vector xl corresponds to
an electron hole separation by l lattice sites. Hence, pair creation at unequal lattice sites
may be energetically favorable.

2.1.2 Acceleration

The second step is the acceleration of the electron in the alternating electric field FL(t).
In gases the electron can be classically described by Newton’s equation of motion [88].
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The electron is accelerated in the direction of the laser field and after its reversal driven
back in the opposite direction. Figure 2.3(a) depicts possible trajectories which depend
on the time of ionization with respect to the phase of the external field. Some trajectories
correspond to a complete removal of the electron while others intercept the position of
the parent atoms (0 position). Remarkably, only linearly polarized driving fields lead to a
high recollision probability. Even a slightly elliptical polarization drives the electrons on
circular trajectories and leads to a drastic reduction in the recombination probability and
consequentially prohibits high-harmonic emission.
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Figure 2.3: Electron trajectories in gases and solids. (a) In gas-phase HHG, the free electrons are
accelerated in the laser field FL and, depending on the tunnel time ttunnel, some electrons drift away
(gray lines) while others recollide (green lines and red marks). The maximal kinetic energy of
Ekin,max = 3.17Up is achieved by a trajectory with a relative phase of 17◦ at the time of tunneling.
(b) In solids, the electrons can be described by semiclassical trajectories. Since solids like MgO
are non-isotropic, the intensity of the high harmonics is strongly dependent on the angle θ of the
light field with respect to the crystal orientation.

At recollision with the parent atom the electron releases its kinetic energy which is de-
termined by the trajectory. A maximal kinetic energy of Ekin,max = 3.17Up is reached for
tunneling at a relative phase of 17◦. This energy is roughly three times the average quiver
energy of an electron in the light field. A fully quantum mechanical description treats
the electrons as wave packets and replaces the classical trajectory by possible quantum
paths [96]. The expectation value of the path coincides with the classical description, but
in the quantum representation, the electron wave packet experiences quantum diffusion
that scales with the time spend in the continuum.

In solids, the process is somewhat similar, but the electron can not be described as a
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2.1 The three-step model of high-harmonic generation

free particle since it is bound to the atomic lattice. In momentum space, the movement
can be described by the Houston picture, where the quasiparticle is accelerated within a
single band by an increase of the k vector: k(t) = k+ e/h̄

∫
FL(τ)dτ [99]. Electrons and

holes are both mobile and accelerated in opposite directions due to the opposing charge.
Upon field reversal, the two carriers are driven back together. In general, the group veloc-
ity of a particle is determined by the curvature of the dispersion via v(k) = h̄−1

∇kE(k).
In contrast to the free space parabola [see Fig. 2.2(b)] solids possess a complex band
structure which leads to a non-trivial relation between k and the velocity. These nonlin-
earities of the intraband current can itself lead to emission of high-harmonic radiation.
For example, at high field strengths, the electron velocity oscillates in the periodic bands
of a solid [e.g. cosine bands shown in Fig. 2.2(d)] when driven with a constant elec-
tric field. As alternating charges induce a dipole moment, the accelerated electrons and
holes themselves will emit radiation. This photon emission induced by nonlinear bands
is called the intraband mechanism of solid-state HHG and possesses no analog in the gas
phase [100, 101, 102, 103, 104].

The electron and hole acquire energy by traveling through the band structure and mov-
ing away from the minimal band gap [Fig. 2.2(d)]. This energy releases upon recombina-
tion and corresponds to the kinetic energy in the recollision model of gas-phase HHG. A
soft cutoff for the maximal energy is reached at the largest band gap between the conduc-
tion and the valance band, but even higher bands can be populated by inter-band tunneling
at high field strengths.

In real space, the trajectories of the electrons and holes can be described by semiclassi-
cal paths through the crystal lattice. Calculations with inclusion of quantum mechanical
correction obtain the path by saddle-point integration [98] and model HHG in solids us-
ing a trajectory picture. As the solid structure is highly anisotropic, the direction of the
electron path strongly influences the HHG. Figure 2.3(b) depicts the HHG in magnesium
oxide (MgO) with varying angle θ of the laser polarization with respect to the crystal.
The semiclassical electron trajectories (green arrows) are aligned with the electric field
and can cover the distance of multiple lattice constants [68]. Consequentially, the moving
electrons and holes acquire information of the directional band structure, which leads to
highly anisotropic high-harmonic emission [68]. This effect has been observed in vari-
ous experiments and is applied in band reconstructions [62] and tomography of electron
orbitals [105]. For MgO a schematic intensity of the emitted harmonic radiation as a
function of the angle θ is shown in Fig. 2.3(b). The high harmonic intensity exhibits the
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same rotational symmetry as the crystal, but varies with the harmonic order, as will be
discussed in chapter 6.

2.1.3 Recombination

In the last step, the excited and accelerated electron interacts and recombines with the
ion or the corresponding hole and emits the access energy as high-harmonic radiation.
In gases the free electron wave packet overlaps with the parent ion and emits the kinetic
energy plus the ionization potential:

h̄ωHHG =UIon +Ekin. (2.3)

The kinetic energy depends on the trajectory which is defined by the laser phase at the
time of tunneling. By inserting the maximal kinetic energy and the definition of the
ponderomotive potential into Eq. (2.3) the high-harmonic cutoff energy is found to depend
quadratically on the wavelength and the driving field strength:

Ecuto f f ∝ F2
L λ

2
L . (2.4)

Within the quantum-mechanical description, the electron wave packet returns to the parent
atom and interferes with the portion of the electron wave function that did not tunnel
out of the atomic potential. The interference is caused by the difference in energy of
the two wave packets and leads to dipole oscillations that emit the harmonic radiation.
As mentioned, the electron in the continuum experience quantum diffusion which can
significantly decrease the recollision probability.

In solid media, electron and hole may recombine from different lattice sites with expo-
nentially decreasing probability as a function of the distance. The energy that is emitted
in form of a photon corresponds to the energy difference of electron and hole and con-
sists of the kinetic energies plus the minimal band gap energy Eg. An additional but
small energy contribution stems from the electric dipole of electron and hole in the ex-
ternal field. This allows photon energies slightly larger than the maximal band gap of
conduction and valance band. The described emission of radiation by electron hole re-
combination is called the interband mechanism of solid-state HHG and is the analogue to
the three-step-model of gas-phase HHG.
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2.2 Properties of high-harmonic radiation from gases and solids

High-harmonic emission from gas and solid sources possesses many intriguing properties
that renders it ideal for application in spectroscopy, microscopy, and photoemission. In
this section we will briefly discuss these properties and their implications for the use in
solid-state research with a focus on spectroscopy.

Gas-phase HHG is a reliable source of coherent extreme ultraviolet (XUV) radiation
on a laboratory scale. This wavelength region offers spectroscopic access to core level
transitions which is discussed in Sec. 3.1.1 and enables element specific sensitivity to
lattice, electronic, and spin degrees of freedom [8, 6, 106, 107]. Furthermore, the short
wavelength and the exceptional high coherence provides an ideal platform for microscopy
with nanometer resolution. In studies of cobalt palladium multilayer structures, Zakyo et

al. showed the imaging of magnetic domains with 16 nm resolution [91]. In photoemis-
sion studies, the high photon energy of HHG sources is ideally suited to access electrons
from the whole Brillouin zone while the intrinsic phase stability enables time-resolved
studies [92].

Due to the temporal properties of the emitted radiation, HHG poses as a cornerstone
of ultrafast sciences. High-order harmonics are generated parametrically in bursts of at-
tosecond pulses every half cycle of the driving laser in a phase locked manner. This
enables time-resolved experiments in a pump-probe scheme free from any timing jitter.
By controlling the emission of harmonic radiation it is also possible to select one single
attosecond burst and obtain the highest temporal resolution of any known probes [34, 108,
109, 110]. To this end one uses few cycle driving pulses of less than 5 fs duration and
applies an additional gating mechanism that selects harmonic emission of only one half
cycle. One of the most frequent method is the polarization gating scheme that uses two
elliptically polarized pulses which individually cannot efficiently generate high-harmonic
radiation. By combining the two counter-rotating elliptical pulses efficient HHG is en-
abled during a tiny time-gated window. Apart from the enhanced temporal resolution, few
cycle driving pulses can generate super continuum spectra with meV spectral resolution.
In contrast, longer driving pulses, as used in this work, will lead to discreet harmonics
with a spacing of the fundamental photon energy. High-harmonic sources present the
workhorse of attosecond spectroscopy and the gating mechanism is mentioned here for
completion even though this work uses femtosecond harmonic emission. Nevertheless,
many of the methods in this work can be transferred to broadband attosecond sources.
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The properties of high-harmonic radiation from solids is very similar to gas-phase har-
monics. Solid-state HHG offers similar coherence and a potential for attosecond temporal
resolution. However, the underlying microscopic mechanisms are dramatically different
as evident from the intensity scaling of the cutoff. For interband harmonic-radiation from
solids, the upper energy limit is defined by the maximal band gap. By contrast, high
harmonic emission from intraband currents have been observed to scale linearly with the
electric field strength [111]. In virtually all experiments with solid targets, a linear scal-
ing and therefore a contribution of the intraband mechanism can be observed [38]. This
is in stark contrast to the gas-phase HHG that shows a quadratic scaling [Eq. (2.4)] of the
cutoff with respect to the electric field and highlights the huge discrepancies of the HHG
mechanisms in solid and gaseous media. It is therefore more challenging to reach high
photon energies with solid-state sources, limiting its applicability as light source for core
level spectroscopy.

However, the solid-state HHG process itself is ideally suited to study the material prop-
erties of the generating medium. During the HHG process the electron travels through
the whole band structure of the material and decodes the information in the emitted
light. By careful analysis of the harmonic spectra and potential supplementary calcu-
lations based on the semiconductor Bloch equations [103] various material properties
can be extracted. The list of studies include band reconstructions [62], lattice symme-
tries [68, 69, 70, 71], phonons [55, 56], Berry curvature [112], orbital tomography [105],
carrier dynamics [55, 62, 63], and metal-to-insulator transitions [113]. Especially promis-
ing are reconstructions of crystal band structures by solid-state HHG which was pre-
viously limited to photoemission experiments. Since photoemission requires ultrahigh
vacuum and clean crystal surfaces, HHG is a great alternative with far less prerequisites.
Solid-state HHG in the visible does not require vacuum conditions and extensive sam-
ple preparation. Using harmonic radiation, directional band structures have already been
retrieved in a large variety of materials including strongly-correlated quantum materials
and two-dimensional systems [114, 71, 55]. The investigation of solids by the micro-
scopic mechanisms of HHG thus opens a highly promising path and started a very active
research field.
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2.3 Selection rules and two-color driving fields

As discussed in the preceding section, high-harmonic radiation is emitted near the peak
intensities of the alternating laser field every half cycle. In isotropic noble gases both
half cycles are equal which prohibits the emission of even harmonics due to destructive
interference, similar to a balanced interferometer. More precisely, the driving field fulfills
the dynamic symmetry FL(t +T/2) = P̂FL(t), where P̂ is the parity operator and every
emitted light field must fulfill the same condition. Therefore, only odd multiples of the
laser frequency ωL are generated in gas-phase HHG, a property that is known as the
selection rule of HHG:

ωHHG = ωL(2n+1). (2.5)

Emission of even harmonics is only achievable if the inversion symmetry is lifted. In
SHG within the perturbative regime, this is usually achieved by using a non-inversion
symmetric crystal like β -barium borate (BBO). Non-inversion symmetric crystals can
also be used for the generation of even order high harmonics. Alternatively, in gas-phase
HHG, the emission of even orders is achieved by coherently overlapping the laser at fre-
quency ω with light at some other frequency, e.g. 2ω . Even a weak additional laser field
breaks the inversion symmetry of the noble gas and enables the generation of even and
odd harmonics [115] leading to the selection rule for two-color (TC) driving fields:

ωHHG,TC = ωLn. (2.6)

Figure 2.4 shows a spectrum of high-harmonic radiation generated in argon gas with a
laser centered at 800 nm wavelength (red). By adding the second harmonic to the driving
field (blue), the inversion symmetry is lifted and all orders of harmonics are generated. In
addition, the use of a two-color driving field increases the intensity over a large portion of
the spectrum. The flux can be raised by one order of magnitude with the addition of the
second harmonic and in experiments with the third harmonic, a two orders of magnitude
increase was shown [116, 117, 118]. This effect is a result of the increased number of
coherent wave mixing processes that yield the same harmonic order [119, 116, 120]. For
spectroscopic experiments with gas-phase HHG sources, two-color excitation fields are
highly beneficial as they increase the photon count and lead to a denser spectral coverage.
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Figure 2.4: Experimental high-
harmonic spectrum obtained with a
bi-chromatic driving field. Shown
are logarithmic intensities of high-
harmonic radiation generated by the
fundamental at 800 nm wavelength
in comparison to a spectrum gen-
erated with a bi-chromatic driving
field consisting of the fundamental
and its second harmonic at 400 nm
wavelength. Both fields are linearly
polarized with identical orientation.
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A combination of two driving fields can be further used to control the polarization state
of the harmonic radiation. As discussed in Sec. 2.1.2, circular external fields lead to a
diminished recollision probability of the excited electron and prohibit efficient HHG. It is
therefore extremely challenging to produce circularly polarized high-harmonic emission.
This substantial obstacle is overcome with the use of a two-color driving field. Combining
a left-handed circularly polarized fundamental laser field with a right-handed polarized
second harmonic allows the efficient generation of circularly polarized high-harmonic
radiation [121]. The combined electric driving field has a three-fold cloverleaf shape
with near linear polarization at the intensity maxima while simultaneously having angular
momentum. A Lissajous curve of the field is shown in Fig. 2.5 (purple) and in greater
detail for varied field amplitude ratios in Fig. 6.6. At the peaks of the field, efficient HHG
in gases is achieved while the rotating position of the maxima induces a helicity which
leads to emission of circularly polarized harmonics. The HHG process can be treated as a
combination of photons with ±1 angular momentum while the second harmonic possesses
opposing helicity to the fundamental laser field. Therefore the possible combinations are
constrained, such that every third harmonic is absent as specified by the selection rule for
threefold fields [121]

ωHHG,circ = ωL(3n±1). (2.7)

Here, the harmonic order with +1 exhibits the polarization of the fundamental while −1
corresponds to opposing helicity. The selection rule is a great tool to verify the polariza-
tion state of the emitted high harmonics. If every third harmonic is found to be suppressed
in an experiment, the remaining orders possess defined helicities according to Eq. (2.7).
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In solids, the generation of circularly polarized high harmonics is possible with a cir-
cularly polarized driving field due to the relaxed recollision constraint and the emission
by circular currents within the intraband mechanism [122, 123, 124]. However, this work
explores the possibility to use threefold-driving fields for efficient HHG in solids. Most
notably, the solid targets show different selection rules, as they superimpose their own
symmetry and can contribute angular momentum in the generation process. We analyse
the influence of the solid symmetry in conjunction with three-fold driving fields on the
efficiency of the HHG in chapter 6. The selection rules for three-fold driving fields in
solids are discussed in Sec. 6.4.1.

In practice, the combination of two laser fields is typically achieved with a Mach-
Zender interferometer which is prone to timing and beam pointing instabilities that are
problematic for the use in HHG. A far simpler design shown in Fig. 2.5 allows for the in-
line production of two-color driving fields. In chapter 6 we use the MAZEL-TOV (MAch-
ZEhnder-Less for Threefold Optical Virginia spiderwort) device [125], which allows to
generate threefold driving fields by using a BBO crystal for SHG and two calcite plates
to temporally overlap the two fields. A quaterwaveplate with the fast axis set to 45◦

converts the linear polarization of fundamental and second harmonic to counter rotating
circular polarization. In the same manner, linearly polarized two-color fields are obtained
without the quater waveplate in a modified MAZEL-TOV device [Fig. 2.5, bottom]. Since
fundamental and second harmonic are generated with perpendicular polarization in the
BBO crystal, we utilize a half-wave plate specified for the fundamental that acts as a
lambda plate for the second harmonic. The resulting s-polarized driving field minimizes
intensity losses in the downstream beam path and maximize the harmonic yield in our
setup.

Fundamental
(800 nm)

BBO Calcite plates

λ/4 waveplate
@ 800 & 400 nm

MAZEL-TOV device

Modified MAZEL-TOV

Fundamental
(800 nm)

BBO Calcite plates

λ/2  (λ) waveplate
@ 800 nm (400 nm)

HHG
ω=(3n ±1)ωL

HHG
ω=n ωL

Figure 2.5: In-line production of two-
color driving fields. The second har-
monic of the fundamental laser (800 nm
wavelength) is generated in a β -barium
borate (BBO) crystal and temporally
overlapped with two rotatable calcite
plates. A quarter-wave plate is used to
generate a threefold driving field with
circular helicity (MAZEL-TOV device
introduced in Ref. [125]) and a half
wave-plate is used to obtain a two-color
linearly polarized excitation field.
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2.4 Macroscopic effects of high-harmonic generation

In addition to the discussed microscopic generation mechanisms, macroscopic effects
can drastically change the properties of the emitted high-harmonic radiation. The two
most important aspects are the phase matching of high-harmonic radiation from individ-
ual emitters and the re-absorption. For spectroscopic applications, high intensities and,
therefore, good phase matching conditions and minimized re-absorption are of utmost
importance. This needs to be considered in the design of the HHG source geometry and
its operational parameters. In the following, we will discuss both aspects for solid and
gaseous sources and additionally highlight recent developments in structuring of solids
which pose a new route for controlling high harmonic emission.

In gases, phase matching can be achieved by adjusting the design of the gas source, the
gas pressure, and the laser properties such as intensity, focal length, and mode quality.
Ideal phase matching would require an identical phase velocity of the fundamental and
the emitted high-harmonic emission. The phase mismatch of harmonic order q is given
by the expression [126]:

∆k ≈−P(1−η)q2πλ
−1
L ∆n︸ ︷︷ ︸

Neutral atoms

+PηNatmreλLq︸ ︷︷ ︸
Plasma

, (2.8)

where P is the gas pressure, η is the fraction of ionized atoms, re is the classical elec-
tron radius, Natm is the number density of the gas at 1 atm pressure, and ∆n describes the
difference in the refractive index between the fundamental and the q-th harmonic. Equa-
tion (2.8) approximates the phase matching while neglecting the source geometry [126]
and the Gouy phase shift that emerges near the focus of a convergent driving laser [127].
It consist of two parts with opposite sign, the electron plasma dispersion and the disper-
sion of the neutral gas atoms. By carefully balancing the gas pressure and the level of
ionization via the laser intensity, phase matching (∆k = 0) can be achieved. However,
above a certain ionization threshold ηcrit , the HHG can not be phase matched, effec-
tively limiting the ionization levels to < 5%. This imposes a constraint on the efficient
generation of high energy harmonics which is expressed by the phase matching cutoff
EPM,cuto f f ∝ λ

1.6−1.7
L [84, 128]. While the exact exponent depends on the source geom-

etry, the phase matching cutoff is generally lower than the single atom cutoff [Eq. (2.4)].
In addition, it is clear from Eq. (2.8) that phase matching can not be equally well achieved
for the complete comb of high-harmonics. In practice, only a small energy window is
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optimally phase matched while harmonic radiation outside this range is sub-optimally
generated.

As the phase matching depends very sensitively on gas pressure, laser intensity, and
laser mode quality, fluctuations of these parameters are transferred to the high-harmonic
intensity. These phase matching fluctuations of the high-harmonic radiation add to the
noise originating from the nonlinear, microscopic dependence of the laser power. As a
result, the noise floor of HHG light sources is typically around 5% which is roughly ten
times larger in comparison to laser systems. The fluctuations are one of the main limiting
factors for using HHG as a light source in spectroscopic experiments. Interestingly, phase
matching affects every harmonic in a different manner by favouring the macroscopic con-
version efficiency at some orders while diminishing the emitted radiation at other orders.
This leads to highly correlated fluctuations between different spectral regions. In chap-
ter 7 we analyse the intensity correlations between different wavelengths and use this
information for compensation of the HHG source noise in a referencing scheme.

Apart from phase-matching conditions, efficient HHG needs to take the re-absorption
of emitted radiation into account. In the XUV region the absorption in noble gases is
typically limited to less than a few mm [129] which demands the use of vacuum systems
and restrains possible HHG source geometries. It is crucial to achieve low gas pressures
in the harmonic beam path while simultaneously realizing a phase matched generation.
Different geometries have been tested in order to find the optimal trade off between phase
matching and re-absorption. The most frequent geometries include the gas jet [130] that
injects high pressure gas in a confined cone, the gas cell [131, 132] filled at low pressure,
and the wave guide [133, 134] that confines the mode and allows for large interaction
regions. Various experiments analyzed the efficiency of the sources and comparable con-
version efficiencies in the XUV range have been found [133, 134, 130, 131, 132]. In
this work we use a semi-infinite gas cell [135, 136] [see Fig. 2.1(a), upper] which is an
elongated cylinder completely filled with a noble gas. In contrast to small gas cells, it
is directly mounted to the vacuum chamber and the laser entrance window is directly
attached to one side. Consequentially, it offers higher vibrational stability and physical
protection of the vacuum entrance window at similar intensities to other source geome-
tries [135, 136].

In solids, phase matching is not possible in the same manner as it is in the gas phase. In
part this drawback is compensated by the denser distribution of emitters and the different
microscopic mechanism. The far more severe problem is the re-absorption. Radiation
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exceeding the minimal band gap of a solid is strongly absorbed which leads to intense flu-
orescence lines in the spectrum. It is essential to use a driving laser with a photon energy
far below the band gap to avoid strong absorption and a possible destruction of the target
material [38]. Therefore, only wide band gap insulators are used for HHG with visible
lasers, while semiconductors need to be paired with infrared driving fields. The energy
of emitted harmonics typically exceeds the band gap and the resulting strong absorption
leads to an extraction depth of only a few tens of nanometers from the surface [137].
Here, it is possible to use a transmission scheme [138] as illustrated in Fig. 2.1 and gen-
erate harmonics at the far end of the crystal, or use a reflection geometry [139] shown in
Fig. 6.1(a). The latter simplifies the separation of high-harmonic radiation from the in-
tense fundamental beam. Similar to absorption spectroscopy with external light sources,
the emitted high-harmonic radiation is absorbed in the near-surface region. Therefore,
emitted high-harmonic radiation is not only strongly dependent on the generating pro-
cess, but also influenced by the material specific absorption coefficient. We utilize this
information in chapter 6 to measure the surface magnetism in MgO and the crystalline
chirality in quarts.

Recent advances in solid-state HHG with nanostructured solids opened a completely
new pathway that was previously impossible with gas sources. By altering the solid mor-
phology or composition on the micrometer and nanometer length-scale, control of the
laser light and the HHG process is possible. Various studies used this route for efficient
HHG in solids, by enhancing the driving field or tackling the re-absorption. Nanostruc-
tures such as gold-sapphire cones used by Han et al. [140] can enhance the electric field
of the incoming laser radiation. In this study it was shown that the generation of surface-
plasmons increase the electric field by ≈ 20 dB at the sapphire tip shown in Fig. 2.6(a) and
(b). As a result high harmonics of orders up to 13 could be efficiently generated at sig-
nificantly lower intensities of 0.1×1012W/cm2 compared to bulk HHG. Further work by
Vampa et al.. [141] demonstrate an enhanced generation efficiency of factor 5 to 10 from
an array of gold nano-antennas. Apart from the local enhancement of electric fields, the
high harmonic yields has been optimized by controlling the re-absorption with a periodic
array of thin one-dimensional crystalline silicon ridge waveguides [142]. Figure 2.6(c)
depicts the working principle, that relies on the confinement of the emitted harmonic ra-
diation to vacuum wave guides between the nano-structured ridges [Fig. 2.6(d)]. Thereby,
the propagation is separated from the HHG that preferably occurs at the edges of the sil-
icon and allows high-harmonic emission with a 100-fold increased extraction depth in
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2.4 Macroscopic effects of high-harmonic generation

contrast to pure silicon. Furthermore, by using an integrated Fresnel zone plate structure
Sivis et al. [143] focus high harmonics generated in silicon. By implanting gallium ions
into the silicon substrate, the HHG efficiency was spatially modulated and the zone plate
structure lead to an effective focusing of emitted radiation. As optics for high harmonic
radiation in the vacuum ultraviolet (VUV) and XUV region are extremely challenging to
realize, integrated lens designs could enable effective focusing. Such advances are partic-
ularly relevant for subsequent use of the emitted light in experiments including absorption
spectroscopy or photo emission with a solid HHG source.

(a) (c)

(d)

(b)

500 nm

Figure 2.6: Nanoscale structuring of solids for control of HHG. (a) Local enhancement of the
infrared (IR) laser pulse by surface plasmon polaritons (SPP) generated at the metal-sapphire
interface and traveling to the apex. (b) Scanning electron microscopy images of the nanometer-
sized cone. (c) Schematic cross section of the silicon ridges irradiated from the left. The color
code displays the infrared intensity which is simulated by the finite-differences frequency domain
method. The maximal intensity occurs at the sides of the ridges. Harmonic radiation is generated
at the sides and coupled into the vacuum wave guides (purple). (d) Scanning electron microscopy
image of the silicon ridges. The scale bar is 500 nm. Subfigures (a) and (b) are adapted from
Ref. [140] and (c) and (d) are adapted from Ref. [142] under the Creative Commons Attribution
4.0 International (CC BY 4.0) license.

In summary, gas-phase HHG is a well understood and established light source in the
XUV to x-ray region. It is the driver of attosecond spectroscopy and used in many beam
lines around the world. It offers great insights into solid-state material systems with un-
precedented time resolution. However, the intrinsic fluctuations from the nonlinear pro-
cess and phase matching are currently limiting the applicability. With advanced sensitiv-
ity, high-harmonic radiation has a great potential for a broad range of ultrafast materials
research. Furthermore, solid-state HHG has emerged as a great tool for studying intricate
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sample systems as shown by the wealth of current studies. It offers the same potential
for attosecond time-resolved experiments with minimal requirements regarding sample
preparation and vacuum conditions. In addition, the use of nanoscale engineering could
be a very powerful tool to control the intensity, the polarization, and the mode profile of
high-harmonic radiation from solids. In the future, solid-state HHG will be drastically
advanced by the magnitude of existing material engineering methods such as nanostruc-
turing or the production of mono layer material systems [144, 145] and presents a frontier
of strong-field and attosecond science [37].
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Chapter 3

Elements of ultrafast absorption spectroscopy

Spectroscopic methods investigate the wavelength or frequency dependent interaction of
electromagnetic waves with matter. By measuring the intensity of the radiation before
and after the interaction, information on the microscopic properties of the specimen are
obtained. The material dependent response to electromagnetic waves is well describe by
the macroscopic, complex, and frequency dependent refractive index:

n(ω) = n(ω)+ ik(ω). (3.1)

Here, n(ω) = c/v(ω) describes the phase velocity reduction of the electromagnetic wave
in matter while k(ω) represents its absorption. As the refractive index depends on fine
details of the electron orbitals, it includes encoded information about the electronic prop-
erties, atomic composition, chemical bonding, structure, and magnetic behaviour. Optical
spectroscopy was one of the first methods to access electronic states in atoms and still
represents a very powerful tool for modern day solid-state research. Empowered by ultra-
short laser pulses, all-optical methods and spectroscopy in particular have long been the
forefront of experiments with femtosecond resolution. The combination of electronic sen-
sitivity and a time resolution on the order of electron dynamics yields information about
a large variety of material systems. Today, optical spectroscopic methods are still domi-
nant in the field of ultrafast science and present a great tool for investigations of various
electronic and structural dynamics on their fundamental timescales [23, 24].

This chapter introduces the basics of ultrafast absorption spectroscopy. At first, we
will discuss the microscopic mechanism that dictates the wavelength dependent material
absorption with a focus on resonant absorption such as band gap or core level transitions.
The Sec. 3.2 discusses ab-initio calculations of extreme ultraviolet (XUV) absorption
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spectra. Afterwards, the experimental setups used for absorption spectroscopy in the
vacuum ultraviolet (VUV) and XUV region are discussed while including the technical
aspects of time-resolved studies within a pump probe scheme.

3.1 Absorption of electromagnetic waves in solids

The intensity of an electromagnetic wave that is transmitted through a sample of length L
is described by

It/I0 = e−µL, (3.2)

where It and I0 refer to the transmitted and initial intensity while µ = 2ω

c k(ω) represents
the absorption coefficient. The characteristic absorption length is defined as δ = 1/µ . By
measuring initial and transmitted intensity, equation (3.2) can be used to extract the imag-
inary part of the refractive index k by the natural logarithm. However, most experiments
use a logarithm of base ten to define the absorbance [146, 35]

A =− log10(It/I0), (3.3)

which is also referred to as optical density (OD). With the knowledge of the sample thick-
ness, precise measurements of the transmitted and incident intensity allow to accurately
determine the material specific absorption coefficient. On the contrary, the real part of the
refractive index can not be obtained in transmission and is usually measured by experi-
ments in a reflection geometry. Here, the reflected intensity IR is described as a fraction
of the incident intensity by the reflectivity R = IR

I0
which is wavelength dependent and a

function of the full complex refractive index. In addition, incident angle and light polar-
ization strongly affect the reflectivity as described by the Fresnel equations. Due to their
complexity, reflected spectra are usually harder to interpret as transmitted ones. In princi-
ple, it is possible to convert the absorption coefficient determined by absorption to the real
part of the refractive index. The Kramers-Kronig equations relate those material constants
but require an integration of the known property over the whole frequency domain [147].
As measurements of the refractive index typically do not cover every frequency, missing
spectral regions are completed by a theory model or interpolated. Transferring one quan-
tity to the other typically leads to inaccuracies and a direct measurement of the desired
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3.1 Absorption of electromagnetic waves in solids

materials constant is always preferred. In the visible, the complete refractive index is
usually determined by ellipsometry which measures the reflectivity as a function of the
light polarization [148]. Such measurements are widely applied to accurately determine
the optical properties of glasses and optical thin films.

For studies of the electronic structure, a complete knowledge of the refractive index is
often not needed and parts of the absorption spectrum can be directly related to electronic
transitions. Generally, absorption of electromagnetic light is only possible in photon en-
ergy quanta of Eph = h̄ω and is accompanied by an excitation of an electron to a higher
energy level. In the weak perturbation limit, the optical density is proportional to the
transition probabilities of electron excitations and can be described by Fermi’s Golden
rule [149]:

A(Eph) ∝ ∑
i, f

| ⟨i|ê · r| f ⟩ |2δ (E f −Ei −Eph). (3.4)

Here, |i⟩ and | f ⟩ are the initial and the final state wave functions with their corresponding
energies of Ei and E f while δ represents the Dirac delta function. Initially, the system is in
the ground state while the final state describes an electron in an elevated energy level plus
a corresponding electron hole. The interaction of the material with the electromagnetic
field is described by the matrix element ⟨i|ê · r| f ⟩ in the dipole approximation [150] which
includes the direction of the light-polarization ê = F/|F|. Equation (3.4) sums up every
transition that fulfills the energy conservation of initial state, final state, and photon en-
ergy. Directly calculations of the absorbance with Eq. (3.4) is difficult due to the required
knowledge of all initial and final state wave functions. In chapter 3.2 we will discuss an
alternative approach, the density functional theory (DFT), which uses functionals of the
electron density instead of the wave functions.

Despite the dependence of the transition probabilities on the matrix elements, the ab-
sorption coefficient can often be qualitatively described by the joint electronic density of
states (DOS). The absorption coefficient of a material is larger at photon energies that
correspond to a larger number of possible transitions between empty final states and filled
initial states. In contrast, if no states fulfill the energy conservation, the material is trans-
parent at this specific frequency. As an example, figure 3.1 illustrates the absorption in
a semiconducting or insulating material. These materials exhibit a band gap of Eg that
separates the electron-filled valance band from the empty conduction band. Electronic
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Figure 3.1: Absorption of electromag-
netic radiation in semiconductors and
insulators. Photons of energy h̄ω > Eg

excite electrons across the band gap and
are strongly absorbed. Lower energy
photons can not excite electrons due to
the missing initial |i⟩ and final states | f ⟩
and pass the material without being ab-
sorbed.
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transitions with energies smaller than the band gap are not possible such that these ma-
terials are almost transparent for photon energies up to the band gap energy. Insulators
possess large bad gaps in the multiple eV region which corresponds to the VUV spec-
trum and are therefore transparent in the visible. On the contrary, semiconductors possess
smaller cut-on photon energies in the infrared to visible region. Photons with an energy
equal to the band gap are strongly absorbed and these excitations are called resonant. In
this work, we explore two different type of resonant excitations. In chapter 6, we discuss
the resonant os exciton state in the VUV. Excitons are quasi-particles of bound electron-
hole pairs. The coulomb attraction between the two constituents confines their distance in
real space and reduces the energy of the exciton to slightly below the band gap. An exci-
ton transition can therefore be identified by an increase in absorption below the band gap.
Furthermore, this work discusses XUV spectroscopy of core level excitations in Sec. 8.
The theoretical basis for these transitions is presented in the next section.

3.1.1 Core-level transitions

Atomic orbitals with larger binding energies are less involved in chemical bonds and the
formation of energy bands. In contrast to the valance and the conduction bands, these core
electrons are closely bound to the atomic core. While the conduction and valance band are
probed by visible light, photon energies in the XUV to X-ray regime are needed to probe
core electrons. In this study, we define the XUV region to roughly 30 eV to 250 eV photon
energy and use VUV in the range of approximately 6 eV to 15 eV which is unsuited
for core level studies. The field of X-ray absorption spectroscopy showed tremendous
success in the identification of chemical compositions and atomic structures [151]. The
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3.1 Absorption of electromagnetic waves in solids

XUV region is less frequently used to interrogate core level states. However, shallow core
level of most metals can still be successfully probed by XUV radiation allowing access to
a large variety of observables including electronic and phononic degrees of freedom.

Figure 3.2(a) illustrates the principle of XUV absorption spectroscopy by means of a
fictitious compound consisting of atomic species A and B. The material is assumed to
form a solid with an electron filled conduction band and an empty valance band separated
by a band gap. At binding energies of roughly 50 eV, accessible by XUV radiation, the
n = 3 atomic orbital is found for a variety of materials including the first row transition
metals [146]. The deeper levels n = 1,2 are usually situated at even higher energies in
the X-ray region. Upon exceeding the specific energy of the core level, the absorption
rapidly increases due to the possible excitations of electrons from the core level to empty
states in the valance shell. These sharp features of the spectrum are called K,L or M-
edge in correspondence to the atomic orbitals n = 1,2,3. The M-edge of our example
compound, shown in Fig. 3.2(b), can be decomposed into the core level excitation of
atom A and B and therefore offer element specific sensitivity. By analyzing the extended
edge region, a variety of material dependent properties can be extracted from the spectra.
These include, electron band structures, atomic structure, phonon oscillations, excited
carriers, and magnetism [35].

A particularly interesting feature of core level spectra is the occurrence of giant reso-
nances caused by many-body effects in the vicinity of the absorption edge. Microscop-
ically, the incident electromagnetic wave accelerates one electron which transmits the
impulse to other electrons and the resulting collective motion leads to strong absorption
at a specific resonance frequency. This mechanism is enhanced by strong local screening
of surrounding orbitals with large overlapping wave functions. A common example of
such collective resonances are plasma oscillations which are found in metals and dom-
inate the visible spectrum. One other example is the many-body peak near core level
edges which was first observed in xenon gas [152, 153]. Since semi-core levels such
as the M-edge strongly overlap with the valance band, giant resonances are strongly
favoured. Recent studies found many-body absorption features in atomic titanium and
layered TMDCs [154, 155, 156, 54, 157]. In chapter 8 we will discuss the many body
peak in the TMDC 1T-TiSe2 in detail. In order to fully capture many-body resonances,
theoretical calculations of spectra need to incorporate dynamic screening in the form of
local field effects which will be discussed in the next section.
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Figure 3.2: Core-level absorption edges in XUV spectra. (a) Band structure of a generic solid
compound of atomic species A and B with an electron-filled valance band and an empty con-
duction band. The transitions of electrons from the atomic core levels (orbitals) are called K,L,M
edges corresponding to the principal quantum numbers n = 1,2,3, respectively. Each element pos-
sesses specific core levels with distinct energy. Radiation in the XUV region is suited to probe the
M-edges of a variety of materials. (b) The absorption of the XUV radiation drastically increases at
the edge. In the extended edge region the absorption is modulated by effects of the band structure
yielding valuable spectroscopic information.

3.2 Simulation of XUV absorption spectra with TDDFT

In this section we will discuss a theoretical approach for calculation of XUV absorp-
tion spectra in solids. Most works in this spectral region use either the Bethe-Salpeter
Equation (BSE) [158, 159, 160] in the context of many body perturbation theory or the
time-dependent density functional theory (TDDFT) [161]. Generally, the BSE approach
can describe the absorption with greater accuracy but comes with extensive computational
costs scaling with the number of atoms. In this work, we use the TDDFT method for cal-
culations of the absorption in 1T-TiSe2 since the BSE is computationally unfeasible for
the large unit cell of this material. The following section introduces the basics of DFT
and explains how XUV absorption spectra are derived by subsequent TDDFT calculations
within the linear-response theory.
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3.2.1 A brief introduction to ground state DFT in solids

Over the last decades, DFT has been evolved to the standard method for calculating the
structure and electronic properties of chemical compounds as well as solids [162]. It
reformulates the Schrödinger equation which uses a wave function picture in terms of the
electron density [163]:

n(r) =
N

∑
i
|Ψi(r)|2, (3.5)

where the individual electron wave functions Ψi are summed over all N electrons. The
theoretical basis for this approach is given by the two Hohenberg-Kohn theorems [164].
The first theorem states that the ground-state electronic wave function is uniquely deter-
mined by the ground-state electron density via some unknown functional. In other words,
every material property in the ground state is uniquely defined by the ground-state elec-
tron density. Further, the second theorem proves that the energy of the electronic system
can be calculated by a functional of the density and reaches a minimum for the ground-
state density. Thus, it is possible to compute the ground state by finding the ground-state
energy with the electron density and abandon the computationally expensive Schrödinger
description. The full scale of this methodological advantage becomes clear when compar-
ing the dimension on which the problems need to be solved. The wave function represen-
tation requires 3N dimensions while the electron density is defined in the 3 dimensional
space. In the DFT context the energy is expressed as a functional of the electron density
by the equation:

VKS [n(r)] =V [n(r)]+VH [n(r)]+VXC [n(r)] , (3.6)

here the potential V describes the coulomb interaction between an electron and the collec-
tion of nuclei. The term VH is called Hartree potential and describes the repulsive coulomb
potential of the charge distribution n(r) on a single electron and therefore includes a
self-interaction which is nonphysical. In the DFT method, all other terms including the
correction for the self-interaction are grouped in the exchange-correlation potential VXC

which is unknown but can be approximated by various models. With this convention of
the energies, the Schrödinger equation is reformulated in terms of the Kohn-Sham (KS)
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equations [165]: [
− h̄2

2me
∇

2 +VKS

]
ψi(r) = EiΨi(r). (3.7)

This eigenvalue equation yields KS wave functions Ψi(r) and the corresponding eigen-
values Ei which are different from the physical wave functions and energies. The strength
of DFT is rooted in this replacement of the interacting solid by an equal representation
with non-interacting particles. In this context, contributions stemming from the electron-
electron interaction are taken care of by the exchange correlation functional. All physical
observables are computed from the density as justified by the Hohenberg and Kohn theo-
rems. At this point, it becomes clear that the Kohn-Sham DFT formalism includes a circle
reasoning. Calculating the wave functions with the KS equations [Eq. (3.7)] requires the
potential defined in Eq. (3.6) which depends on the electron density. The electron density
is however calculated by Eq. (3.5) from the wave functions. The DFT problem is therefore
solved in a self consistent manner by an iterative workflow:

• Formulate an initial guess of the electron density. This may include the import of a
known or approximated crystal structure.

• Calculate the effective Kohn-Sham potential with Eq. (3.6) by choosing a represen-
tation of the exchange correlation functional.

• Solve the eigenvalue problem of Eq. (3.7) for the Kohn-Sham wave functions Ψi(r).

• Recalculate the electron density with the wave functions [Eq. (3.5)].

• Reiterate until convergence is reached.

The remaining challenge of DFT is the determination of the exchange-correlation func-
tional. Despite the fact that the KS theorem guarantees its existence, the exchange-
correlation functional is difficult to obtain and can often only be approximated. Over the
years, many exchange-correlation models have been formulated for different material sys-
tems. In solids, the most relevant model is the local-density approximation (LDA) [165].
It uses the result of the known exchange correlation of the uniform electron gas where
n(r) = constant. The material specific exchange correlation is then approximated from
the local electron density at each position by VXC,LDA(r) = V electron gas

XC [n(r)]. In many
solid-state systems with a near homogeneous electron distribution, this approximation
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holds reasonably well. However, most material systems exhibit an electron density which
is stronger modulated and can not be represented by the local density approach. Especially
in the vicinity of atomic nuclei, which needs to be accurately captured for calculations of
core level absorption spectra, the electron density is far from homogeneous. To this end,
the generalized gradient approximation (GGA) functional incorporates the gradient of the
density to include more information [166]. This can be done in a variety of ways, and
a large number of GGA models have been developed. One of the most widely used ap-
proaches is the Perdew-Burke-Ernzerhof functional [167]. It is a nonempirical model with
no free parameters that is constructed by incorporating a variety of physical constrains and
known scaling behaviours of the exchange and correlation potentials. Choosing the right
exchange potential is non trivial and involves experience and benchmarks on the particular
material system with the properties of interest.

For the implementation of DFT by the KS equations, there exists a zoo of software
packages and solvers. The "right" choice is again dependent on the material class, the
desired accuracy, and the investigated property. The most important difference between
the available methods is the choice of basis functions in which the wave functions are
represented. Plane wave basis are used in crystalline solid systems by virtue of Bloch the-
orem whereas Gaussian basis sets dominate in molecular systems. Here, plane waves can
not accurately capture the fine details of the wave functions near the nuclei. This problem
is solved by hybrid wave functions which incorporate plane waves and locally confined
atomic orbitals. Widely applied are augmented plane wave orbitals which are constructed
by the muffin-tin approach. It separates the crystal unit cell into spherical, non overlap-
ping regions around the nuclei and the remaining interstitial regime. While the region
near the cores is best described by atomic orbitals in terms of the spherical harmonics, the
delocalised electrons are best represented by plane waves. The wave functions are con-
structed in a way, that the boundary and the second derivative are continuous. Linearized
methods use a Taylor expansion up to the linear order of the energy in the atomic orbitals
which is initially unknown. The energy dependence is absorbed by the coefficients which
are determined with the boundary condition. This procedure significantly speeds up the
computation as the energy does not need to be estimated in an additional loop. At the
same time, the loss of accuracy due to the expansion is well controlled and can even be
compensated by dynamically adjusting the basis functions. In addition, some approaches
simplify the potential inside the spheres by imposing radial symmetry. Other methods do
not reduce the complexity and use the full potential such as the full-potential linearized

33



Chapter 3 Elements of ultrafast absorption spectroscopy

augmented plane wave method (FP-LAPW) that is utilized in this work [168, 169, 170]. It
can more reliably take the crystal structure into account and more accurately describe the
semi-core states which we are most interested in. When the wave functions are expressed
by a basis, the KS equation [Eq. (3.7)] can be reformulated in an eigenvalue equation
which is efficiently diagonalized. The solutions of the equation are the KS eigenenergies
and the coefficients of the basis set.

Once the ground state density is found, other properties such as the electronic band
structure or atomic forces can be calculated. If the structure is not precisely known one
usually relaxes the structure which means, that the atomic positions are iteratively updated
according to the forces in order to minimize the total energy. The forces on the nuclei can
also be used to obtain the phonon dispersion. Optical properties cannot be derived from
ground state DFT since excitation processes are excluded.

3.2.2 Absorption spectra obtained by linear-response TDDFT

In this section, TDDFT is introduced as an approach to calculate XUV absorption spectra.
The field of TDDFT uses similar concepts as ground state DFT to answer the question of
excited state properties and the dynamics of the electron system when exposed to external
perturbations. Similar to the Hohenberg and Kohn theorems, two existence theorems set
the foundation of TDDFT. Runge and Gross established in 1984 that there is a one to
one correspondence between the time-dependent densities and external potentials for a
fixed initial state of the electronic system [171]. The van Leeuwen theorem generalizes
this property by stating that the given initial state, interaction and external potential could
be replaced by a different initial state and a corresponding unique external potential to
obtain the same density [172]. Similar to the ground state it is possible to express all
observables as functionals of the time dependent density n(r, t) which is calculated within
a non-interacting electron picture. Thereby the initial state and the potential need to be
replaced by the KS representatives. This consideration leads to the formulation of the
time dependent Kohn-Sham equations which consider switch-on processes and utilize the
solution of the ground state KS equation as an initial condition.

For calculations of XUV absorption spectra, a solution of the time dependent KS equa-
tions is not necessary as the system is not driven far from its equilibrium position. Instead,
one usually uses the linear response theory that expresses the dynamics of the electron
systems by linear response functions. A more thorough discussion of the linear response
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within the TDDFT approach is found in Refs. [163, 173, 174]. This theory is well suited
to accurately describe optical absorption as it captures the intrinsic dynamics of an exci-
tation process. In the following we recapitulate the fundamentals of the linear response
theory for optical absorption in solids within the TDDFT context.

If we consider a weak time-dependent perturbation δH(t) to the Hamiltonian of a sys-
tem, the expectation value a(t) of an observable will be time dependent as well. The
difference of the time dependent property to the ground state expectation value is called
the response a(t)−a0 and is expanded to linear order by perturbation. In the framework
of TDDFT, the most important observable is the electron density. When disturbed by
some external potential Vext , the corresponding density change can be expressed by [163]

n(r, t) =
∫

∞

−∞

dt ′
∫

d3r′χ(r,r′, t − t ′)Vext(r′, t ′) (3.8)

with the linear response function:

χ(r,r′, t − t ′) =−iθstep(t − t ′)⟨Ψ0| [n(r, t − t ′),n(r′)] |Ψ0⟩ , (3.9)

where the step function θstep(t − t ′) ensures causality. In words, the response function
captures the linear response of the electron density at position r and time t which is a
result of a perturbation at position r′ and time t ′. Similar to static DFT, it is possible to
compute every material property from the density response function if the material is only
perturbatively disturbed. Here, the density response function χ(r,r′, t− t ′) can be directly
used to obtain the material specific absorption coefficient and calculate XUV absorption
spectra [174, 175].

Before we discuss how the response function is obtained within the TDDFT theory let
us consider two reformulations of the problem. It is common to treat the response in the
frequency domain using the Lehmann representation [176, 163]. Thereby, the integration
over the time in Eq. (3.8) is absorbed in the Fourier transform and the density can be
described by

n(r,ω) =
∫

d3r′χ(r,r′,ω)Vext [n](r′,ω). (3.10)
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With the definition of the step function

θstep(τ) = lim
η→0+

i
2π

∫
∞

−∞

dω
′ e−iω ′τ

ω ′+ iη
, (3.11)

the response function [Eq. (3.9)] can now be reformulated as

χ(r,r′,ω) =
∞

∑
m=1

[
⟨Ψ0|n(r) |Ψm⟩⟨Ψm|n(r′) |Ψ0⟩

ω −Em +E0 + iη
− ⟨Ψ0|n(r′) |Ψm⟩⟨Ψm|n(r) |Ψo⟩

ω +Em −E0 + iη

]
.

(3.12)

Here, Ψ0 and Ψm represent the wave functions of initial and excited state. This rep-
resentation is very natural for optical absorption which is recorded as a function of the
frequency ω . In extended solids one also abandons the real space picture and represent
the response function in the reciprocal space [177, 178]. In crystals it is required that
χ(r,r′,ω) = χ(r+R,r′+R,ω), where R corresponds to the lattice vector. This condi-
tion is enforced by the Fourier series

χ(r,r′,ω) =
1
V ∑

k
∑

G,G′
e−i(k+G)·re−i(k+G′)·r′

χG,G′(ω), (3.13)

where V is the crystal volume and G is the reciprocal lattice vector. All other quantities
need to be transformed in a similar manner.

Up till now we dealt with the classic linear response theory. The strength of TDDFT
is the reformulation of the response function in functionals of the electron density within
the framework of non-interacting particles:

n(r, t) =
∫

∞

−∞

dt ′
∫

d3r′χKS(r,r′, t − t ′)V KS
ext [n](r

′, t ′). (3.14)

Here, the response function is replaced by the KS equivalent χKS and the external poten-
tial is substituted by an effective potential [163]

V KS
ext [n](r

′, t ′) =Vext(r′, t ′)+ fH + fXC. (3.15)

The additional two terms represent the derivatives of the Hartree term and the exchange
correlation term, that are known from the static DFT.

It is now possible to formulate an equation to link the non-interacting KS system and
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3.2 Simulation of XUV absorption spectra with TDDFT

the physical system. The van Leeuwen theory guarantees that the density response in the
KS system [Eq. (3.14)] is equal to the density change of the real solid system [Eq. (3.8)].
By combining the two equations with the KS effective potential [Eq. (3.15)] in the fre-
quency and k-space representation, the Dyson equation for the linear response in solids is
obtained [175, 179]:

χG,G′(ω) = χ
KS
G,G′(ω)+ ∑

G,G′
χ

KS
G,G′(ω) [ fH + fXC(ω)]χG,G′(ω). (3.16)

Here, the χKS
G,G′(ω) term is the KS density response function [179]

χ
KS
G,G′(ω) =

1
NkΩ

∑
nmk

fnk − fmk
Enk −Emk +ω + iη

×Mnmk(G)M∗
nmk(G

′), (3.17)

with the matrix elements in the plane wave expansion

Mnmk(G) =

√
4π

|G|
⟨nk|e−iGr |mk⟩ . (3.18)

Here, m and n represent band indices, |mk⟩ is a plane wave function with crystal momen-
tum k, Nk is the number of electronic states, and Ω is the unit-cell volume. The matrix
Mnmk(G) is evaluated by using KS wave functions obtained with static DFT in the FP-
LAPW basis set. Electron filling is accounted for by the Fermi function fnk. The Hartree
and the exchange-correlation kernel are expressed in the reciprocal space representation
by:

fH = δ (G−G′)
4π

G2 , (3.19)

fXC =
δVXC

δn
, (3.20)

where δ (G−G′) is the delta function. In this work, we use the random phase approxi-
mation (RPA) which makes a crude assumption by setting the exchange correlation fXC

to zero. The RPA drastically improves the computational complexity of the problem and
is fairly well justified in large solid systems. This physically motivated approach was
introduced by Bohm and Pines [180, 181, 182] and separates the electronic dynamics in
two fundamentally different responses. One part oscillates in phase with the driving field
independent of the position of the electron. This is the organised response behaviour of
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the system. The other part possesses a phase difference with the external perturbation
and depends on the position and the history. Justified by the assumption of randomly
distributed positions and phases in a system with a large number of electrons, the second
term can be neglected as the individual contributions average out. The RPA has seen huge
success in describing the optical properties of solids by the Lindhard theory [183] and is
widely used in a similar manner within the context of TDDFT even though it neglects the
dynamic part of the exchange correlation. In particular, this approximation can capture
the core level screening from local field effects [184, 185, 186].

The solved density response function χG,G′(ω) can be directly translated to the macro-
scopic dielectric function εM(ω) and the refractive index by [175]

ε
−1
G,G′(ω) = 1+ fH χG,G′(ω), (3.21)

εM(ω) = n2(ω) = 1/ε
−1
0,0 (ω) (3.22)

The intermediate step with the microscopic dielectric tensor εG,G′(ω) is needed to account
for the local field effects that are captured by the off diagonal elements in the tensor [187,
188]. The macroscopic dielectric function is the average over the whole unit cell.

In this work, optical spectra are computed with the TDDFT implementation excit-

ing [189]. It uses the following scheme:

• Perform static DFT and obtain the Kohn-Sham eigenvalues and wave functions.

• Evaluate the Mn,m,k(G) in the LAPW basis functions on a given k-space mesh.
A larger matrix significantly increases the computational load and especially the
memory requirements in the calculations.

• For calculations without local fields one can approximate Mn,m,k(G → 0).

• Calculate the Kohn-Sham response function in Eq. (3.17). The electron temperature
can be adjusted by changing the Fermi-distribution functions fnk and fmk.

• Solve the Dyson equation [Eq. (3.16)] for the interacting response function.

• Use Eq. (3.21) and Eq. (3.22) to obtain the frequency-dependent refractive index.

In this work, particularly important contributions to the spectra are local field effects
which have been reported to play a major role in the XUV absorption in transition met-
als [154, 155, 156]. These are explicitly included in the calculation and appear in the
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off-diagonal elements of the M matrix. The local fields are taken into account up to a
specific reciprocal lattice vector Gmax which was tuned in this work by comparing the-
oretical spectra to the experimental absorption. Detailed information on parameters of
the TDDFT calculations can be found in Sec. 8.5. Even though DFT is a ground state
approach, we calculated spectra for increased electron temperature. This has been imple-
mented by using a smeared Fermi-Dirac distribution in Eq. (3.17) and for the calculation
of the electron density with Eq. (3.5). Please note, that this treatment is not equivalent to a
finite equilibrium temperature which would require complete molecular dynamic simula-
tions of the lattice atoms. The smearing is used to estimate the effect for the laser excited
electron system before energy is redistributed to the lattice.

3.3 Practical aspects of time-resolved spectroscopy in the

ultraviolet regime

Following the introduction of the theoretical concepts, this section will cover the ex-
perimental aspects of performing spectroscopy with high-harmonic generation (HHG)
sources. In this work, we utilize two similar setups to measure VUV spectra from a solid-
state HHG source and transmission spectra with a gas phase HHG source in the XUV
region. Details of the experimental implementations are presented in chapters 6 and 8,
respectively. In the following we will give a more general discussion of the involved
experimental challenges with a focus on spectrometer design, sample preparation and
time-resolved measurements.

Contrary to its visible counterpart, spectrometers for experiments in the VUV and XUV
regime need to reduce the re-absorption of the light. Since all materials, even gases at am-
bient conditions, lead to significant re-absorption on less than a millimeter, the propaga-
tion path of the high harmonic radiation needs to be evacuated. As discussed in Sec. 2.4,
this is especially challenging for gas-phase HHG sources since the gas ballast need to
be handled by a suited pump. Another aspect is the design of customized optical ele-
ments that mitigate absorption losses. Transmission optics would need to be limited to
sub micrometer thicknesses and can not sufficiently focus VUV and XUV radiation due
to the weak dispersions in this wavelength region. Therefore, most experiments rely on
reflective optics which are often used at high incident angles to maximize the reflection
coefficient. Here, multilayer mirrors allow a wavelength-selective maximization of the
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reflection and a widely applied. A toroidally shaped mirror is usually used to focus the
incident beam. This allows to collect the divergent beam from the HHG source and create
a micrometer scale illumination spot on the sample. Furthermore, a reflective grating is
used to generate a spectrum on a charge-coupled device (CCD) camera or a microchannel
plate. For focusing onto the detector, it is possible to use a grating printed on a toroidal
mirror or separate the two devices. The latter is disfavoured in order to reduce the number
of reflective surfaces and minimize losses. In addition, it is possible to correct optical
aberrations with precisely and specifically manufactured gratings. Here, the most impor-
tant distinction is made between toroidal gratings that focus on a sphere and those with a
flat field focus. Only a flat field focus can accurately be positioned on flat detectors and
yield better spectral resolution while spherical focii are usually used in monochromators.
However, as the radius of the sphere focus is usually large in comparison to the detector
size, non flat field gratings can still yield good results in spectroscopic applications.

In this work we utilize a spectrometer with a flat field grating and a microchannel plate
for the experiments with solid-state HHG in the VUV. Here, accurate spectral information
is of great importance, as small spectral shifts are recorded. The vacuum chamber is
compact and does not require high throughput pumps since no gas source is present.

For spectroscopy with HHG in solids it has been discussed in Sec. 2.4 that the funda-
mental laser is required to not exceed the band gap of the investigated material. There-
fore, we utilize a titanium sapphire amplifier laser pump in a reflection geometry which
permits bulk crystalline materials with a band gap of at least 1.55 eV to be investi-
gated. In combination with the wide band gap insulators MgO and quartz, we observe
a high damage threshold which is ideal for high-order harmonic generation. More gen-
erally, by tuning the laser wavelength, efficient HHG in a large variety of solids is feasi-
ble [190, 37, 38, 104].

For transmission experiments with a gas-phase HHG source we utilize a non-flat field
grating and a CCD camera to record XUV spectra. Here, more strict vacuum require-
ments need to be met. The HHG source chamber is separated by an aluminum filter from
the subsequent optics to block the remaining fundamental beam and allow high vacuum
conditions which minimize absorption losses and reduce contamination on cooled sam-
ples. Since most solid samples show strong re-absorption of XUV radiation on the 100
nm scale, only thin film samples can be investigated in transmission. Such specimens can
be fabricated by various methods which include growth on thin substrates, focused ion
beam milling, lithography, etching, exfoliation and ultramicrotomy. The last technique
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represents a well established procedure for materials research and uses a diamond knife
to cut thin flakes from a bulk sample [191]. In this work, we were able to reliably pro-
duce 60 nm thick flakes of 1T-TiSe2 by ultramicrotomy and transfer the specimens onto a
silicon membranes of 30 nm thickness. We use silicon membranes since they offer more
structural rigidity and thermal contact compared to free standing samples on a grid struc-
ture. In comparison to the widely spread silicon nitride membranes, the transmission of
XUV radiation is significantly better for similar thicknesses of silicon. Despite the dif-
ficulties for the production of thin samples, most materials can, in principle, be used for
transmission studies with XUV sources.

Ultrafast transient absorption spectroscopy uses a pump-probe scheme. Here, two op-
tical pulses are overlapped on the sample. The pump pulse triggers some dynamics in the
specimen by exciting its electrons, and the probe pulse is transmitted through the sample
to interrogate its properties. In practice, one usually compares spectra with (Ipumped) and
without (Iunpumped) the pump beam. This allows to identify pump induced changes in the
sample with better precision. To minimize the long term noise, pumped and unpumped
spectra are recorded in quick succession by chopping the pump beam with half the fre-
quency of the probe beam. This approach is standard in most beam lines. In chapter 7 we
will discuss the use of an advanced referencing approach enhanced by machine learning
which further improves the sensitivity by more than one order of magnitude. By vary-
ing the delay between the pump and the probe pulses it is possible to obtain a movie of
reversible sample dynamics in a stroboscopic fashion. Here, the temporal resolution is
determined by the convolution of pump and probe pulse lengths at the sample. Due to
the possibility for isolated attosecond pulses, HHG offers unprecedented time resolution.
Attosecond XUV absorption spectroscopy with HHG sources is demonstrated and is the
workhorse in the attosecond community. However, in this work we utilize femtosecond
harmonic radiation as we are mostly interested in somewhat slower lattice dynamics.
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Chapter 4

Fitting experimental data with machine learning

One of the biggest obstacles for spectroscopic experiments with gas-phase high-harmonic
generation (HHG) sources is the high noise floor which hinders observations of weak ab-
sorption changes. Since sample degradation and experimental stability limit the maximal
integration time, studies of subtle sample dynamics are very challenging. A variety of
referencing approaches have been introduced to mitigate the noise problem and a typical
sensitivity of 1 mOD is achieved in current experiments [192, 57, 193, 50, 194]. How-
ever, investigations of subtle sample dynamics such as the below-threshold charge density
wave (CDW) excitation in 1T-TiSe2, studied in this work, remain below this sensitivity
boundary. To overcome this limitation we developed an advanced referencing scheme
based on machine learning (ML).

This chapter introduces the basics of data driven models, ML, and artificial neural
networks while the application for noise reduction is presented in depth in chapter 7. In
the following, the focus will be on supervised learning which relies on labeled training
data to fit a model which is used for predictions [195]. The two other existing categories of
ML are unsupervised learning used for clustering or dimensionality reduction [196], and
reinforcement learning where an agent learns by interacting with an environment [197].
The latter two classes are beyond the scope of this work. In Sec. 4.1, ML and the use of
data for predictive modeling is introduced while Sec. 4.2 elucidates the class of artificial
neural networks. Chapters 7 and 8 present the use of a neural network for noise reduction
in absorption spectroscopy with an HHG source.
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4.1 Data driven models and machine learning

In empirical sciences, physics in particular, experimental data and statistics are used to
estimate unknown quantities. As an example, this work measures the wavelength depen-
dent transmission of light through a specimen with the goal of determining the material
properties. Specifically, mathematical models which previously have been proven to ac-
curately describe physical mechanisms are used to extract particular material constants.
The knowledge that is gained from the new data is then used to refine the model in the it-
erative scientific method. On the contrary, ML is focused on automatically learning from
available data in order to make informed choices. It focuses on predicting future data
rather than estimating unknown quantities. In most cases, ML uses generic models with
a large number of fitting parameters. By adjusting the parameters, the model is "trained",
but little information on the underlying mechanism is gained. Nevertheless, in the last
years ML models celebrated huge successes and achieved unprecedented accuracy, due
to the availability of large data sets. Thanks to their great computational scaling, ML
approaches can utilize huge amounts of multi-dimensional data which increases their pre-
dictive power. Thereby, a variety of fields in science and industry successfully applied
ML to complex problems such as image and voice recognition [198, 199, 200], natural
language processing [201, 202], and noise reduction [203, 204, 205].

Despite the great success in other fields, ML has somewhat limited applicability in
natural sciences due to the poor interpretability of the results. A prediction of future mea-
surements has limited use when the underlying mechanism cannot be derived from the
ML model. Physically motivated models yield much more information. This reduces
the applicability of ML to the distinction between the two goals of achieving an accu-
rate prediction or understanding the underlying mechanism. For the application in noise
reduction of HHG sources the microscopic mechanism is interesting, but a maximized
signal-to-noise level is more important. To this end, ML is ideally suited to be used as
a general model which helps to find the best noise reduction during data extraction and
evaluation. However, it should be noted that tremendous efforts are focused on the in-
terpretability of ML models such that those models may become more suited in natural
sciences in the future [206, 207, 208, 209, 210].

Now that we have established in which context ML is suitable at the current stage, let
us discuss how it can utilize training data for future predictions. The fundamental ingre-
dient in supervised learning is the data set D = (X,Y). It is composed by two matrices
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consisting of n measurements of a d-dimensional feature vector x and an m-dimensional,
dependent observable vector y. The distinction of the observables from the features is ar-
bitrary and may be chosen according to the problem that is supposed to be solved. In the
next step, a ML model with some trainable parameters (= fit parameters) a is formulated
to relate the two quantities by a function Ŷ = f (X;a), f : x → ŷ. This function is used to
predict the observable from the feature vector. The accuracy of the model is computed by
the cost function which is usually the mean-squared error (MSE) [211]:

C(Y, f (X;a)) =
1
m

m

∑
j=1

1
n

n

∑
i=1

(yi, j − ŷi, j(X,a))2. (4.1)

When the model and the cost function are defined, the measured data set is used to train
the model. Thereby, the cost function is minimized with respect to the fit parameters:

â = arg mina [C (Y, f (X;a))] . (4.2)

Minimizing the MSE is known as the method of the least squares and is a common tool
in statistics used for experiments with Gaussian noise [211]. However, in some cases it is
useful to modify the cost function.

The standard method for finding the global minimum in a complex cost landscape is
gradient descent (GD) [212, 195]. Figure 4.1 illustrates an example for a two dimensional
energy landscape in which a GD algorithm iteratively approaches the minimum. The
basic idea behind the algorithm is to adjust the free parameters a in the direction of the

Cost func�on C(a) (e.g. M
SE)

Tra
inable parameter a 1

Trainable parameter a
2

Ini�al value

Gradient 
descent steps

N-dim surface

Figure 4.1: Gradient descent. Machine
learning models are trained by mini-
mizing the cost function in a large, N-
dimensional space of trainable parame-
ters a. The gradient descent algorithm
utilizes the local derivative to find the
minimum in an iterative fashion.
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maximal negative gradient of the cost function. Starting at an initial condition a0, the fit
parameters are iteratively updated by the equation [212, 211]:

vk = ηk∇aC(ak), (4.3)

ak+1 = ak −vk. (4.4)

Here, ∇aC(ak) is the derivative of the cost function with respect to the fit parameters ak at
iteration k. The quantity ηk is called step size or learning rate. Determining its magnitude
is one of the biggest challenges in GD. Small step sizes will improve the convergence to a
minimum but come with a large computational cost. This dilemma is solved by the New-
ton method which uses the Hessian matrix to dynamically adjust the step size in order to
efficiently approach the minimum. However, for practical applications in ML, basic GD
causes a variety of problems due to the high dimensionality and the large number of data
sets. First, the algorithm might get stuck in local minima or saddle points which are abun-
dant in high-dimensional, non-convex energy landscapes. In addition, the cost function
is not known but estimated from the available data which leads to substantial computa-
tional costs for computing derivatives and the Hessian matrix. These shortcomings can
be overcome by variations of the simple GD which have been developed for practical
applications in ML and numeric optimization.

The most common variant of GD is the stochastic gradient descent (SGD) which, as
the names suggests, introduces some stochasticity to the algorithm [213, 214, 215]. It
forms the foundation of most modern GD codes and is the backbone for training artificial
neural networks. The SGD algorithm computes the gradient on subsets of the available
data called mini-batches B [212]. Usually the size of these batches range from ten to
a few hundred data points, substantially reducing the size of the total data set that is
typically in the ten to hundred thousands. By varying the batch Bk for each iteration k, a
stochasticity is introduced in the gradient ∇aCBk(ak), which helps to avoid local minima
and saddle points. The calculation of the gradient on a small subset significantly speeds
up the computation. In addition, almost all variants of SGD introduce a momentum term.
From a physicists perspective, it is clear that an inertia term will help the algorithm to
achieve larger step sizes in the dimensions of small but continuous negative derivatives. At
the same time, oscillations in high curvature directions are suppressed. This is particularly
useful in combination with mini-batches to keep a large learning rate even if the derivative
of a single batch might vanish. The implementation typically uses a running average to

46



4.1 Data driven models and machine learning

update the fit parameters by [212]

vk = γvk−1 +ηk∇aCBk(ak), (4.5)

ak+1 = ak −vk, (4.6)

with inclusion of the momentum parameter γ < 1. In this representation, the SGD already
solves most of the mentioned problems but the learning rate ηk is still to be determined.
The use of the Hessian matrix or its approximations is computationally unfeasible in
high dimensions. To this end algorithms such as AdaSprop, AdaGrad, AdaDelta, RM-
Sprop and ADAM have been developed for an efficient adjustment of the learning rate by
the first and second moment of the gradient [212]. Only relying on the first derivative,
these algorithms are significantly faster while offering similar accuracy in comparison
to second-derivative methods. In this work, we apply the ADAM algorithm that uses a
running average of both the gradient and the second moment to adjust the step size. It
showed good performance in a large variety of tasks where it slightly outperforms other
sophisticated optimizers such as RMSprop [216].

Up to now we have discussed how a specific model is fit to experimental data by adjust-
ing the fit parameters. However, it is still unclear how to choose the model function f and
how to predict future data sets. Before going into the details, both questions are answered
qualitatively. By using the parameters â obtained with Eq. (4.2), the model is applied
to a new data set of the feature space Xtest by estimating the corresponding observable
Ypred = f (Xtest ; â). The accuracy of the estimation, which is the main goal in ML, can
be calculated by the MSE [Eq. (4.1)] if the observables are additionally recorded. To this
end it has become standard in the ML context, to split the available data set into train-
ing data Dtrain = (Xtrain,Ytrain) and test data Dtest = (Xtest,Ytest). Only the training set is
used to perform the fitting procedure while the test set is used to calculate the predictive
power of the ML model on unseen data. Therefore, the error of the test data is also called
out-of-sample error or the generalization error. As we will discuss in detail in the next
paragraphs, the out-of-sample error can be used to find the best suited model function. In
practice, a collection of different model functions is tested and the one with the lowest
generalization error is chosen. It can not be stressed enough that the test data should be
kept separate from the training data during the fitting and eventual preprocessing steps to
avoid leakage of information. A ratio between training and test data sizes of roughly 80%
to 90% has been found to work best for most applications [211].
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Let us now have a closer look on the generalization error. Assume an arbitrary ML
model f which is fitted by a data set D = (Xtrain,Ytrain). This data is generated by a true,
physical function y = g(x)+ ε including some Gaussian noise ε with standard deviation
σε . Since the fit parameters of the model are found with Eq. (4.2) by learning from the
training data, they are a function of the data set D denoted as âD. In conclusion, the
sampling of different data sets from the space of all possible data sets results in varying
generalization errors. In order to analyze this behaviour, we construct the hypothetical
expectation value ED which averages over all possible data sets. In the same manner
we may average over all instances of the noise to obtain the noise expectation value Eε .
A combination of both expectation values yields the expected generalization error [217,
211]:

Eout := ED,ε [C(y, f (x;aD))] = ED,ε

[
∑

i
(yi − f (xi;aD))

2

]
(4.7)

= ∑
i

σ
2
ε +ED

[
(g(xi)− f (xi;aD))

2] . (4.8)

Line two inserts the true, physical function and separates the noise term. The second term
of Eq. (4.8) can be further expanded as [217]:

ED
[
(g(xi)− f (xi;aD))

2]= (g(xi)−ED [ f (xi;aD)])
2 +ED

[
( f (xi;aD)−ED[ f (xi;aD)]))

2] .
(4.9)

Here, the first term is called bias and describes the discrepancy of the chosen model
from the true value. In the limit of infinite training data the bias measures how well the
model is suited to describe the true generator of the data and is therefore a function of
the model itself. The second term is called variance and estimates the fluctuations of the
finite training data set. Combining Eq. (4.8) and Eq. (4.9) allows to formulate one of the
most important relations in ML which is called the bias-variance decomposition [218]:

Eout = Bias2 +Var+Noise. (4.10)

The noise which is given by ∑i σ2
ε is often call irreducible error as it results from the data

acquisition itself and can not be surpassed by any ML model. A typical example in the
field of physics would be the shot noise.
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To gain a better intuition of the bias-variance decomposition it is useful to discuss some
important dependencies. Figure 4.2(a) displays the out-of-sample error and the in-sample
error Ein :=C(Ytrain, f (Xtrain;a)) as a function of the training data size. By increasing the
amount of training data, the out-of-sample error will decrease due to the improved vari-
ance. At the same time, the in-sample error is increased with the data set size. In the limit
of infinite training data both values converge to the sum of the noise and the bias of the
chosen model. In practice, the training data size is often fixed and cannot be arbitrarily
expanded which results in a finite value for the variance. On the contrary, it is simple to
change the model complexity which is closely related to the number of fitting parameters.
The out-of-sample error as a function of model complexity is depicted in Fig. 4.2(b) and
is decomposed into bias and variance. Increasing the model complexity allows to fit more
complex phenomena and the bias tends to decrease. At the same time, an increase in
model complexity will lead to an increase in the variance. The optimal model complexity
is found in the intermediate regime at the minimum of the generalization error. Too large
model complexities correspond to an overfitting while too small values result in underfit-
ting. Finding the optimal balance between both is known as the bias-variance tradeoff of
ML and one of the most central problems in this field. Due to the finite training data size
and large size of ML models, overfitting is typically a more severe problem such that it is
often advised to use a high-bias small-variance model [218]. Figure 4.2(c) illustrates the
difference between a high-bias, low-variance and a low-bias, high-variance model. The
crosses symbolize different data sets with fixed size. In this example, the low-bias model
on average describes the truth better, but the limitation to a single fixed data set renders
the less complex model more suited to predict the true model. In conclusion, the bias
variance decomposition nicely illustrates the significance of underfitting and overfitting
and how they relate to the out-of-sample error even if the bias and variance terms can not
be calculated in most applications.

For practical applications, many different approaches have been developed to deal with
the bias-variance tradeoff. If faced with a large number of fit parameters, like in multivari-
ate linear regression, it is often not favoured to omit any features as they potentially carry
valuable information. Instead, it is more useful to introduce some sort of regularization
that is often introduced as a penalty term in the cost function. Popular choices are the L1
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Figure 4.2: The bias-variance tradeoff. (a) The in-sample error Ein and the out-of-sample error
Eout are displayed as a function of the training data size. With increasing number of training sam-
ples both quantities converge to a value that is defined by the bias and the noise. In this illustration,
the model function is not complex enough to describe the truth. (b) The out-of-sample error Eout

can be decomposed into variance, bias, and noise terms. With increasing model complexity the
bias continuously decreases while the variance increases for a fixed size of available training data.
In ML the optimal model complexity is found by a tradeoff between variance and bias. (c) In a
two dimensional representation of the out-of-sample error Eout the difference between a high-bias,
low-variance and a low-bias, high-variance model is visualised. Each cross represents a different
training data set of fixed size. A complex model (blue) possesses a smaller bias but a larger vari-
ance in comparison to a simpler function (red). In practice, the high-bias model is often better
suited for predictions due to limited training data.

or L2 norm in the form of [219, 220]:

C2(Y, f (X;a)) =C(Y, f (X;a))+λ ||a||22, (4.11)

C1(Y, f (X;a)) =C(Y, f (X;a))+λ ||a||1. (4.12)

Here, an additional term with the parameter λ is introduced to the cost function [Eq. (4.1)].
In the context of linear models, the two presented choices are also known as Ridge-
regression [220] and Lasso-regression [219], respectively. Both options help to prevent
overfitting by favouring small fit parameters and reducing the values of irrelevant features
to near zero. However, the modified models introduce the additional hyperparameter λ

which needs to be defined.

A different, intuitive approach is the variation of the model complexity. For example,
linear regression can be expanded to higher order polynomials. If the model is to com-
plex, the polynomial order needs to be reduced while it is useful to increase the exponent
in the high-bias regime. Again, this introduces an additional hyperparameter which is the
polynomial degree. But how can the optimal hyperparameters be determined? In short,
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the optimal parameter is the one that yields the model with the best generalization error
Eout. To this end, the test data is used to compute the out-of-sample error and compare
different hyperparameters. A typical example of the in-sample and out-of-sample error
as a function of the model complexity is shown in Fig. 4.3(a). By increasing the com-
plexity, the in-sample error continuously decreases as the model is better adjusted to the
training data. In contrast, the out-of-sample error exhibits an optimum at intermediate
complexities as derived in the discussion of the bias-variance decomposition.

Since the hyperparameters are chosen by minimizing the generalization error, the test
data set is used in the learning process which is called the model selection bias. As a
result, the performance on other, unseen data is worse and the true generalization error
can no longer be reliably determined. This problem is solved by using an additional
data set which is called the validation data to determine the model complexity. In order
to avoid further reduction of the available training data, one usually applies the cross-
validation scheme shown in Fig. 4.3(b). After the typical test training split of 80:20, this
re-sampling method separates the validation data set from the available training data and
uses it to evaluate the hyperparameters. By permutatively using different validation sets
and averaging the results of the validation error, training and model selection is performed
on the whole training data set. The additional test data is not involved in the fitting or
model selection and can estimate the out-of-sample error accurately. Figure 4.3(b) shows
a four-fold cross-validation that uses 434 permutations of validation data. In chapter 7,
this technique is utilized to find the best suited polynomial function for the referencing of
extreme ultraviolet (XUV) spectra.

In this section, the fundamentals of ML have been discussed from a more general per-
spective. The presented bias-variance tradeoff, the problem of model selection, and the
training by SGD are general concepts in the whole field of ML. In particular, artificial
neural networks that are discussed in the next section, heavily rely on the presented con-
cepts. In the context of specific ML models, we introduced linear and nonlinear regres-
sion, which are applied in chapter 7. Other models in the vast space of ML approaches
are not discussed as a part of this work, but can be found in one of the many great text-
books [217, 221, 211, 195, 222].
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Figure 4.3: Model selection in machine learning. (a) Increasing the model complexity reduces the
error of the training data. The out-of-sample error first decreases with increasing model complexity
before overfitting sets in. The optimal model minimizes the test error. (b) In ML, the available
samples of data are separated into training and testing data and the model’s hyperparameters are
typically determined by cross-validation. Here, the validation data is permutatively taken from
the training data and used to find the best hyperparameters while simultaneously maximizing the
available training data.

4.2 Artificial neural networks

In the last decade, artificial neural networks evolved to the most frequently used and most
powerful method of ML [223]. Inspired by the biological neural system, artificial neural
networks comprise the extension of regression methods to a more powerful general ap-
proximator. In particular, deep neural networks, which are sometimes labeled deep learn-

ing, are capable of incorporating huge data sets to form incredibly accurate predictions. A
famous example is the 2012 breakthrough in the ImageNet classification challenge of im-
ages [224], which is believed to be the start of modern ML. Today, deep neural networks
surpass the human accuracy in a large variety of tasks. In this section, the basics of neural
networks will be explained with a focus on supervised learning for regression tasks.

As the name suggests, an artificial neural network is built from individual neurons con-
nected in a certain network architecture. In this work, we employ a simple feed-forward
network, that uses layers of neurons as shown in Fig. 4.4(a). Each neuron takes an input
vector x = x1, x2, . . . and produces a scalar output which is used as input for the neurons
of the next layer. If a layer is fully connected with its preceding layer it is called dense
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4.2 Artificial neural networks

and in the example all layers fulfill this property. The first layer takes the provided input,
the last layer outputs the prediction and all other layers are labeled hidden. A model with
a large number of hidden layers is referred to as deep or deep learning. Over the years,
many specialised architectures have been developed. Most notably are the convolutional
neural networks that utilize convolutions for efficient processing of images [199, 200] and
the recurrent neural networks which are suited for sequential inputs [225].

Input
layer

Hidden layers

Output layer

Input

x1

x2

xk

b +  Σk wk * xk

Nonlinear
ac�va�on func�on

Output

0

0

(b)

(a)

Train

Figure 4.4: Neural network architec-
ture. (a) Feed-forward neural network
with two hidden layers. The neurons are
fully connected between the layers. (b)
The building blocks: Neurons. A neu-
ron is trained by changing the weights
and the bias. The linear sum is mul-
tiplied by a nonlinear activation func-
tion to allow modeling of nonlinear be-
haviour by the network.

Figure 4.4(b) illustrates how the output of a neuron is calculated. All inputs xk are
multiplied by trainable weights wk, summed up, and offset by a trainable bias b yielding
z = ∑k wkxk +b. A neural network is trained by fitting these parameters which essentially
weights the importance of the individual inputs. It is essential that the result is multi-
plied afterwards with a nonlinear activation function σ(z) to build a nonlinear ML model.
Many different nonlinearities have been tested regarding their accuracy and computational
time. Early approaches used the biologically motivated perceptron model which utilizes
a step function to compute the output [226]. Other functions are illustrated in Fig. 4.5
and include the sigmoid function which is formally equivalent to the Fermi function, the
hyperbolic tangent, and the rectified-linear-unit activation function (ReLU). It was found
that the choice of the activation function strongly influences the accuracy and the com-
putational properties. Since neural networks are trained by GD, the algorithm relies on
derivatives of the activation function to approach a minimum in the cost function. A van-
ishing derivative in the case of the perceptron, the sigmoid, and hyperbolic tangent at large
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inputs can lead to the training of fit parameters being stuck. As the networks tent to end
up at large values, a non vanishing gradient of the activation function is needed. In this
work, we utilize the ReLU function which scales linearly without saturation above zero.
It is most widely used and shows great performance in a large variety of ML tasks. Other
more sophisticated activation functions like leaky ReLU or ELU aim to additionally avoid
the vanishing derivative below inputs of zero which is found to improve the training in
some cases.
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Figure 4.5: Neural-network activation functions. The use of a nonlinear activation function al-
lows to model nonlinear problems with a neural network. The traditionally used functions include
the step function (Perceptron), hyperbolic tangents, and the Sigmoid function. In modern architec-
tures, non-saturating functions such as the rectified linear unit (ReLU) are used to improve training
efficiency at large input values.

With increasing number of hidden layers and number of neurons, the expressive power
of a neural network greatly increases. It is guaranteed by the universal approximation
theorem [227], that a sufficiently large feed-forward neural network is capable of approx-
imating any continuous multi-input/multi-output function with arbitrary precision. The
proof of this theorem has been provided in a very illustrative and graphical way as shown
in Ref. [228]. In short, the use of hidden-layer neurons allows to construct step functions
with arbitrary height and width. The more neurons, the more step functions can be con-
structed. In the limit of an infinite network, any functional behavior can be approximated.
Despite this great theoretical foundation, the theorem should not be overemphasised as it
does not provide an answer to the size and architecture that should be used.

Similar to the fitting of regression models, a neural network is trained by minimizing
the cost function. However, in contrast to well-defined model functions such as linear or
polynomial regression, it is not straight forward to compute the derivatives in a layered
neural network, where every fit parameter of hidden layers influences the output. To
this end, the so-called backpropagation algorithm is used to find the gradient of the cost
function. It first propagates the input of a training data set forward in the network and
compares it to the desired output. The difference between the obtained output and the
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data is used to compute the total cost and the gradient. The latter is nothing else than
the desired direction towards which the model should be tuned. By back propagating
the gradients back through the network, the derivatives of each trainable parameter is
calculated by the chain rule of partial derivatives. The calculated derivatives of every
input-output couple in the training data set is averaged to compute the total derivative in
every step of the iterative GD.

To gain a better understanding of the backpropagation algorithm, the following para-
graph introduces its mathematical foundation. Based on the chain rule of differentiation
it is possible to formulate the equations that enable the backpropagation scheme [228].
Assume a network with L layers indicated by index l = 1, ...,L. The weights are denoted
by wl

j,k to describe the coupling of the kth neuron in layer l to the jth neuron in the suc-
ceeding layer. For the corresponding bias, we use bl

j. In this notation, it is possible to
write the output of a neuron, also called activation, as

xl
j = σ(zl

j) = σ

(
∑
k

wl
jkxl−1

k +bl
j

)
, (4.13)

and thereby relate it to the output of the preceding layer. It follows that the output of
the last layer which is used to compute the cost function indirectly depends on all other
layers. For the last layer we define the partial derivative of the error with respect to a
change of the input zL

j by:

∆
L
j :=

∂E
∂ zL

j
. (4.14)

By analogy, the derivative of a hidden layer is defined by:

∆
l
j :=

∂E
∂ zl

j
=

∂E
∂xl

j
σ
′(xl

j), (4.15)

where σ ′(a) represents the derivative of the activation function which is easy to calculate
in the case of the ReLU function. At the same time, it is also possible to express the
partial derivative as a differentiation with respect to the bias:

∆
l
j =

∂E
∂ zl

j
=

∂E
∂bl

j

∂bl
j

∂ zl
j
=

∂E
∂bl

j
. (4.16)

55



Chapter 4 Fitting experimental data with machine learning

Here, it was used such that the partial derivative
∂bl

j

∂ zl
j

is equal to one, according to Eq. (4.13).

The error of two subsequent layers is connected by the chain rule of differentiation:

∆
l
j =

∂E
∂ zl

j
= ∑

k

∂E
∂ zl+1

k

∂ zl+1
k

∂ zl
k

(4.17)

= ∑
k

∆
l+1
j

∂ zl+1
k

∂ zl
k
. (4.18)

This equation allows to propagate the error back through the network. The last important
equation of the algorithm calculates the error with respect to the weights:

∂E
∂wl

jk
=

∂E
∂ zl

j

∂ zl
j

∂wl
jk
= ∆

l
jx

l−1
k . (4.19)

Based on the equations it is now possible to find the gradient of the error with respect to
all biases ∂E

∂bl
j

and all weights ∂E
∂wl

jk
in order to perform an SGD step. The backpropagation

algorithm consists of fife steps to compute the gradient by [228]:

• Input the experimental data as the activation x1 in the first layer.

• Propagate through the network and calculate xl and zl for every layer l with Eq. (4.13).

• Compute the derivative ∆L
j of the output layer [Eq. (4.14)].

• Backpropagate the error through the network and compute the error ∆l
j for each

layer and neuron by Eq. (4.18).

• Calculate the gradients of the cost function [Eq. (4.16) and Eq. (4.19)]:

When the gradient in the high-dimensional space is found, SGD is applied to find the
minimum in the cost function. As all derivatives can be computed in a single forward
and backward pass of the network, the backpropagation algorithm enables layered neural
networks to be very efficiently trained. Among other technical aspects, the algorithmic
efficiency in computing the gradients allow deep neural networks with a large set of pa-
rameters to be efficiently trained in order to approximate complex functional behaviour.

Since neural networks typically possess large model complexities, it is particularly im-
portant to balance the bias-variance-tradeoff and counteract overfitting. Most regulariza-
tion techniques that have been developed for other ML tasks such as L1 and L2 penalties
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can be transferred to neural networks [223]. A method that is exclusive to neural network
models is the Dropout procedure [229]. By removing a fraction of neurons with the cor-
responding connections from the network it is thinned and reduced in complexity. Each
neuron has a probability p of being removed at each training step and the predictions are
made by using the complete network with corrected weights wtest = pwtrain. Thereby, the
reduction in model complexity prevents overfitting, while the complete network resem-
bles an average over different models similar to ensemble methods that combine multiple
different ML models [230].

On of the most important regularization schemes for neural network is the SGD algo-
rithm [231, 223]. As described earlier, SGD divides the training data in mini-batches and
performs training on this reduced data set. The stochasticity induced by SGD induces
fluctuations that prevent overfitting to fine details in the training data. As the gradient
computed with mini-batches does not correspond to the true value, the SGD step will be
sub-optimal, but the statistic variation between different batches tend to average out. For
long training times, overfitting might still be an issue, but in practice, the model complex-
ity of a neural network trained by SGD only slowly increases. To this end it is very effec-
tive to combine SGD with an early stopping routine that monitors the out-of-sample error
and interrupts training at the optimal model complexity shown in Fig. 4.3(a). In practice,
this combined approach has proven to be very powerful and has become a widely applied
tool for regularization [211].

In conclusion, neural networks present a versatile and extremely powerful ML ap-
proach. In particular, they can utilize the full information in extremely large data sets
to make predictions that outperform every other ML model. In addition, even extensive
deep neural networks are trained in reasonable time thanks to the efficient and highly
parallelizable backpropagation algorithm. In combination, this explains the success in a
large variety of fields where huge amounts of labeled training data is available. We utilize
this properties of the neural network for noise reduction in XUV absorption spectroscopy
that is discussed in chapter 7. The neural network surpasses other tested ML models in
this task with the given amount of training data.
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Chapter 5

Charge-density-wave formation in titanium diselenide

In the last decades various new states of condensed matter with surprising and techno-
logically interesting properties have been intensively studied. The list of materials in-
clude superconductors, Mott insulators, charge-density-wave (CDW) compounds, anti-
ferromagnets, and topological phases. A particularly interesting class of materials are
quasi two-dimensional materials which exhibit a large variety of quantum phases and can
be easily engineered through layering. Section 8 of this work investigates the CDW phase
of the transition-metal dichalcogenide (TMDC) 1T-TiSe2. As a brief introduction, this
chapter summarizes the basics of CDW formation and highlights previous studies of ul-
trafast CDW dynamics in 1T-TiSe2. A more general discussion of CDW formation is
found in [8].

5.1 Fundamentals of charge-density-wave formation

Charge density waves are periodic modulations of the electron density in a commensurate
or incommensurate fashion with the underlying atomic lattice. Here, the charge density
can be written as [8]

ρ(r) = ρ0(r)(1+ρ1 cos(qCDWr+Φ)) , (5.1)

where ρ0(r) describes the unperturbed electron density and ρ1, qCDW, and Φ refer to the
amplitude, wave vector, and phase of the charge modulation, respectively. A changed
electron density will inevitable change the potential energy landscape acting on the atoms
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and will lead to a periodic lattice distortion (PLD) in the form of [8]

un = u0 sin(n|qCDW|a+Φ). (5.2)

Here un describes the displacement at lattice cite n, u0 is the amplitude of the displace-
ment, and a refers to the lattice constant. Vise versa, a disturbed lattice causes the elec-
trons to move in order to screen the altered ionic polarization and leads to the formation of
a CDW. Therefore, a CDW always occurs together with a PLD and it is often challenging
to determine the driving factors for this combined phase.
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Figure 5.1: Peierls instability in one dimension. (a) One-dimensional chain of atoms spaced by
the lattice constant a. The electron density ρ is constant in the normal phase. (b) Electronic band
structure of a one-dimensional atomic chain. Every atom contributes one electron to fill a single
band up to the Fermi level EF . The corresponding reciprocal vector kF spans half the Brillouin
zone. (c) In the CDW phase the electron density is modulated with periodicity 2a and the atoms
are displaced by ±u0 in positive and negative directions. (d) Band structure in the CDW phase.
The Brillouin zone boundary is halved and aligns with the Fermi vector. At the new zone boundary
an energy gap of ∆ opens and lowers the total electronic energy which favours the formation of a
CDW.

To gain a better understanding of the entangled driving forces promoting CDW/PLD
formation, the Peierls instability mechanism for the formation of a CDW phase in a one-
dimensional atomic chain will be introduced. In the normal state [Fig. 5.1(a)] the atoms
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are equally spaced by the lattice parameter a and the electron density ρ is constant. For
the corresponding band structure we assume one atomic orbital filled with one electron
per atom which results in a half filled band as depicted in Fig. 5.1(b). The electron filling
(thick red line) reaches up to the Fermi energy EF and the corresponding Fermi vector kF

spans half of the Brillouin zone (π/a). In the CDW state shown in Fig. 5.1(c) electron
density and ions are modulated by Eq. (5.1) and Eq. (5.2), respectively. The wavelength of
the CDW modulation corresponds to 2a = π/kF and the atoms are alternatingly displaced
in positive and negative directions by u0. In the band diagram [Fig. 5.1(d)] the Brillouin
zone is halved and coincides with the CDW vector qCDW = 2kF . This leads to a band
opening of ∆ at the Fermi level which effectively lowers the energy of all occupied states.
If the lowered total electronic energy exceeds the increase in lattice strain energy a CDW
with an associated PLD is formed.

Within the Peierls instability model in the weak coupling regime it is possible to obtain
an analytical criterion for the stability of a CDW phase. By carefully accounting for
the gain in electronic energy, the lattice strain term, the coulomb potentials Uq, and the
exchange energy Vq, it is possible to formulate a stability criterion [232]:

4g2
q

h̄ωq
−2Uq +Vq >

1
χ0(q)

. (5.3)

Here, gq represents the strength of the electron-phonon coupling, ωq is the phonon fre-
quency, and χ0(q) is the non-interacting electronic susceptibility which expresses the
potential electronic energy gain. A CDW phase is stable if the equation is met. Several
factors can be identified from Eq. (5.3) to promote the formation of a CDW. Favorable are
strong electron-phonon and electron-electron couplings, small strain energies, and weak
coulomb interactions. However, one of the most important aspect is a diverging or large
susceptibility at the CDW wave vector qCDW. It is reached through a large number of
possible electron scattering processes at the Fermi level, the so call "umklapp" processes.
It follows that qCDW needs to connect portions of the Fermi surface. To achieve a large
number of scattering events, the Fermi surface needs to have large parallel sections that
can participate in electron scattering. This property is called Fermi surface nesting and
occurs naturally in one-dimensional systems as the Fermi surface is planar in the other
two dimensions [233]. In higher dimensional systems, parallel sections of the Fermi sur-
face are found less frequent. However, quasi two-dimensional systems like TMDCs are
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much more likely to exhibit a CDW compared to bulk materials as they reduce the dimen-
sionality and thereby increase the susceptibility. Special Fermi pockets or other nesting
effects leading to large electronic correlations cause CDW formation, superconductivity,
and Mott transitions in a variety of two-dimensional materials [8].

While the Peierls model captures the weak coupling regime within a k-space represen-
tation, strong interactions are more accurately described in real space. The Band-type
Jahn-Teller effect was proposed to explain the CDW formation in strongly coupled mate-
rials and focuses on local chemical bonds [234, 235]. A distortion of a highly symmetric
lattice can lift the degeneracy of molecular orbitals and, dependent on the electron fill-
ing, reduce the total electric energy. This instability can lead to a spontaneous formation
of a PLD with an associated CDW. The driving factors are similar to the Peierls transi-
tion, but the Jahn-Teller type usually involves stronger atomic displacements and favours
commensurate CDW formation [236].

A third mechanism for CDW formation is the excitonic-insulator instability. In a mate-
rial with a small band gap or overlapping valance and conduction bands, the total energy
can be reduced by the formation of excitons. If the charge density and hence the screening
is small, the excitons become stable and build a condensate. Such phases are described
by the Bardeen-Cooper-Schrieffer theory similar to conventional superconductivity [237].
However, in contrast to cooper pairs, an exciton condensate is insulating due to the bind-
ing energy barrier. Since the missing momentum between the valance band maximum
and the conduction band minimum needs to be provided by the lattice, this model again
requires a sufficiently strong electron-phonon coupling. As a result, the bands hybridize
between electronic and phononic dispersion and lead to opening of the electronic bands
and the formation of a PLD. Similar to the Peierls transition or Jahn-Teller effect, the
formation of a CDW/PLD is favoured by strong electron-electron and electron-phonon
coupling.

5.2 The transition-metal dichalcogenide 1T -TiSe2

A particularly interesting TMDC is the compound 1T-TiSe2. It consists of trilayers of
titanium and selenium atoms as shown in Fig. 5.2(a). Within the layers atoms a co-
valently bound while the layers are hold together by Van der Waals forces [238]. The
stacking order of the layers determines the polytype. Compounds of type 1T display oc-
tahedral coordination with a trigonal (T) symmetry and can be described by one unit cell
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along the c axis. On the contrary, the 2H type is trigonal prismatic with hexagonal (H)
symmetry and requires a two unit cell representation [233]. The lattice constants of 1T-
TiSe2 are a = b = (3.540± 0.001) Å and c = (6.008± 0.003) Å [239]. Upon cooling
below the critical temperature of Tc = 200 K, a CDW forms together with a commensu-
rate 2× 2× 2 PLD superstructure shown in Fig. 5.2(b) [240, 241, 242]. The distortion
involves 0.085 Å shifts of titanium atoms and 0.028 Å shifts of selenium atoms within
the respective planes [241]. Alternating layers possess distortions in opposing directions
(black and blue arrows) which leads to a doubling of the unit cell in the c-direction.
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Figure 5.2: Phases of 1T-TiSe2. (a) Crystal structure containing trilayers of titanium and selenium
atoms. Indicated are the inter layer lattice constant c and the smaller intralayer constant a. The
layers held by van der Waals forces create a quasi two-dimensional material. (b) Periodic lattice
distortion. (c) Schematic band structure in the semimetallic high-temperature state. The selenium
4p band at the gamma point slightly overlaps with the titanium 3d level at the M point. (d) Brillouin
zone. The Se band is centered around the gamma point and the Ti bands are located at the M point
at the zone boundaries. (e) Schematic band structure in the low-temperature CDW phase. The
periodic modulation with qCDW leads to a backfolding of the titanium band onto the selenium
band. As a result the selenium band is downshifted and a band gap is formed. (f) The halving of
the Brillouin zone leads to a backfolding of the Ti band on top the Se band.
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The origin of the CDW formation in 1T-TiSe2 is still heavily debated and likely in-
volves both excitonic and electron-phonon coupling mechanism of the Jahn-Teller type.
In the high temperature phase, the band structure shows a semimetalic character [243,
241] as shown in Fig. 5.2(c). The selenium 4p band at the center of the Brillouin zone
[Fig. 5.2(d)] and the titanium 3d band at the zone boundary overlap by < 120 meV. This
small overlap hinders efficient Fermi surface nesting but promotes the formation of ex-
citons due to remarkably strong electron-hole coupling [237]. The momentum mismatch
of qCDW between valance band maximum and conduction band minimum is accounted
for by the PLD. In the low temperature phase, the CDW leads to a backfolding of the
bands such that gamma and M point coincide as depicted in Fig. 5.2(e) and (f) [92]. It
was found that the transferred spectral weight to back-folded bands is exceptionally large
and a comparison to an excitonic insulator model yields good agreement [237, 244]. At
the same time, the Se 4p band downshifts which leads to a band gap opening of 110 meV
at 100 K [245]. In other studies it was concluded that parallel to the formation of an exci-
ton condensate, one conduction band does not participate in the exciton formation which
leads to a conducting state in contrast to excitonic insulator materials [244]. Both, band
folding and band gap opening are clear signatures of the electronic part of the CDW.

In contrast, the Jahn-Teller effect is discussed to explain the CDW formation by short-
ening of the Ti-Se bond length and the subsequent lowering of the Se 4p hole like bands
which reduces the total electronic energy [235, 245]. Strong electron phonon coupling
is evident from the occurrence of the PLD [246, 247]. It is cause by the Kohn anomaly
which is a softening of phonon modes. Upon cooling, the eigenfrequency of the phonon
associated with the PLD is reduced. At the transition temperature a frozen-in phonon with
a frequency of zero is formed. Below Tc, the so called amplitude mode emerges. This
phonon incorporates the same distortions as the frozen-in mode but is centered around the
PLD equilibrium position and not the normal state equilibrium.

With the discovery of a superconducting phase in 1T-TiSe2, the discussion of the CDW
driving forces gained additional momentum. Superconductivity was observed at high
pressure [248] or when intercalating Cu or Pd atoms [249, 250]. The superconductiv-
ity was found to be closely connected to a suppression of the CDW phase and the two
phases are mutually exclusive [250, 248]. Hence, to understand the emergence of super-
conductivity it is essential to study the microscopic mechanisms that stabilize the CDW
phase.
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5.3 Ultrafast charge-density-wave dynamics in 1T -TiSe2

Time-resolved methods have been successfully applied to determine the CDW driving
forces in a variety of materials [20]. By observing the laser triggered CDW melting and re-
formation in real time it is possible to track the microscopic electronic and lattice motions.
Since the melting timescales and the dependencies on the laser fluence are determined
by the microscopic mechanism, time resolved methods are ideally suited to study the
origin of the CDW phase in 1T-TiSe2. Various ultrafast experiments have been performed
to study different time constants in this material such as angle resolved photo electron
spectroscopy (ARPES) [251, 92, 93], x-ray diffraction [252, 253], electron diffraction
[254, 255], THz spectroscopy [256], and transient reflection [252, 257]. The following
section summarizes the findings of previous time-resolved studies with relevance to the
present work.

One of the most interesting properties is the non-thermal melting of the CDW phase
in 1T-TiSe2 by laser excitation. In 2011 Möhr-Vorobeva et al. discovered that the
CDW melting can be driven with ultrashort laser pulses below the thermal energy thresh-
old [252]. Here, the energy supplied by the laser is insufficient to drive the transition
in thermal equilibrium. In conclusion, the photon doping triggers some electronic ki-
netics that drive the system out of the CDW phase. It follows that the melted state is
metastable. This interesting dynamics was investigated in multiple studies by a variety
of probes. The reported threshold fluences are in the 100 µJ/cm2 regime, far below the
typical mJ thermal threshold. It is important to note, that the initial temperature and the
photon energy were found to have a large impact on the melting threshold. Some studies
also observe a decoupling of electronic and structural part of the CDW/PLD. In ultrafast
THz spectroscopy with simultaneous access to electronic and structural degrees of free-
dom, the PLD and CDW respond different to the 12 fs driving laser pulse. At intermediate
fluences, the CDW could be quenched while the PLD persists [256].

Particular promising observables to obtain information on the CDW in connection with
the structural counterpart are coherently excited phonon modes. The optical A1g mode
and the A∗

1g CDW amplitude mode can be driven coherently by laser excitation. The
involved atomic displacements are depicted in Fig. 5.3(a). Both modes are well known
from Raman experiments [242, 257, 258] shown as an example in Fig. 5.3(b). Here,
the optical A1g mode at 6 THz and the Eg mode at 4.2 THz are found in the normal
semimetallic state as well as in the CDW phase. Interestingly, the A∗

1g mode at 3.5 THz
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and the E∗
g mode at 2 THz are only found below the CDW phase transition temperature. In

transient reflectivity studies [Fig. 5.3(c)] the A∗
1g and the A1g phonon are identified from

oscillations of the time dependent signal [257]. Again, a nonthermal threshold was found
at which the signal transitions from the amplitude mode to the optical mode. Thereby, the
amplitude mode can only be detected below a threshold of 60 µJ/cm2. The loss of the
amplitude-mode signal in transient reflection data hints at a complete suppression of the
PLD or a loss of the coherent phonon excitation [257].

Furthermore, the amplitude mode can also be measured in ARPES experiments [251]
and was assigned to a displacive excitation mechanism. It has been shown that the top
of the valance band possesses binding character while the bottom of the conduction band
is antibonding [251]. Therefore, the mid infrared laser directly drives the system from
binding to anti binding orbitals which instantaneously changes the potential energy land-
scape of the atoms and triggers phonon oscillations. This result is a strong indicator of the
displacive excitation mechanism, but larger photon energy may involve different lattice
responses, as electron cascade processes govern the initial energy relaxation [93].
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Figure 5.3: Coherently excited phonon modes in 1T-TiSe2. (a) Schematic atomic displacements of
the two coherently excited modes. The A1g optical mode only comprises out-of-plane movements
of the selenium atoms. On the contrary, the A∗

1g mode which is associated with the PLD consists
of in-plane movements of selenium and titanium atoms. (b) Raman data obtained in the CDW
phase (80 K, blue) and the normal phase (300 K, red). (c) Transient reflection data at various
pump fluences. Subfigures (b) and (c) are adapted from Ref. [257] under the Creative Commons
Attribution 4.0 International (CC BY 4.0) license.
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5.3 Ultrafast charge-density-wave dynamics in 1T-TiSe2

Motivated by the suppression of the amplitude mode in transient reflectivity experi-
ments, a bottleneck effect has been proposed in connection with supplementary ARPES
data. It involves the excitation of strongly-coupled modes, which refers to both the am-
plitude and the optical mode, hindering the reestablishment of the CDW state above the
threshold fluence [257]. The out of equilibrium phonons impede the excited carriers from
recombining into excitons and reestablishing the CDW state. Here, the loss of the PLD
superlattice causes an abrupt reduction of the damping of the strongly coupled modes
and an increase in the exciton dissociation rate [257]. This highlights, the importance of
the amplitude mode on the stability of the CDW. However, the involvement of the op-
tical mode on the CDW melting is not clear and it is very challenging to separate both
strongly-coupled modes in transient reflection data.

By combining the information gained from various ultrafast time-resolved studies a
more thorough picture of the CDW melting emerges. The fast non-thermal melting is
believed to be driven by exciton breaking assisted by the structural lattice distortion. This
favours a driving mechanism of a combined excitonic and electron-lattice coupling for
the CDW and the PLD in 1T-TiSe2 [259, 260]. During the first 100 fs the exceptionally
fast suppression of the CDW phase is dominated by the excitonic part via screening of
excited carriers [92, 93, 251]. Time-resolved THz spectroscopy showed that the melted
state possesses a drastically different plasmon pole which signals a changed electronic
screening [256]. Further confirmation of exciton suppression was found in resonant X-ray
diffraction by monitoring a space group forbidden superlattice peak which only appears
if exciton correlations are present [253]. A complementary quantum-mechanical model
of the band structure suggest that excitons and phonons are both necessary to stabilize
the CDW phase in 1T-TiSe2 [259, 251]. However, until now it is not entirely clear how
the electron-phonon coupling relates to the change in the screening responsible for the
exciton breaking.

In this work, chapter 8 focuses on the spectral fingerprints of the A1g optical mode
and the A∗

1g amplitude mode. In particular, the questions regarding their involvement on
the CDW melting, the relaxation of the deposited energy, and the connection to electron-
screening effects will be discussed.
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Chapter 6

Chiral high-harmonic generation and spectroscopy on

solid surfaces using polarization-tailored strong fields

T. Heinrich, M. Taucer, O. Kfir, P. B. Corkum, A. Staudte, C. Ropers and M. Sivis
Nat Commun 12, 3723 (2021)
doi: 10.1038/s41467-021-23999-9, reprinted under (CC BY 4.0) license

Strong-field methods in solids enable new strategies for ultrafast nonlinear spec-
troscopy and provide all-optical insights into the electronic properties of condensed
matter in reciprocal and real space. Additionally, solid-state media offers unprece-
dented possibilities to control high-harmonic generation using modified targets or
tailored excitation fields. Here we merge these important points and demonstrate
circularly-polarized high-harmonic generation with polarization-matched excitation
fields for spectroscopy of chiral electronic properties at surfaces. The sensitivity
of our approach is demonstrated for structural helicity and termination-mediated
ferromagnetic order at the surface of silicon-dioxide and magnesium oxide, respec-
tively. Circularly polarized radiation emanating from a solid sample now allows
to add basic symmetry properties as chirality to the arsenal of strong-field spec-
troscopy in solids. Together with its inherent temporal (femtosecond) resolution and
non-resonant broadband spectrum, the polarization control of high harmonics from
condensed matter can illuminate ultrafast and strong field dynamics of surfaces,
buried layers or thin films.
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Chapter 6 Chiral high-harmonic generation and spectroscopy on solid surfaces [...]

Nonlinear spectroscopy has made a huge leap forward with the proof of high-harmonic
generation (HHG) in condensed matter [138, 101, 261, 262]. Recently, numerous ex-
cellent studies, involving band reconstructions [62], exciton analysis [63], momentum
dependent phases [263, 264, 265] and valence-electron mapping [105] have shed new
light on various solid-state phenomena. At the same time, the functionalization of solid
targets through structural and chemical modifications [143, 266, 267] or nano-confined
and tailored excitation fields [267, 140, 141, 268] has led to unprecedented possibilities
for the controlled generation of high harmonics. The variation of the excitation field’s
polarization, in particular, can provide access to crystal orientation-dependent informa-
tion [68, 69, 70]. When the crystal symmetry is known, the study of phenomena in the
sample can be conducted by combining linearly or circularly polarized excitation with a
polarization analysis of the harmonic emission. Moreover, in such schemes, the genera-
tion of harmonic radiation with elliptical polarization is possible [269, 123, 124]. The use
of nontrivial tailored driving fields can significantly enrich solid-state HHG by provid-
ing a universal control of the high-harmonic polarizations in arbitrary (symmetric) crystal
structures, which is key to efficient generation of circularly polarized radiation and to
symmetry-resolved chiral spectroscopy.

In HHG from atoms and molecules, intricate field symmetries already proved their
important role, including the probing of orbital angular momentum states with symme-
tries across the laser wavefront [270, 271, 272] and symmetries at the level of local elec-
tric fields [273, 274, 275]. Of great interest for crystalline solids are bi-chromatic light
fields with controllable polarization, which can possess discrete rotational symmetries,
and are known from circularly-polarized HHG in gases [121, 66]. In the particular case
of a bi-circular field comprising counter-rotating fundamental wavelength and its sec-
ond harmonic, the rotational symmetry is threefold, and the field’s angular momentum is
imprinted on the generated harmonics. In solids, where the HHG is affected by the crys-
talline symmetry, such tailored excitation fields would allow for a symmetry-sensitive
probing of chiral surface-band features, which is particularly relevant for the study of
correlated electronic systems or magnetic properties.

Here, we demonstrate that bi-chromatic rotational symmetric driving fields [121, 66,
276] probe rotational and chiral symmetries at the surfaces of bulk-insulating crystals via
HHG. In particular, we match a threefold driving field with threefold, fourfold, and sixfold
structures of specific crystal cuts of silicon dioxide (quartz) and magnesium oxide (MgO)
and find a high sensitivity of circularly-polarized HHG in solids to structural helicity
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and surface magnetism. By evaluating the difference in the resonant, i.e., near-band-
edge, absorption between left- and right-circular polarized harmonics we can measure
chirality-mediated band shifts in the respective crystal systems. While chiral band shifts
in quartz(0001) and at the polar MgO(111) oxygen-terminated surface [277] is expected
due to the screw-like structural helicity (P321 space group) [278] and the reconstruction-
mediated ferromagnetism at the polar surface [279, 280], respectively, we also discover a
chiral footprint also on the cubic non-polar surface of MgO(100).

6.1 Results

6.1.1 High-harmonic generation in solids with bi-circular driving fields

In this study single-crystalline quartz and MgO targets are excited under moderate vacuum
conditions (< 10−6 mbar pressure) with bi-circular two-color laser pulses (50 fs pulses
at 1 kHz repetition rate) comprising a circularly-polarized fundamental field at 800 nm
wavelength and a counter-rotating circularly-polarized second harmonic (400 nm wave-
length). The field strengths we used (10.5V nm−1 in quartz and 7.7V nm−1 in MgO)
are comparable to other studies [262, 68] that observed strong-field HHG in these mate-
rials. Figure 6.1a schematically illustrates the experimental setup, where high-harmonic
radiation is generated in reflection geometry from a crystal surface and collected with an
extreme-ultraviolet spectrometer. The driving bi-circular field exhibits a threefold helical
polarization (see Supplementary Fig. 6.6 for details), which we utilized as a spectroscopic
probe via circular HHG. Figure 6.1b depicts this principle, which involves rotational sym-
metry probing by changing the angle θ between the field and the crystal as well as chiral
sensitivity through the circular polarization state of the generated harmonics. A typical
spectrum spanning from the fifth harmonic (7.75 eV photon energy) to the tenth harmonic
(15.5 eV) is shown in Fig. 6.1c for quartz(0001). The spectra for all crystals are shown in
Supplementary Fig. 6.7. The near-perfect suppression of every third harmonic is the selec-
tion rule that corresponds to circular polarization of the unsuppressed harmonics [121, 66]
(see Supplementary section selection rules). More precisely, the circular polarization of
the harmonic orders q = 3n+ 1 (4,7,10, ...) exhibit the same sense of rotation as the
fundamental driving field while the orders q = 3n− 1 (5,8,11, ...) have an opposite po-
larization helicity (see Fig. 6.1a-c). For a harmonic generation in isotropic targets, such
as gases, the radiation symmetries are dominated by the threefold polarization shape of
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Figure 6.1: Chiral high-harmonic generation in solids. a Two-color laser pulses (frequencies
marked ω and 2ω) with perpendicular polarization and adjustable phase delay can be converted to
circularly-polarized fields with opposite helicity using a dichroic quarter-wave plate with the fast-
optical axis set to 45◦ relative to the laser polarization. The superposition yields a bi-circular field
with a three-fold rotation symmetry. The ellipticity and the orientation of the field (see angle θ in
(b)) depend on the quarter-wave plate rotation and the phase delay between the two spectral field
components, respectively. The emitted harmonic radiation is collected with an extreme-ultraviolet
spectrometer. LHC: left-handed circular, RHC: right-handed circular. b Schematic depiction of
the symmetry and chirality probing principle using a bi-circular field for HHG in solids. c, High-
harmonic spectra from quartz(0001) (harmonic orders label with H5 - H10), showing a suppression
of every 3rd harmonic order. The blue and red arrows indicate the helicity of the harmonics.
d Spectrogram for quartz(0001) as a function of the three-fold field rotation angle θ (see also
pictograms), exhibiting a three-fold beating.

the driving bi-circular field. Since threefold and sixfold rotation symmetries inherently
conform to the threefold symmetry of the laser field, the same selection rules apply for
the termination planes of quartz (0001) and MgO(111) (cf. spectrum in Supplementary
Fig. 6.7). Conversely, crystals exhibiting other symmetries, e.g., the fourfold MgO(100),
remove the constraints on the selection rules and lead to a less pronounced suppression
of every third harmonic (see the spectrum in Supplementary Fig. 6.7 and supplementary
information for details on the selection rules). On the other hand, the suppression of ev-
ery third harmonic confirms the threefold symmetry of the driving field, which allows for
the probing of the crystal axes by polarization rotations (see Fig. 6.1b left). The spectro-
gram in Fig. 6.1d shows allowed harmonic orders which peak every 120◦, corresponding
to the P3 point-group of the quartz crystal. We attribute the higher angular sensitivity,
i.e., the stronger modulation of the signal, for increasing harmonic orders to the nonlinear
intensity scaling of the generation process. More specifically, the angular resolution is
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determined by the spatial generation anisotropy of the harmonics (whether in the pertur-
bative or non-perturbative regime) and the particular polarization contrast of the threefold
excitation field (see Fig. 6.6a). While the influence of the underlying mechanism war-
rants further investigation, the observed phase differences between individual harmonics
(cf. H8 and H10 in Fig. 6.1d) already suggest a non-perturbative generation of higher
harmonics [261, 62, 281] in quartz, which could be relevant for the study of diverse solid-
state phenomena [62, 105, 112].

6.1.2 Inversion-symmetry probing

The lack of inversion symmetry of bi-circular fields is particularly relevant for the prob-
ing of material inversions. Figure 6.2 analyzes the rotational dependence of harmonic
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Figure 6.2: Bi-circular and linear po-
larization rotation scans for quartz
and MgO. a-c The yield of the eighth
harmonic order (H8) as a function of
the rotation angle of the threefold field.
d-f Yield of H8 as a function of linear
polarization angle. For MgO, H8 from
linearly polarized drivers is symmetry-
forbidden, hence H9 is presented.

generation driven by bi-circular fields and inversion- symmetric linear-polarized fields
for different crystals. The solid targets quartz(0001), MgO(111) and MgO(100) repre-
sent threefold, sixfold, and fourfold rotational symmetries, respectively. The shown polar
plots of the eighth harmonic intensity (ninth harmonic in MgO for linear polarizations)
are extracted from the spectrograms (see also Supplementary Figs. 6.7 and 6.8). In quartz,
an inversion-symmetry-broken crystal, the bi-circular laser field probes the threefold rota-
tional symmetry and the crystal orientation accurately (Fig. 6.2a). Contrary, a polarization
scan with a linearly-polarized field, which possesses a twofold symmetry, exhibits an am-
biguous sixfold beating (Fig. 6.2d) corresponding to an inversion-symmetrized threefold
rotation. For crystals with sixfold symmetry as MgO(111) (Figs. 6.2b, e) rotating the
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bi-circular or linearly polarized field yields similar sixfold patterns. In the case of the
fourfold MgO(100) (Fig. 6.2c, f), the harmonic emission from the linearly-polarized fun-
damental exhibits the expected, fourfold pattern, while for excitation with the bi-circular
field the signal loses the appearance of its fourfold symmetry. The convolution of the
threefold field and the fourfold crystal should result in a 12-fold signal [282], which is
not resolvable. Since in MgO(111) the angular-dependent emission peaks are narrow
enough to resolve a 12-fold symmetry, we conclude that the MgO(100) is more isotropic.
It may be possible to refine the angular modulation of the harmonic intensity by tuning
the parameters of the driving field, such as the amplitude ratio of fundamental and second
harmonic, which has an influence on the symmetry modulation of the field, as discussed
in "Methods".

6.1.3 Structural and magnetic circular dichroism in solid-state HHG

Chiral electronic properties become apparent when comparing circular HHG for the left
and right helicities of the bi-circular field. We find chiral spectral signatures in quartz and
MgO and attribute those to structural helicity and ferromagnetic order, respectively. The
difference of spectrograms for left and right bi-circular driving fields (see Supplementary
Fig. 6.7) in quartz, shown in Fig. 6.3a, reveals a strong angle-dependent spectral shift of
the seventh harmonic, as outlined in Fig. 6.3c (gray dots). A similar shift of the fifth har-
monic is observed for both crystal cuts of MgO, which is exemplified in Fig. 6.3b, d for
MgO(100). Importantly, regardless of the crystal termination planes in MgO (both 100
and 111, cf. Supplementary Fig.6.9), the spectral shifts are independent of the field rota-
tion angle. In both materials, the harmonic orders exhibiting a spectral shift are located
near the bandgap energy and we refer to these harmonic orders as "on-resonance" in the
following.

Our observations can be explained by circular dichroism, i.e., a helicity-dependent ab-
sorption of generated harmonic radiation. This absorption leads to red- and blue-shifted
on-resonance harmonics having left- and right-circular polarization, respectively (see red
and blue dots in Fig. 6.3e, f). This effect is similar to dichroic absorption measurements
with external sources, how ever here, the probe emanates from the sample itself and is
sensitive to the crystal symmetry. To evaluate the chiral spectral response, we consider
near-band-edge absorption of the opposite circularly-polarized harmonics, with different
helicity-dependent absorption channels in both materials. In quartz, the screw-like crystal
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Figure 6.3: Sensitivity of HHG to structural helicity of quartz and surface-ferromagnetic
order of MgO. a, b Difference signal of two intensity-normalized spectrograms recorded with
opposing helicities of the driving field generated in (a) quartz(0001) and (b) MgO(100). For
single helicity spectrograms cf. Fig. 6.1d and Supplementary Fig. 6.7. c, d Lineouts of the on-
resonance harmonic difference signal in (c) quartz and (d) MgO. The solid lines represent a fit
based on calculations of the circular dichroism (fit parameters are the chiral energy splitting ∆E,
and the effective interaction length δ ). e, f Normalized intensity of right-handed-circularly (blue,
RHC) and left-handed-circularly (red, LHC) polarized harmonics in (e) quartz and (f) MgO. The
solids lines represent the calculated circular dichroism. Lineouts are taken at an angle of θ = 120◦

in the case of quartz and averaged over all angles for MgO.

arrangement possesses a structural chirality (see schematics for the 31 and 32 structure in
Fig. 6.4a), where the two enantiomers exhibit different band structures [278], as qualita-
tively drawn in Fig. 6.4b. Hence, opposing helicities of emitted harmonics probe a differ-
ent band structure in 31 and 32 (see purple arrows in the band diagram in Fig. 6.4b). On
the other hand, in MgO-being an achiral crystal-the surface ferromagnetism dominates the
helicity-selective absorption. Spontaneous symmetry-breaking in the non-stoichiometric
surface reconstructions [277, 280, 283] lead to the formation of a ferromagnetic layer
with a spin-polarized metallic surface [283, 284]. The oxygen termination of the po-
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lar MgO(111) may create a magnetic moment perpendicular at the surface [285], as
schematically depicted in Fig. 6.4c. The band structure for the minority and majority
spin-polarized charge carriers on the surface of MgO(111) is drawn in Fig. 6.4d. The
annotated arrows mark the different absorption for left- and right-circular polarized har-
monics (see purple arrows in Fig. 6.4d). In MgO(100), magnetic ordering may arise from
vacancies and impurities or faceted surface reconstructions [284, 285], while a bulk fer-
romagnetism can be excluded at room temperature [280]. The fifth harmonic is sensitive
to the ferromagnetism at the MgO surface due to its absorption by excitons, allowing for
a penetration depth of only δHHG = 15 nm (ref. [286]). This attenuation length is com-
parable to the electron-hole binding distance dex (about 6 nm in MgO (ref. [287])), which
highlights the significance of these surface-localized excitons in our measured spectra.

In order to reproduce the spectral response in Fig. 6.3, we calculate the helicity-de-
pendent absorption of harmonics with left- and right-circular polarization by consider-
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ing energetically-shifted absorption coefficients k(E ±∆E/2) for quartz [288] and MgO
(ref. [286]). The term ±∆E/2 represents the energy shift for opposite circular polariza-
tions (see Supplementary Fig. 6.10). While in the calculation for quartz we consider the
entire optical penetration depth (see Eq.6.1 in "Methods"), in the case of MgO, we intro-
duce an effective interaction length δ as an additional parameter (see Eq.6.2 in "Methods")
to model a surface sensitivity. We fit the absorption spectra shown in Fig. 6.3e, f to Eq.
(6.1) and (6.2) by varying ∆E (and δ , in the case of MgO), and present the final curve
alongside the difference spectra in Fig. 6.3c, d (solid lines). In both materials, the absorp-
tion model yields significant spectral shifts for the on-resonance harmonic orders while
the other harmonic orders show only intensity differences, similar to what we observe
in Fig. 6.3a, b. This is consistent with the derivative of the absorption coefficient being
largest at the band edge, which justifies the extraction of the band splittings from the
on-resonance harmonic signals. The obtained band splitting values of ∆E = 192 meV in
quartz (maximum, at 215◦ field rotation), ∆E = 364 meV in MgO(100), and ∆E = 395
meV in MgO(111) (average over all field rotation angles), are in good agreement with
the theoretically predicted changes of the band energy [278, 283, 289] (cf. Fig. 6.4b,
d). Furthermore, the obtained interaction length of δ = 4− 7 nm in MgO matches the
expected exciton diameter, which suggests a coupling of the surface-magnetic moment
to exciton states. The intrinsically different origin of the circular dichroism in quartz
and MgO is revealed by the remarkably different dependence of their band splitting on
the field-rotation angle, as shown in Fig. 6.5. In quartz (Fig. 6.5b), the band splitting is
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Figure 6.5: Chirality-mediated
band shifts. a,b Band shifts as
a function of field rotation for
MgO (a) and quartz (b). The
orientation-independent energy
splitting in MgO suggests that
the chirality originates from
spin-polarized surface states.

rotationally anisotropic with a threefold periodicity, indicating a crystal-axis-dependent
band structure [278]. On the other hand, the isotropic band splitting in MgO (Fig. 6.5a)
can be attributed to the ferromagnetic order on the surface [280]. The accuracy in which
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the chiral excitations on the surface explain our observations suggests that further theo-
retical and experimental analysis using tailored strong-fields under consideration of the
energy-dependent emission phases (see Fig. 6.1d) could provide additional microscopic
information on chiral systems, possibly even on the atomic level [105].

6.2 Discussion

In conclusion, we demonstrate a distinct symmetry-dependent chiral sensitivity of high
harmonics generated from bi-circular laser fields near crystal surfaces. We show that the
tailored symmetry and angular momentum of the driving field polarization can be utilized
to generate circularly-polarized harmonic radiation in solids with arbitrary crystal struc-
tures and allow for symmetry-resolved chiral spectroscopy of the generation medium.
Specifically, the harmonic yield depends on the matching between the Lissajous polar-
ization curve and the crystalline axes, which can be harnessed for the detection of in-
version symmetry. The circular polarization of the generated harmonics enables probing
of the crystalline chirality in quartz and ferromagnetism on the surface of MgO. Using
harmonics at the band resonance, we extract the symmetry-resolved energy shearing of
helicity-dependent (quartz) and spin-polarized (MgO) bands with a fitting model incor-
porating a polarization-dependent absorption coefficient. Compared to dichroic absorp-
tion spectroscopy with external light sources, the symmetry-sensitive, local generation as
well as the large bandwidth and wavelength tunability of the harmonics represent clear
advantages. Furthermore, the relaxed requirements on the vacuum conditions and the
sample preparation allow for a wider range of materials to be studied. This is particu-
larly relevant for insulating materials for which chiral spectroscopy on thin-film samples
is possible but challenging with electron-based methods like spin-resolved photoemission
spectroscopy [290, 291] or spin-polarized scanning tunneling microscopy [292, 293, 294]
due to surface charge and surface contamination over time [295]. Besides illustrating
an all-optical scheme for surface-sensitive spectroscopy, our method also facilitates com-
pact, gas-free extreme-ultraviolet light sources for experiments involving ultra-high vac-
uum. Moreover, extending the spectroscopic capabilities of our approach, the inherent
femtosecond pulse duration of the harmonics and the breaking of expected selection rules
imply a powerful, single-shot probe for ultrafast dynamics. In addition to the detection of
global properties such as orientation, chirality, or phase transitions, setting the HHG on a
particular resonance, e.g., in semiconductors [138, 261, 265, 296] or insulators [262, 105],
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will allow to target other surfaces phenomena with the potential of direct or diffractive
imaging [143]. Thus, this work opens a path for detailed ultrafast surface spectroscopy
and microscopy of dielectric and insulating materials.

6.3 Methods

Crystals

In our experiment we use commercially available (MTI crystals), single-crystalline sili-
con dioxide (quartz), and magnesium oxide (MgO) targets with 10 mm x 10 mm lateral
size and 300 µm thickness. The quartz crystal is oriented along the 0001-direction per-
pendicular to the z-plane (space group P3121 or P3221). Two additional MgO crystals
are cut perpendicular to the [111]- and [100]-direction, respectively

The laser system and two-color bi-circularly-polarized driving fields

The laser system used in this study (Coherent Elite amplifier with Vitesse seed oscil-
lator) delivers milli-Joule-level, 50 femtoseconds (FWHM) pulses with 800 nm central
wavelength (see the red spectrum in Supplementary Fig. 6.6b) at a 1 kHz repetition rate.
We are able to control the excitation power with a variable attenuator and the incident
polarization with a half-wave plate.

Bi-circularly-polarized two-color light fields are generated in an in-line MAZEL-TOV
(MAch-ZEhnder-Less for Threefold Optical Virginia spiderwort) apparatus. Supplemen-
tary Fig. 6.1a depicts the setup, which consists of a 40 cm plano-convex lens and a BBO
crystal for the generation of second-harmonic laser pulses with 400 nm wavelength (see
blue spectrum in Supplementary Fig. 6.1b) and a polarization perpendicular to the fun-
damental polarization direction. Two thick horizontally counter-rotational tiltable calcite
plates control the timing (overlap) of the two pulses and a dichroic quarter-wave plate
converts the linear polarized pulses to oppositely circularly polarized fields. This config-
uration allows for the generation of bi-circularly-polarized two-color laser pulses with a
defined relative phase, which leads to a three-fold symmetric field distribution with fixed
orientation in space. Therefore, the quarter-wave plate’s fast optical axis is set to ±45◦

relative to the linearly polarized fundamental where the sign determines the direction of
rotation. A wave plate angle of 0◦ leaves the perpendicular linear-polarizations of the
two pulses unchanged. An additional tiltable thin calcite plate mounted on a rotational
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stage is placed before the quarter-wave plate, in order to fine-tune and scan the relative
phase of the fundamental and the second-harmonic pulses. The phase delay between the
fundamental and the second-harmonic pulses controls the relative rotational orientation
of the three-fold field distribution to the crystal axis (compare angle θ in Fig. 6.1). More
details on the MAZEL-TOV apparatus and the generation principle can be found else-
where [125]. Removing the MAZEL-TOV apparatus and the quarter-wave plate allows
for the use of linearly-polarized laser excitation at the fundamental wavelength, with vari-
able polarization angle via the half-wave plate.

In the experiment the relative power of the second harmonic field to its fundamental
was 6% for the measurements on quartz and 1% in the case of MgO. Considering the
wavelength-dependent focusing of the 800 nm and 400 nm fields, the field amplitude ra-
tios are 1:2 and 1:5 in the quartz and MgO measurements, respectively, which determines
the actual shape to the driving fields in both cases (see Fig: 6.6a). Supplementary fig-
ures 6.6c and d show the three-fold driving Lissajous curves for a field amplitude ratio of
1:2 for right- (c) and left- (d) helical rotation. An altered amplitude ratio has no impact
on the rotational symmetry of the field nor the helicity of emitted harmonic radiation. It
does, however, influence the spatial isotropy, i.e., the degree of angular modulation, of the
field, which has an impact on the angle resolution in polarization scans.

We calculated the driving field under consideration of non-optimal quarter-wave plate
retardance (see Fig. 6.6b). Therefore, we quantify the specified frequency-dependent re-
tardance R(ω) with two linear fits at 400 nm and 800 nm wavelength. Additionally, the
spectrum of the driving pulse was measured and fitted by two Gaussians. Under the as-
sumption of a Fourier limited pulse, we determined the frequency-dependent electric field
F(ω). The time-dependent electric field can be calculated by a Fourier-transformation
F(t) = F

[
F(ω)e(−iR(ω))

]
and is compared to the field generated with a perfect quarter-

wave plate. One optical cycle of the electric field F(t) and its difference ∆F to an undis-
torted two-color field is shown in Supplementary figures 6.6c, d. The total driving field
as well as the difference exhibit a threefold cloverleaf shape. We find that a left- helical
field is accompanied by a right-helical residual component and vice versa (see Fig. 6.6c,
d). As the residual field counter rotates a weak sixfold beating is expected when scanning
the cloverleaf field orientation.
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Vacuum system and extreme-ultraviolet spectrometer

We utilize a high-vacuum system at a base pressure of 1e− 6 mbar for the HHG and
spectral detection of the emitted extreme-ultraviolet radiation. A lens with 40 cm focal
length steers the laser through an optical window into the vacuum chamber. The beam is
than retro-reflected of a dual-band dielectric mirror (Eksma, 052-4080-i0) under nearly
normal incidence (horizontal and vertical incidence angles < 1◦) and focused to a focal
spot size of 120 µm in diameter (full-width at half-maximum) on the target crystal surface.
Due to the reflection geometry of the setup the incident horizontal angle of the laser beam
on the target is 5◦, whereas the vertical incident angle is < 1◦. The generated high-
harmonic radiation is collected with a focusing flat-field spectrometer (McPherson, model
234, grating with 1200 grooves/mm) and recorded with a phosphor-screen microchannel
plate detector using a CCD camera.

High-harmonic spectra and spectrograms

High-harmonic spectra from the three crystal targets are shown in Supplementary Figs. 6.7a-
c. The intensity of high-harmonics generated with the three-fold bi-circular driving field
(red) is compared to the signal generated with a two-color perpendicular-linearly polar-
ized field (blue) to assess the suppression of individual harmonic orders. By measuring
the spectra with bi-circular excitation as a function of the three-fold field rotation θ we ob-
tain the spectrograms, which are presented in Supplementary Figs. 6.7d-f. The spectrally-
integrated signal of the 8th harmonic is used to generate the polar plots in Fig. 6.2a-c.

Helicity-dependent splitting of on-resonant harmonic peaks

The difference spectrograms in Figs. 6.3a, b and Supplementary Fig. 6.9 are determined
from spectrograms, similar to those shown in Supplementary Figs. 6.7d-f, which are
recorded for both helicities of the fundamental. The fifth harmonic generated in both
facets of MgO and the seventh harmonic generated in quartz show a spectral shift which
stems from a chiral response in both materials systems.

We model the effect of a magnetic circular dichroism in MgO and a structural circular
dichroism in quartz via fitting of a helicity-dependent absorption to the observed spectral
shearing of the on-resonant harmonics. Considering an energy splitting ∆E in the ab-
sorption channels for the two polarization states of the harmonics (cf. Figs. 6.4b, d) the
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helicity-dependent attenuation is described by energetically-shifted literature values of the
absorption coefficient k(E ±∆E/2) (Supplementary Fig. 6.10). Here, the signs determine
the circular polarization of the high-harmonic radiation. The respective fifth and seventh
harmonics are close to the resonances in MgO and quartz, such that even small energetic
shifts of k(E) lead to a pronounced change in the absorption of an initial harmonic in-
tensity I0(E). The intensity of shifted harmonics with left- and right-circular polarization
(IL,R(E)) then result from the following two equations for the respective crystal systems:

IQuartz
L,R (E) =

∫
∞

0
I0(E)e−

4π

λ
xk(E±∆E

2 )dx =
λ

4π
I0(E)k−1

(
E ± ∆E

2

)
, (6.1)

IMgO
L,R (E) = I0(E)e−

4π

λ
δk(E±∆E

2 ), (6.2)

where I0 is the initially unshifted harmonic peak and λ is the wavelength of the harmonic.
We used equations (6.1) and (6.2) to calculation the emitted harmonic intensity by esti-
mating I0(E) as the mean of the recorded left- and right-circular polarized spectra. In the
case of quartz, the spectrum was additionally fitted by a gaussian function to compensate
for the saturated signal in the corresponding measurement. A helicity-dependent bulk ef-
fect is expected in quartz harmonics generated from every depth x and weighted by their
chiral absorption contribute to the emitted intensity. Contrary, in MgO we use an addi-
tional fit parameter δ to describe the interaction length in a near-surface region where the
absorption is helicity-dependent. We assume that all generated harmonic radiation passes
this surface near region, neglecting the generation in the layer itself. This is justified since
the major portion of the detected radiation is generated beyond this surface region as can
be approximated by the penetration depth δHHG.

In addition to a chiral material response, we also considered the energy splitting of
excitonic states due to an optical stark effect from the residual field as a possible cause
for shifted high-harmonics. Since changing of the fundamental helicity lead to inver-
sion of all helicities including the residual fields (see Fig. 6.6c, d), we can conclude
that no symmetry-breaking field is present and no stark shift signal is expected in our
case [297, 298]. Linear field components that result from the near-normal incidence of
the bi-circular field on the crystal could lead to a symmetry-broken excitation. However,
under consideration of the Fresnel coefficients, the calculated field values are many orders
of magnitude too low for a significant optical stark effect.
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Data availability

The data that support the finding of this study are available from the corresponding author
upon reasonable request.
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Figure 6.6: Three-fold bi-chromatic driving field. a, Schematic representation of the MAZEL-
TOV apparatus used for generation of the bi-chromatic three-fold driving field. The timing be-
tween fundamental and second harmonic is adjusted to zero by a pair of calcite plates. An addi-
tional calcite plate is used to fine tune the phase and allow tunability of the cloverleaf orientation.
b, Shown are gaussian fits of the measured incident spectrum (red and blue) and the specified re-
tardance of the quarter-wave plate (black). c,d, Lissajous curve of the total three-fold right-helical
(RH) and left-helical (LH) driving field (black) and the residual field (green). ne; optical axis, ω;
fundamental frequency, 2ω second harmonic frequency, Fx,y; electric field components.
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Figure 6.9: Field rotation scans on
MgO(111). Difference signal from
two intensity-normalized phase scans,
recorded with left- and right-helical bi-
circular driving fields, respectively.
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6.4.1 Selection rules for bi-circularly polarized HHG in solids

Harmonic generation is a multi-photon process which can involve many photons of each
light field. Since the emitted photon can only have ±1 unit of angular momentum, and the
two-color light fields used in this study have opposite circular polarizations, the possible
combinations are constrained. In the case of an anisotropic solid, the lattice itself partici-
pates in the process and can give or take angular momentum on a femtosecond timescale,
but only in quantized units given by its rotational symmetry. Allowed processes for har-
monic generation must obey

q−3n = 2lN ±2,
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where q is the order of the emitted harmonic, n is the number of ω-photons, N refers to
the rotational symmetry of the N-fold crystal, l is the number of quanta of angular mo-
mentum contributed by the lattice, and the sign determines the polarization state of the
harmonic. This selection rule is substantially different from the one derived for single
color circular fields [299, 123]. By energy conservation, the number of 2ω-photons must
be m = (q− n)/2. Elementary algebra shows that when N and q are both multiples of
three, there exist no solutions. That is, three- and six-fold materials forbid the production
of harmonics 3, 6, 9, 12, etc. The relevant rotational symmetries in this case refer to rota-
tion about the propagation axis of the light. This yields an explanation for the presence or
absence of a selection rule depending upon the crystal orientation in the case of MgO. Fig-
ure 6.7 shows the high harmonic spectra emitted from the quartz(0001), MgO(111) and
MgO(100) surface for bi-circular (red) polarization. Spectra recorded with perpendicular
polarized linear pulses (blue) serve as a reference experiment. The high harmonic inten-
sity generated by the bi-circular driving field shows near-perfect suppression of H6 and
H9 for quartz(0001) and MgO(111). In the case of MgO(100) a much less pronounced
suppression indicates a lifting of the selection rule by the four-fold rotational symmetry.

6.4.2 Linear polarization scans

For each crystal, we also performed angle-dependent measurements with linearly-polarized,
single-color driving fields. As the 800 nm driving polarization is rotated with respect to
the fixed crystals, we see variations in the harmonic yields (Fig. 6.8 and 6.2d-f). Max-
ima (minima) for each harmonic are indicated by a solid line and a filled (empty) circle.
In these linear polarization scans, quartz(0001) and MgO(111) show a six-fold response,
while MgO(100) appears four-fold, consistent with the respective three-fold, six-fold and
four-fold crystal symmetries. For MgO, figure 6.7b and c, the maxima and minima are
always along high-symmetry directions, although in the case of MgO(111) there is a re-
versal between harmonics 7 and 9. On the other hand, quartz(0001) shows a more com-
plex angle-dependence, with each harmonic maximized along a different direction, as
shown in figure 6.8d. The relative phase of the harmonics has been intensively studied
and applied in various studies[69, 281, 112, 62, 105]. In a real space picture, the phase
is determined by the electron trajectory of the individual harmonics. The more complex
angle-dependence of quartz can likely be attributed to its more complex crystal structure.
For example, the projections of chemical bonds onto the surface, evident in the left panels
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of figure 6.8a-c, are at several non-trivial angles for quartz, compared to the relatively
simple bonding character of MgO.
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High-sensitivity extreme-ultraviolet transient absorption

spectroscopy enabled by machine learning

T. Gutberlet, H.-T. Chang, S. Zayko, M. Sivis and C. Ropers
Optics Express 31, 39757-39764 (2023)
doi: 10.1364/OE.495821, reprinted under the terms of the Optica Open Access Publish-
ing Agreement

We present a novel denoising scheme for spectroscopy experiments employing
broadband light sources and demonstrate its capabilities using transient absorption
measurements with a high-harmonic source. Our scheme relies on measuring the
probe spectra before and after interacting with the sample while capturing corre-
lations between spectral components through machine learning approaches. With
the present setup we achieve up to a tenfold improvement in noise suppression in
XUV transient absorption spectra compared to the conventional pump on/ pump off
referencing method. By utilizing strong spectral correlations in source fluctuations,
the use of an artificial neural network facilitates pixel-wise noise reduction with-
out requiring wavelength calibration of the reference spectrum. Our method can
be adapted to a wide range of experiments and may be particularly advantageous
for low repetition-rate systems, such as free electron lasers as well as laser-driven
plasma and HHG sources. The enhanced sensitivity enables the investigation of sub-
tle electron and lattice dynamics in the weak excitation regime, which is relevant for
studying photovoltaics and photo-induced phase transitions in strongly correlated
materials.
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Table-top optical-extreme-ultraviolet (XUV) transient absorption spectroscopy is a pow-
erful tool to investigate photoinduced electronic and structural dynamics in atoms, molecules,
and solids [108, 35, 72, 300]. In this approach, a sample material is excited by an op-
tical pulse and subsequently probed in reflection or transmission with a time-delayed
XUV pulse produced by high-harmonic generation (HHG). Photons in the XUV spec-
trum can excite core electrons, and thus enable element-specific probing of the optically
induced dynamics with intrinsic attosecond timing precision due to the phase-locked gen-
eration [301]. In addition, the HHG process allows for single isolated attosecond pulses.
These properties enable unprecedented time resolution for the observation of sub-cycle
electron dynamics [108, 109, 110].

Despite its wide range of applications, table-top optical-XUV transient absorption spec-
troscopy has been mainly utilized in the high-pump-fluence regime (>1 mJ/cm2) that
induce large transient signals. This is largely due to the strong nonlinearities in HHG
that greatly amplify fluctuations of the driving laser pulse, leading to a typical noise
floor of 0.1 - 1 mOD in state-of-the-art experiments [192, 57, 193, 50, 194], which
presents a formidable challenge for the observation of small pump-induced XUV ab-
sorbance changes. This far-from-shot-noise-limited sensitivity hinders studies of dynam-
ics in the low-excitation regime, as involved in carrier dynamics in photovoltaics and
electronic and structural phase transitions in solids [107, 6, 252]. For example, in a
solar cell, the excited carrier density by sunlight is typically on the order of 1014-1017

cm−3 [302, 303], whereas the carrier density in a 200 nm thick silicon membrane excited
by 800 nm laser irradiation with fluence of 1 mJ/cm2 exceeds 1018 cm−3 [75].

Substantial efforts have already been made to enhance the signal-to-noise ratio of tran-
sient absorption spectroscopy in the context of HHG sources. The most common method
to trace long-term fluctuations involves a successive recording of pumped and un-pumped
spectra [193, 57]. Additionally, noise reduction is possible by referencing, using the laser
power [304], the spectral regions unaffected by the pump-induced dynamics [192, 305],
or a second spectrum of the XUV pulse before the sample [306, 307]. It is also possible
to use an almost common path referencing by splitting up the XUV beam [308, 309, 310].
However, these approaches typically impose requirements on the sample and experimen-
tal geometry and can not be easily used in a large variety of beam lines. Although ap-
proaches with a second spectrum may also overcome noise due to both long and short
term fluctuations, imperfectly matched spectra can lead to far-from-ideal noise suppres-
sion.
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Figure 7.1: (a) Experimental setup for extreme ultraviolet transient absorption spectroscopy with
a reference spectrum. (b) Comparison of different referencing algorithms. (c) Scheme for ref-
erencing with a neural network, trained on the un-pumped data. The model is applied at every
pump-probe time delay τ . (d) Noise control scheme by comparing pumped and un-pumped signal
(on/off) spectrum without additional reference spectrum.

In this work, we utilize machine learning to find the optimal referencing given an im-
perfect reference spectrum. Linear and polynomial regression and a neural network model
are evaluated for signal enhancement of experimental XUV transient absorption spectra.
In experiments with a 60 nm thick 1T-TiSe2 sample at low fluences (0.66 mJ/cm2), we
find that a three-layer neural network surpasses all other methods and enables studies of
coherent lattice vibrations and a phase transition in this material [311]. Moreover, we
exploit the capability of performing a pixel-wise referencing with sub harmonic spectral
resolution using the neural network.

The experimental setup is illustrated in Fig. 7.1(a). We investigate a 1T-TiSe2 sample
with XUV pulses produced by HHG with a 2 mJ, 35-fs-duration, 800-nm-wavelength
driving pulse and its second harmonic from a Ti:sapphire laser operating at 1 kHz repe-
tition rate with 0.28 % RMS shot-to-shot stability. A second femtosecond optical pump
pulse at 2 µm wavelength produced by optical parametric amplification from the same
laser system is used to excite the sample. We employ discrete harmonics that are even
and odd multiples of the 1.55 eV fundamental photon energy and fluctuate by 4 % RMS.
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The total flux exceeds 6 x 109 photons/s/harmonic for 38 nm wavelength at the source. In
contrast to conventional XUV absorption experiments scheme [57] where the XUV beam
is focused onto the sample with a toroidal mirror, here the focusing mirror before the sam-
ple is replaced by a toroidal grating (Grating 1) and the first-order diffracted XUV beam
from the grating is taken as the reference spectrum. The zeroth-order beam probes the
sample and is dispersed by a second grating producing the signal spectrum. The signal
and the reference XUV beam illuminate the upper and lower half of a charged-coupled
device (CCD, 1024 × 255 pixels), respectively. By recording the reference beam intensity
Ire f , the noise of each acquisition of the signal spectrum Isig may be directly compensated.
However, noise originating from the beam path after the reference grating such as vibra-
tions of the sample cannot be accounted for. Transient absorption experiments measure
the change of absorbance ∆A = − log10(Isig/I0), defined as the logarithm of the pumped
signal spectrum normalized by I0 which corresponds to the transmitted probe spectrum
without the pump. The time-dependent information of Isig is obtained by varying the
delay τ between pump and probe pulse.

Most experiments use successive recording of pumped and unpumped (on/off) signal
spectra (I0 corresponds to a subsequently acquired signal spectrum without the pump) to
trace fluctuations on timescales exceeding the camera acquisition time (see Fig. 7.1(d)).
However, noise originating from fluctuations on the acquisition timescale can only be
fully suppressed if I0 and Isig are known simultaneously. In a two-spectrometer config-
uration, the normalization spectrum I0 can be calculated by the simultaneously acquired
reference spectrum I0 = F(Ire f ). Here, F is a function that relates the reference spectrum
with the unpumped sample absorption.

In its simplest form, F merely contains the averaged ratio between the intensity of the
unpumped signal and reference spectrum (direct referencing):

F(λ , Ire f ) = Ire f (λ )×⟨Isig(λ )/Ire f (λ )⟩, (7.1)

with λ denoting the wavelength.In practice, however, the signal and reference beams may
be subjected to different noise levels which prevents successful signal extraction. For ex-
ample, the reference and signal beams may vary drastically in intensity and spectral purity
induced by the differences in optics and path lengths between the two beams. Further-
more, the two spectra may cover different spectral regions due to their respective beam
paths and it can be very challenging to precisely calibrate CCD pixels and corresponding
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wavelength for both spectra at the same time. To address these issues, machine learning,
which is capable of learning intensity relations between different wavelengths [192, 305],
is utilized to establish the pixel-wise relationship between the signal and reference spec-
trum. The model function F is trained by 58240 sets (80%) of data to learn the relation
between I0 and Ire f . The training data is acquired without optical pump. The efficacy of
the models are tested by another 14560 sets (20%) of unpumped data. In the following,
we introduce three different machine learning models: linear and polynomial regression,
and a three-layer neural network. The performance of the three approaches are evaluated
by comparing their mean squared error to direct referencing and on/off referencing using
the same dataset (Fig. 7.1(b)). Due to the discrete nature of the harmonics in our experi-
ment and the described problems for direct and on/off approaches, we use the individual
harmonics (7 in the reference and 15 in the signal spectrum) as pixels in the comparison.

In the nonlinear polynomial regression model of degree N, the intensity of I0 at pixel s

is expressed as

I0,s = F(s, Ire f ) = as
0 +

N

∑
k=1

∑
r1,...,rk

as
r1,...,rk

Ire f ,r1 ×·· ·× Ire f ,rk , (7.2)

where indices ri run through all pixels containing the reference beam and as
0 and as

r0,...,rk
’s

are fitting coefficients. The linear regression model uses N = 1 with (7+ 1)× 15 = 120
fitting parameters. As the number of fitting parameters increases exponentially with N,
nonlinear polynomial regression models with different N’s are tested by 5-fold cross val-
idation to avoid over-fitting [312]. Here, 20% of the randomly ordered training data are
permutatively taken out to evaluate the degree of over-fitting. In this data set, over-fitting
sets in at polynomial orders larger than 5 which correspond to 30030 fitting parameters.

The neural network model can be viewed as a further generalization, capable of fitting
an arbitrary, non-polynomial function F(Ire f ) to the data [227]. In the present work,
we employ a three-layer feed-forward neural network (see Fig. 7.1(c)) constructed with
libraries Keras and TensorFlow [313]. The code is available at [314]. In the model,
the number of neurons from hidden layers 1-3 are 250, 100, 70, and 200, 100, 20 for
correlating intensity data of each pixel and each harmonic, respectively. These numbers
have been empirically tested on the presented data and equivalent data sets recorded with
the same setup and slightly changed HHG parameters. Larger models were found to
yield no further accuracy improvements. A rectified-linear-unit activation function [315,
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Figure 7.2: (a) Histograms of optical density difference before time zero for harmonics 25 and
27. (b) Noise levels of the discussed referencing techniques derived by the histogram standard
deviation as a function of the harmonic order. (c) Autocorrelation of the signal spectrum. (d)
Cross-correlation between reference and signal spectrum. Diagonal elements (black line) are used
for direct referencing.

316] was used. The networks of 24435 and 193170 trainable parameters, corresponding
to individual harmonic and pixel wise models, are optimized with stochastic gradient
descent on the mean-squared error with the Adam optimizer [216] and batches of 50 data
points [317]. Training of the larger model by 58240 data sets is achieved in less than three
hours on a personal computer without parallelization, which presents a very moderate
computational cost. In order to avoid over-fitting, the fitting is stopped when the error
minimization of the testing data saturates. The presented architecture of a simple 3 layer
neural network poses a good foundation for a model to describe the connection of signal
and reference spectrum without any prior knowledge. In the future, more sophisticated
designs may be employed to further improve the already great performance and accuracy.

Among the different models, the mean squared error (Fig. 7.1(b)) of the pumped spec-
trum before time zero and a subsequently acquired unpumped spectrum (on/off) is the
largest. Marginal improvements are obtained by direct referencing (Eq. (7.1)) and lin-
ear regression. The polynomial regression method can reach better approximation with
much smaller error, but is still surpassed by the neural network model. This indicates
the importance to account for non-polynomial intensity noise imprinted by the highly
nonlinear HHG process. To further analyze the performance of the different approaches,
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the models are applied to experimental XUV transient absorption data before time zero.
Here, the pump pulse arrives after the XUV probe and we expect the transient absorption
in this material system to be zero. In Fig. 7.2(a) the absorbance change of the 25th and
27th harmonic are compared between the on/off method, direct referencing and the neu-
ral network. The on/off approach shows the largest noise which is given by the standard
deviation of the histograms. Direct referencing improves the noise level, but is highly de-
pendent on the harmonic order. This may result from various effects including clipping of
some intensity and the unequal imaging condition such as optical aberrations, imperfect
simultaneous alignment of both focal planes, and spectral impurity caused by the different
beam paths and optical elements. Significantly better results are achieved with the neural
network yielding similar noise levels at both harmonics.

A comprehensive analysis of the noise level derived from the standard deviations as a
function of harmonic order is presented in Fig. 7.2(b). While the direct referencing im-
proves the on/off approach at almost all wavelengths, the resulting noise strongly varies
between harmonics. Please note that due to geometric constraints, only harmonic 24 to
30 can be recorded in the reference spectrum, limiting the spectral applicability of the
direct referencing. The machine learning approaches which includes linear and polyno-
mial regression and the neural network show significantly better performance with less
deviation over the whole spectral region. We find that the neural network outperforms
the other techniques at almost all orders of harmonics for the presented data. While the
linear regression shows already good results and could be applied as a simpler model, the
difference to the neural network approach is still significant. The results are compared
with the photon shot noise that defines the lower noise limit. At the utilized 200 msec
integration time and 3 MHz readout rate, the dark current of 0.02 counts and the readout
noise of 30 counts are negligible in comparison to the measured signal of > 105 counts per
pixel. The machine learning referencing reduces the noise level significantly and roughly
matches the photon shot noise spectral dependence. The remaining discrepancy is likely
to result form imperfect matching of signal and reference spectrum due to the different
optical elements and beam paths. Furthermore, the spectral region which is not covered
by the reference spectrum is prone to additional error.

To validate the predictive power when the reference and signal spectra do not share the
exact same wavelength ranges, we study the intensity correlation of different harmonic
orders between the unpumped signal and reference spectra. Figures 7.2(c) and 7.2(d)
show the correlation coefficients among harmonics of the signal spectrum and between
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signal and reference spectrum, respectively. Most off-diagonal elements in both correla-
tion maps have > 0.4 magnitude, indicating that the intensities of different harmonics are
strongly correlated by the HHG process. The black line in Fig. 7.2(d) shows components
that are used in direct referencing. As the intensities between different regions of the har-
monic spectrum are highly correlated, it is feasible to predict the signal spectrum using a
reference spectrum with partially overlapped spectral region. In addition, the off diago-
nal components provides additional information, which are used by the linear regression
model. Nonlinear correlations fitted by the polynomial regression and the neural network
model are not captured by the correlation coefficients. In principle, any other correlated
quantity, like laser power, HHG source variables or total XUV intensity could be used for
de-noising with machine learning.

Finally, we demonstrate the signal enhancement capability by showing a pump-probe
trace of the 25th harmonic for on/off, direct and neural network referencing in Fig. 7.3(a).
The 9.4×10−4 OD standard deviation of the spectrum with on/off referencing aligns with
the typical noise level ≈ 1 mOD found in most transient absorption studies [192] and can
be improved by a factor of two with direct referencing. An improvement by more than
one order of magnitude in sensitivity to 9×10−5 OD is achieved with the neural network.
In addition, the neural network model can be applied to obtain a pixel-wise correlation
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between the signal and reference spectra. As most attosecond sources offer a broadband
supercontinuum covering large portions of the XUV region, pixel-wise correlation offers
noise-reduction without the loss of spectral resolution due to binning. Transient absorp-
tion spectra as a function of pump-probe delays and XUV photon energies are compared
in Fig. 7.3(b) and Fig. 7.3(c) between the established on/off approach and the neural net-
work referencing, respectively. For clarity, the spectral regions with low XUV intensities
(owing to the discrete nature of harmonics) are omitted. While the pump induced response
remains at a similar level, the neural network referencing drastically improves the visibil-
ity of the pump probe data. Again one order of magnitude improvement down to roughly
10−4 OD is visible. Note that while polynomial regression can also handle nonlinearities
in the spectral correlation, it is computationally unfeasible to fit single pixel spectra due
to the large number of fit parameters. For example, in the case of a 1024-pixel detector,
1014 fit parameters would be needed to model a polynomial of 5th degree in polynomial
regression.

The feasibility of single pixel referencing renders the neural network algorithm ideally
suited for normalizing the broadband spectra from a wide range of attosecond beam lines.
The reference spectrum can be acquired without wavelength calibration or complete cov-
erage of the signal spectrum. Furthermore, instead of implementing a second spectrum,
any measured quantity which is correlated to the harmonic intensity such as laser power,
total XUV intensity, pulse duration, pulse shape, gas pressure or beam position may be
use as input in the machine learning algorithm. As a side note, the neural network should
always be trained during the data acquisition on the unpumped data such that the model
can accurately capture fluctuations of the HHG source during the measurement. Compar-
ing with the widely used on/off referencing, the neural network method does not require
additional experiment time since pumped data are recorded by default for the on/off ref-
erencing in quick succession to un-pumped spectra. Note that when using a pre-trained
model for noise-reduction of datasets in a different experiment, the performance of the
model may degrade due to differences in HHG parameters.

In summary, we developed an algorithm for optimal noise correction in transient ab-
sorption spectroscopy with a reference spectrum. Thereby, we extend the applications of
data driven algorithms in optics and photonics [318] which already showed great success
in X-ray diffraction and spectroscopy for noise suppression and signal extraction [319].
Among the tested algorithms, the three-layer neural network approach shows the best re-
sult and improves the noise level by an order of magnitude compared to the established
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on/off referencing method. This sensitivity increase opens the field of femtosecond to
attosecond XUV transient absorption spectroscopy in the weak excitation regime such as
photoinduced phase transitions in photovoltaics in operando or strongly correlated ma-
terials like 1T-TiSe2. As the neural network approach utilizes the nonlinear intensity
correlation between different pixels, it does not require wavelength-calibrated reference
spectra, nor does it rely on signal and reference beams covering the same spectral region.
This largely relaxes the conditions for experimental instrumentation and highlights the
wide application of our method to both narrowband and broadband sources in the field of
transient spectroscopy. On a broader scale, the presented combination of referencing with
machine learning may be applied to a large variety of experiments with fluctuating probes
to enhance the sensitivity.
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Chapter 8

Electronic and structural fingerprints of

charge-density-wave excitations in extreme ultraviolet

transient absorption spectroscopy

T. Heinrich, H.-T. Chang, S. Zayko, K. Rossnagel, M. Sivis and C. Ropers
Phys. Rev. X 13, 021033 (2023)
doi: 10.1103/PhysRevX.13.021033, reprinted under (CC BY 4.0) license

Femtosecond core-level transient absorption spectroscopy is utilized to investigate
photoinduced dynamics of the charge density wave in 1T-TiSe2 at the Ti M2,3 edge
(32-50 eV). Photoexcited carriers and phonons are found to primarily induce spec-
tral redshifts of core-level excitations, and a carrier relaxation time and phonon
heating time of approximately 360 fs and 1.0 ps are extracted, respectively. Pro-
nounced oscillations in delay-dependent absorption spectra are assigned to coherent
excitations of the optical A1g phonon (6.0 THz) and the A*

1g charge density wave am-
plitude mode (3.3 THz). By comparing the measured spectra with time-dependent
density functional theory simulations, we determine the directions of the momen-
tary atomic displacements of both coherent modes and estimate their amplitudes.
Interestingly, the spectral fingerprint of the amplitude mode can be associated with
many-body electron screening, strengthening the importance of electron-electron
and simultaneous electron-phonon interaction for the stability of the charge density
wave. In addition, we find that 10% and 13% of the absorbed energy is stored in the
A1g and A*

1g coherent modes, respectively. This work presents a first look on charge
density wave excitations with tabletop core-level transient absorption spectroscopy,
enabling simultaneous access to electronic and lattice excitation and relaxation.
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8.1 Introduction

Electronic processes in quantum materials including superconductors, Mott insulators,
and charge density wave (CDW) compounds encompass a wide range of phenomena
with collective excitations involving coupled electronic, vibrational, and spin dynam-
ics [8, 6, 106, 107]. The layered transition metal dichalcogenide 1T-TiSe2 features CDW
formation below a critical temperature (Tc) of 200 K [241], linked to a periodic lattice
distortion (PLD) in the form of a 2× 2× 2 supercell [240], shown in Fig. 8.1(a). Vari-
ous mechanisms, including Jahn-Teller effects and exciton condensation, were proposed
to explain the CDW formation yet the exact mechanism of CDW formation is still un-
clear and subject of many studies [234, 235, 245, 259, 237, 244, 320, 236]. Recent
experiments on ultrafast nonthermal melting of the CDW in 1T-TiSe2 suggest that the
electronic and vibrational degrees of freedom are strongly coupled in the CDW quench-
ing process [252, 321, 92, 246, 20, 93, 251, 322, 257, 253, 323, 324, 255], and different
timescales of the loss of electronic and structural orders have been observed [256, 254].

To understand such complex photophysical phenomena, simultaneous probing of the
electronic and lattice subsystems in a single experiment is highly beneficial, as it allows
for a study of both degrees of freedom at identical experimental conditions. Core-level
transient absorption spectroscopy, in which the sample is pumped with a femtosecond
optical pulse and subsequently probed by an extreme ultraviolet (XUV) pulse, is ideally
suited for this purpose. This method has been successfully utilized to simultaneously
observe the decay of photoexcited carriers and coherent phonons in MoTe2 [51] and to
disentangle the intricate electron phonon dynamics in graphite [53]. However, up to now,
XUV radiation has not been used to study excitations of CDWs. In this work, we ap-
ply core-level spectroscopy at the Ti M2,3 edge (32-50 eV) to investigate photoinduced
excitations of the CDW in 1T-TiSe2. Thereby, we analyze the transient absorption by
comparing with ab initio simulations conducted with time-dependent density functional
theory (TDDFT). We distinguish the electronic and phonon contributions to the core-level
transient absorption spectra, extract the timescales of hot electron cooling and phonon
heating, separate contributions from different coherent phonon modes by spectral finger-
prints, and identify their corresponding atomic displacements, excitation efficiency, and
dephasing times.
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Figure 8.1: (a) Setup for extreme ultraviolet (XUV) transient absorption spectroscopy, where fluc-
tuations of the high-harmonic generation (HHG) source are tracked with a reference spectrum for
noise reduction. The 1T-TiSe2 specimen consists of layers held by van der Waals (vdW) forces
and shows a charge density wave with an associated periodic lattice distortion. (b) Static absorp-
tion spectrum recorded with a continuous HHG source (purple line) [157]. Time-dependent den-
sity functional theory (TDDFT) calculations under independent particle (IP) approximation (green
line) and with the inclusion of local field effects (red line). The latter qualitatively reproduces the
Ti M2,3-edge (approximately 36.5eV) as well as the many-body absorption peak at 42eV−49eV.
Inset: Titanium M edge originating from transitions of the Ti 3p orbital to empty states in the
valence (VB) and conduction band (CB). (c) Exemplary transient absorption spectrum recorded
with discrete harmonics spaced by 1.55 eV. Relative changes to an unpumped sample are shown
for various time delays of the pump pulse.

The core-level transient absorption experiment is conducted with a 65-nm-thick 1T-
TiSe2 flake on a 30-nm-thick silicon membrane (Appendix 8.5) at a temperature of 110
K. Details of the experimental setup [Fig. 8.1(a)] are described in Appendix 8.5 and
Ref. [325]. In brief, the sample is optically excited by a 40-fs laser pulse centered at
2-µm wavelength and probed by a time-delayed XUV beam covering the spectral range
of 25-50 eV. The XUV radiation is produced through high-harmonic generation (HHG)
driven by 35-fs-long laser pulses (800 nm center wavelength) and their second harmonic
in an Ar-filled gas cell. The two-color field creates both even and odd harmonics of the
fundamental driving beam centered at 1.55 eV. The absorption of the XUV radiation in
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the investigated spectral range is dominated by transitions of the Ti 3p electrons into the
valence shell [Fig. 8.1(b)]. The pump-induced change of the XUV absorbance is defined
as the difference between the absorbance [optical density, OD] with and without optical
excitation (∆OD = ODpumped −ODunpumped). An additional reference spectrum of the
harmonic source is simultaneously collected for noise suppression, which provides an
improved sensitivity beyond 10−4 OD [325] and enables the detection of subtle CDW dy-
namics, as found in 1T-TiSe2 at low pump fluences. More specifically, the investigation
of CDW excitations is largely restricted to fluences below the threshold for nonthermal
CDW melting [254].

Figure 8.1(b) displays a static absorption spectrum of 1T-TiSe2 (purple line), recorded
with a spectrally continuous source [157]. Here, the Ti M2,3-edge exhibits a small peak
with an onset at approximately 36.5 eV and another strong absorption peak centered at
about 47 eV. The absorption below the edge (< 36.5 eV) results from excitations of elec-
trons within the valence shell, which are dominated by the bulk plasmon peak centered at
20 eV [326]. This contribution to the absorption decreases with increasing photon energy
such that only the tail is seen in the XUV spectra below 36 eV. As this spectral region
does not involve excitations of core-level states, it is expected to behave differently from
the M-edge spectrum at energies larger than 36 eV. To understand the Ti M2,3-edge transi-
tions, we compare the measured static spectrum with TDDFT simulations (Appendix 8.5)
in the linear response theory under random phase approximation. The simulated transi-
tions within the independent particle (IP) approximation [Fig. 8.1(b), green line] overlap
with only the approximately 39 eV small peak in the empirical spectrum, whereas the
strong peak at approximately 47 eV is absent. Calculations including local field effects
[Fig. 8.1(b), red line] [155], where many-body interactions in electronic excitations are
partially accounted for, qualitatively reproduce the empirical spectrum. This suggests that
the small peak at the onset of the Ti M2,3-edge (36.5 eV) mainly constitutes single-particle
excitations from the Ti 3p orbitals to the conduction band. In addition, the strong peak at
approximately 47 eV can be identified as a giant resonance [327, 328] comprising tran-
sitions from the Ti 3p levels to the conduction band, accompanied by valence-shell exci-
tations from below to above the Fermi level through configuration interactions. Here, the
local screening to the core electron results in a collective resonance above the core-level
edge in addition to the single-electron transitions. In transition metals and transition-metal
dichalcogenides, it has been found that the many-body resonance is highly sensitive to the
local charge density around the excited atom [156, 329]. To this end, the spectral region
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of the giant resonance at approximately 47 eV is ideally suited to study the charge density
wave dynamics in 1T-TiSe2.

The photoinduced dynamics in 1T-TiSe2 are tracked by recording XUV absorption
spectra as a function of the pump-probe time delay τ [Fig. 8.1(c)]. Because of the discrete
spectrum of the harmonic source (Appendix 8.5) and the weak pump-induced signals
(< 10−3 OD), the spectra are binned to the center of each harmonic peak, separated by
the photon energy of the fundamental driving laser (1.55 eV). At pump-probe overlap
(τ ≈ 0), the absorbance decreases at energies below 35 eV. An increase in absorbance is
observed in both the Ti M2,3 near-edge region (35-39 eV) and at the onset of the many-
body giant resonance (42-45 eV). In between the tail of the lower-energy peak of Ti M2,3

edge (39 eV) and the onset of the giant resonance (42 eV), a decrease in absorbance is
found. At long time delays (τ > 3 ps), an absorbance increase is seen across the entire
spectrum. At time delays up to about 3 ps, oscillations in transient absorption signals are
evident from the 26th to the 31th harmonic [Fig. 8.1(c), right]. In the following sections,
we analyze the transient absorption signals at pump-probe overlap and > 3 ps time delay
(Sec. 8.2.1), discuss the origin of the oscillations (Sec. 8.2.2), and extract the timescales
of the underlying physical processes.

8.2.1 Hot electron dynamics and lattice heating

Transient absorption signals at τ = 50 fs and 3 ps are plotted in Fig. 8.2(a) (dots) for a
pump fluence of 0.66 mJ/cm2. As the energy transfer from the electrons to the lattice
typically occurs on the hundreds of femtoseconds to picosecond timescale [257, 255],
photoexcited carriers are expected to be the main contributor to the transient absorption
signal at 50-fs delay. This time delay is intentionally chosen to show only the effects of
the excited electron system shortly after the laser pulse excitation. In many materials,
photoexcited carriers contribute to a positive core-level transient absorption signal below
the edge and a negative signal above the edge due to holes and electrons below and above
the Fermi level, respectively [57, 58, 59, 60, 51, 61]. However, at the onset of the Ti
M2,3 edge, the transient absorption signal exhibits an increase with energy, contrary to
the expected signal contribution from electronic state blocking. This can be explained by
significant many-body effects affecting the core-level transitions [156, 330, 157].

Previous studies observe an electron-temperature-induced derivative absorption fea-
ture in a variety of materials [51, 331, 332, 60, 156, 330] which is assigned to a band gap
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Figure 8.2: (a) Transient absorption spectra. The energy-dependent response can be modeled
with selective spectral shifts of the static spectrum [Fig. 1 (b)]. To this end, the spectral range is
separated into the pre-edge (< 36.5eV) and extended edge (> 36.5eV) regions. Complementary
TDDFT calculation for elevated electron temperature (green dashed line) shows a similar spectral
change. The spectral width of the harmonics is < 250 meV. (b) Schematic spectral changes in-
duced by electronic heating. (c) Fluence dependence of the extended edge shifts, showing a linear
scaling in support of thermal mechanisms. (d) Temporal dynamics of spectral shifts in the pre-
edge and extended edge region. A double-exponential fit extracts electronic excitation decaying
on approximately 360fs and contributions of the phonon bath that emerge on the picosecond time
scale.

renormalization in semiconductors and chemical potential changes plus changes in elec-
tronic screening in metals. Both effects lead to a shift of the empty final states, which are
overlapped by a broadening of the absorption edge. In addition, the changed electronic
screening may also shift the energy of the core level [333]. In a complex semimetal like
1T-TiSe2, it is nontrivial to assign a specific microscopic mechanism, but all mentioned
effects are well described by a spectral shift plus some broadening of the static absorp-
tion spectrum [330]. We apply such an analysis by first separating the spectrum into two
regions: the region containing the Ti M2,3-edge transitions (>36.5 eV), and the region
mainly contributed by the tail of the bulk plasmon excitation (<36.5 eV, cf. Fig. 1(b)),
which does not include a core-level excitation and is, therefore, not further discussed in
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this work. By applying redshifts of 1.5 and 8 meV to the static absorption spectrum below
and above 36.5 eV, respectively, the resulting spectrum shows reasonable agreement with
the empirical transient absorption data (Fig. 8.2(a) red line and dots). We do not observe
a pronounced broadening of the Ti M edge in 1T-TiSe2. At photon energies of > 44 eV,
the energy cutoff of our HHG light source is reached, which leads to higher noise levels
overshadowing the signal. Therefore, we cannot resolve the small redshift in this spectral
region that is predicted by the simulations.

We compare the measured transient absorption spectrum at 50 fs with TDDFT sim-
ulations to explore whether a hot (quasithermalized) electronic population is consistent
with the observed absorption changes. Figure 8.2(a) (green dashed line) shows the differ-
ence between the core-level absorption spectrum simulated for an electronic temperature
of 1000 and 110 K. Here, the electron temperature is adjusted by the Fermi distribution
in the calculation, and the calculation also accounts for the electron-temperature-induced
band changes described in the previous paragraph. According to fluence-dependent mea-
surements [Fig. 8.2(c)], the behavior of the spectral redshift does not differ below and
above the thermal CDW transition threshold. Therefore, we use the normal state of 1T-
TiSe2 instead of the PLD supercell, as the CDW is not expected to significantly influence
the spectral signature of excited electrons. The fluence-dependent measurements are fur-
ther discussed in a later paragraph. A temperature of 1000 K corresponds to the estimated
electron temperature at the pump fluence of 0.66 mJ/cm2, calculated in the free electron
gas model. The simulation shows good agreement with the experimental spectrum, sug-
gesting that at 50 fs an excited electronic population leads to a redshift qualitatively shown
in Fig. 8.2(b). Notably, the TDDFT calculation is in even better agreement with the data
compared to the simplified spectral shift model.

In contrast to the dominance of photoexcited electrons in the transient absorption spec-
trum at 50-fs time delay, the spectrum at 3-ps delay is expected to be dominated by
the heated phonon bath. An increase in the lattice temperature can influence the XUV
spectrum by thermal expansion [60, 75] and electron-phonon coupling, which was pre-
viously observed to shrink the band gap and also lead to a derivative-shaped absorption
feature [60, 57, 51, 75]. The effect has been analyzed in comparison to the Debye-Waller
effect from electron diffraction data [60], and it was found that at large time delays the
near edge spectral changes can be assigned to the lattice temperature. In this study, we
estimate a lattice and electron temperature of 30 K at equilibrium using the pump flu-
ence (see Appendix C). At this temperature, the expected contribution from the electronic
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temperature increase is only 0.3 meV and can be neglected. Thus the empirical transient
absorption spectrum at 3 ps can be attributed to lattice heating and approximated by a
much larger redshift of the static absorption spectrum. Figure 8.2(a) (blue line and dots)
shows that the transient absorption below 36.5 eV is diminished to almost zero, while
the spectrum above 36.5 eV can be qualitatively described by a 3-meV redshifted static
absorption spectrum. The agreement between the empirical data and energy-shifted static
spectrum degrades in the >40-eV region. This may be explained by the different response
to photoexcitations between the Ti M2,3-edge onset, which is mainly due to one-body
core-level excitations, and the giant resonance at >42 eV, where many-body effects dom-
inate. The absorption in the >40 eV region is therefore expected to be influenced by both
mechanisms. As the fitting only incorporates one spectral shift parameter, the behavior of
the transient absorption signal cannot be properly described here.

To substantiate the relationship between the spectral shifts and electron and lattice tem-
peratures, we conduct fluence-dependent measurements at these two time delays. The
resulting spectral shifts from fitted spectra at >36.5 eV depend linearly on pump fluence
[Fig. 8.2(c)], indicating that the spectral shifts also depend linearly on the electron tem-
perature and phonon populations. Potential nonlinearities induced by the second-order
phase transition at the thermal transition threshold with corresponding pump fluence of
1.8 mJ/cm2 (see Appendix 8.5 for more details) are not observed. This agrees with the
negligible discontinuity of the derivative of the specific heat near the transition thresh-
old [334].In conclusion, the redshift is found to be a good measure of the thermal electron
and phonon excitation. In this regard, it is justified to compare TDDFT calculations that
omit CDW effects. In the temperature and fluence range explored in this study, we find
that the nonlinearities arising from the temperature-dependent electronic and lattice spe-
cific heat are below the experimental sensitivity. The integration of the specific heat [334]
reveals a deviation of less than 5% of the fluence-dependent temperature from a linear
scaling. In addition, calculations at different electron temperatures confirm a linear de-
pendence of the spectral shift on the electron temperature in the relevant fluence regime.
In photoemission studies that offer a more detailed view on the electronic structure, it was
shown that electron-electron scattering leads to a quasiequilibrium within the electron
subsystem at a timescale of 200 fs [93]. In comparison, the spectral redshift is expected to
be less sensitive to the finer details of the carrier distribution but serves as a good measure
for the effective strength of electronic excitation, as indicated by the linear fluence de-
pendence and the TDDFT calculations. As the ab initio simulations of lattice temperature

106



8.2 Results

effects are much more computationally intensive, comparison of simulation and experi-
mentally measured spectra at 3-ps delay is beyond the scope of this work. However, we
show that the spectrum at 3 ps is dominated by the lattice temperature contribution corre-
sponding to a 30-K temperature increase, which is directly related to an increased electron
temperature of 1000 K at 50 fs. Between 50 fs and 3 ps time delays, both electronic and
lattice heating effects are present. Hence, by extracting the spectral shifts at each time
delay, the time-dependent electron and lattice temperature can be qualitatively tracked.
Figure 8.2(d) (red line) displays the fitted spectral shifts of the extended edge region as
a function of the time delay. We fit the time-dependent redshift with two time constants
(dashed lines) for the electronic (Te) and phononic systems (Tb), which corresponds to a
three-temperature model. In this model, a third system may store and exchange energy
with the electrons and the phonon bath. The fitting yields a Te = 0.36± 0.04 ps decay
and a Tb = 1.0±0.3 ps rise, which we assign as the electronic population decay time and
phonon population rise time, respectively. A fit with a single time constant is incapable of
describing the slight increase of the redshift between 1 and 3.3 ps and, more importantly,
yields an unreasonable fast time constant of 280 fs for the lattice system which is expected
to heat up on the 1 ps timescale [255].

8.2.2 Coherent phonon dynamics

The XUV transient absorption spectra exhibit oscillations as a function of the time de-
lay [Fig. 8.1(c), right side] that stem from coherently excited lattice modes. In 1T-
TiSe2, harmonic orders 26 to 31 display oscillations at 3.3 and 6.0THz as shown in
Figs. 8.3(a)&(b), 8.7, and 8.8. From phonon frequencies identified in previous Raman
and optical pump-probe studies [324, 242], the 6- and 3.3-THz oscillations are assigned
to the A1g optical mode and the A∗

1g CDW amplitude mode, respectively.

The optical mode consists of purely out-of-plane oscillations of all selenium atoms.
In contrast, the amplitude mode, which involves the coherent oscillation of the PLD,
comprises in-plane movements of both Ti and Se atoms. For comparison, the eigenvectors
of these modes are depicted in Fig. 8.3(c). As the amplitude mode is found only in the
PLD-ordered state below the critical temperature [242], a loss of its signal is interpreted
as a partial suppression of the PLD order [324]. In this study, we observe a corresponding
suppression of the amplitude mode by increasing the pump fluence from F = 260 µJ/cm2

to F = 660 µJ/cm2. At the higher fluence, the 3.3-THz signature is no longer discernible
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Figure 8.3: (a) Selected transient absorption traces of 1T-TiSe2. Pump-probe traces are recorded
for F = 260 µJ/cm2 and F = 660 µJ/cm2 at 110K in the CDW phase. The sign of ∆OD is re-
lated to the direction of lattice displacement (see TDDFT calculations) and allows for assigning
the displacements from the PLD to the high temperature, normal metallic (NM) state of 1T-TiSe2
for positive absorption changes at harmonic 30. (b) Fourier spectra of pump-probe traces. The
observed 6 and 3THz oscillations are attributed to the A1g optical mode and the A1g

∗ amplitude
mode of 1T-TiSe2. The optical mode is largely independent of the pump fluence while the signa-
ture of the amplitude mode is suppressed at large excitation. (c) Schematic sketch of the phonon
mode spectral fingerprints. The optical and the amplitude mode can be assigned to a characteristic
change in the spectrum which are qualitatively illustrated here. (d) Spectral change of the A1g dis-
placement calculated by TDDFT compared to the initial oscillation amplitude in the pump-probe
traces. (e) The same as (d) but for the A1g

∗ amplitude mode.

[HH 30, Figs. 8.3(a)&(b)], whereas the optical mode amplitude is largely unaffected.

Interestingly, the spectral changes induced by the two phonon modes are energy sep-
arated, and these spectral fingerprints are schematically drawn in Fig. 8.3(c). From the
lineouts shown in Figs. 8.3(a) and 8.7 as well as their Fourier components displayed in
Figs. 8.3(b) and 8.8, we identify three spectral regions with different contributions to the
transient absorption signal. First, at photon energies below 38.7 eV (HH 25, green), no
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coherent oscillations are visible. Between 40.3 and 45 eV (red), the transient absorption
spectra are dominated by the 6-THz oscillations assigned to the A1g optical mode. Finally,
the 3.3-THz oscillations corresponding to the amplitude mode appears only above 45 eV
(blue).

The spectral fingerprints of the observed oscillations are further analyzed by direct
comparison with TDDFT calculations. Here, the spectra are computed for small atomic
displacements along the phonon eigenmodes predicted by DFT simulations [335], which
are schematically shown as black arrows in Fig. 8.3(c). By comparing the spectra to the
absorption of an undistorted lattice, the expected change in the optical density is calcu-
lated (see Appendix 8.5 for more information). In Figs. 8.3(d) and 8.3(e), the calculated
OD change is compared to the experimentally observed oscillation amplitude near time
zero. The spectral fingerprints are well reproduced by the DFT model. The simulated
∆OD for the amplitude mode shows a maximum amplitude at the 31st harmonic and a
smaller response at the 30th and 29th harmonic. A very different spectral response at har-
monics 26-29 is observed for the optical mode. Here, the sign reversal between harmonics
26 and 27, which can also be seen by comparing HH 26 and HH 28 in Fig. 8.3(a), is faith-
fully reproduced by the calculations. At larger photon energies, the optical mode signal
can no longer be clearly distinguished from the noise level despite being predicted by the
simulations. This is due to the increased noise at the cutoff wavelength of our light source.
Thus, potential signatures of the optical mode that could be seen in the Fourier spectra at
harmonics 30 and 31 in Figs. 8.3(b) and 8.8 are not included in the above discussion.

With the link to real-space coordinates provided by the TDDFT calculations, the direc-
tion of the atomic movements related to positive or negative absorption changes can be un-
ambiguously identified. For the amplitude mode, positive absorption changes correspond
to an atomic movement from the PLD toward the high-temperature, normal (semi)metallic
(NM) phase. In the case of the optical mode, a positive transient absorption of harmonics
27-29 is indicative of a contraction movement like shown in Fig. 8.3(c).

Besides the qualitative agreement, a comparison of TDDFT data to the experiment al-
lows us to quantify the initial amplitude of the coherent oscillations. For the optical mode,
the experimental absorption change is reproduced by Se atoms displaced by 0.0075 Å,
and for the amplitude mode by reducing the PLD by 30% (0.0084 Å for Se atoms and
0.0255 Å for Ti atoms). The energy stored in the modes can, thus, be estimated from the
real-space displacements and the phonon frequencies. Under the assumption of a homo-
geneous excitation over the entire sample region probed, stored energies per normal-phase
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unit cell (u.c.) of 0.65 and 0.8meV/u.c. are obtained for the optical and amplitude mode
near time zero, respectively (Appendix 8.5). These values represent a significant fraction
of the 260 µJ/cm2 pump fluence, which translates to an absorbed energy of 6meV/u.c.
(Appendix 8.5). Interestingly, at the larger fluence of 660 µJ/cm2 the amplitude of the
optical mode excitation remains largely unchanged compared to the low-fluence data, im-
plying that the efficiency of phonon excitation is nonlinear. This is further discussed in
Sec. 8.3.

In order to obtain meaningful damping times of the coherent modes, we use a global
fit that simultaneously fits a single oscillation with a frequency f and a common damping
Tp to multiple harmonics (see Appendix 8.5 for details). Here, we use all harmonics that
display either the optical or the amplitude mode to extract the intrinsic phonon dephasing
times. Resulting fits are shown as solid lines in Figs. 8.3(a) and 8.7, and details of the
fit parameters are described in Appendix 8.5. The optical mode shows a dephasing time
of Tp = 1.3± 0.5 ps and Tp = 1.0± 0.2 ps for the 260 and the 660 µJ/cm2 fluence mea-
surement, respectively. For the amplitude mode we extract a damping of Tp = 0.6± 0.2
ps. We find that the obtained time constants of both phonon modes are in good agreement
with previous studies [257]. In the global fit model, we exclude harmonic 26 from the
global fit of the optical mode as the phonon signature at this harmonic is strongly affected
by the electron and lattice-induced redshift [Fig. 8.2(a)]. This leads to the seemingly stark
difference between the strong damping of harmonic 28 and the weaker damping of har-
monic 26 as shown in Fig. 8.3(a). We discuss the influence of the redshift on the measured
damping times in more detail in Appendix 8.5 and Fig. 8.6.

While harmonic 30 does not show any contribution of an elevated electron temperature
at the larger fluence of 660 µJ/cm2, the oscillation of the amplitude mode is found to be
displaced to positive optical density changes within the first picosecond at 260 µJ/cm2 ex-
citation [black line in Fig. 8.3(a)]. A similar behavior of an additional positive absorption
change is visible at harmonic 29 in Fig. 8.7. We assign this component to an additional
displaced atomic position. This short-lived positive absorption change can be associ-
ated with a mean displacement of the amplitude mode from the PLD state toward the
high-temperature NM phase, in accordance with the TDDFT calculations. Such transient
oscillation around a new equilibrium position may be associated to a displacive excitation
mechanism that is expected for the amplitude mode in 1T-TiSe2 [253, 251]. However,
usually the oscillation of displacive excitation occurs around a new equilibrium position
and relaxes on larger timescales.
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8.3 Discussion

In this study, we spectrally separate coherent excitations of the A∗
1g amplitude mode and

the simultaneously excited A1g optical mode in 1T-TiSe2. We find that only the ampli-
tude mode is suppressed above a certain threshold fluence in agreement with the previ-
ously reported nonthermal CDW suppression [253, 252, 254, 256]. For better compar-
ison to previous experiments, the incident fluences used in this work (F = 260 µJ/cm2

and F = 660 µJ/cm2) are converted to deposited energy per unit cell (u.c.) (see Ap-
pendix 8.5) resulting in 6 and 15meV/u.c., respectively. At the lower excitation density of
6meV/u.c., the amplitude mode is well visible and suppressed at 15meV/u.c. deposited
energy. Considering the stark differences in the experimental setup, sample, temperature,
and pump wavelength, this threshold is still in reasonable agreement with the previously
reported threshold value of 4meV/u.c. [257]. Since the nonthermal melting of the CDW
strongly depends on the exact electron excitation mechanism, different excitation config-
urations and especially different pump wavelengths lead to deviating threshold fluences.
In conclusion, a comparison of absolute fluences and microscopic mechanisms between
two separate experiments is often challenging. This highlights the value of simultaneous
observations on electronic and phononic subsystems by the same probe, which facilitate
a direct comparison. As the amplitude mode exists only in the PLD-ordered state, its sup-
pression is a clear indication of a loss of PLD order. We estimate a temperature increase
of approximately 30 K for the fluence of 0.66 mJ/cm2, which is insufficient to drive the
system above the transition temperature of 200 K. Nevertheless, this fluence still leads
to a suppression of the PLD as indicated by the vanishing of the amplitude mode. Var-
ious mechanisms have been proposed to describe this nonthermal melting of 1T-TiSe2,
ranging from exciton breaking to a loss of 3D coherence [253, 252, 254, 256].

To gain more insights into the mechanism of CDW excitations in 1T-TiSe2, understand-
ing the photoinduced dynamics and the interplay of the electronic and phononic systems
is of great importance. The spectral redshift is found to qualitatively track electronic and
lattice heating. An effect of the CDW or PLD melting on the spectral shift is not observed.
This is confirmed by the linear fluence dependence, shown at 50 fs and 3 ps pump-probe
delays in Fig. 8.2. Additionally, we find that the signal from the optical mode persists
independent of the fluence, and we do not observe any direct involvement of the optical
mode on the quenching of the CDW or PLD state. The observed nonlinear dependence of
the excitation efficiency on the fluence is consistent with previous work. A sublinear scal-

111



Chapter 8 Electronic and structural fingerprints of charge-density-wave excitations in [...]

ing has been reported above the threshold [257], and our work extends this observation
to lower fluences. A possible mechanism could be the indirect influence of the nonlin-
early excited electronic system which determines the excitation efficiency of the phonon
mode. While the optical mode’s spectral fingerprint resides near the absorption edge, the
spectral region of the amplitude mode coincides with the many-body absorption peak. As
the many-body resonance results from local dynamic screening effects, we find strong
evidence of a coupling of the amplitude mode to a perturbation of the electronic screen-
ing and cooperative electron motion [328, 186]. Specifically, coherent excitations of the
amplitude mode, associated with the PLD, lead to an altered electronic screening at the
Ti atoms, which is reflected by the spectral changes in the many-body peak. This result
supports an interplay of electron-electron interactions and electron-phonon coupling for
the CDW stability in light of the ongoing discussion regarding the CDW driving mech-
anism in 1T-TiSe2 [234, 235, 245, 259, 237, 244, 320, 236]. Conversely, a perturbed
electron-electron correlation may be one cause of the amplitude mode excitation. How-
ever, it should be noted that while our results provide important insights into the interplay
between electron-electron interactions and electron-phonon coupling in the stability of
the CDW in 1T-TiSe2, a complete understanding of the relative contributions of excitonic
and electron-phonon coupling mechanisms to the CDW transition requires further inves-
tigation. Therefore, future studies should aim to explore the exact nature of the excitonic
or electron-phonon coupling and their roles in the CDW transition of 1T-TiSe2. Addi-
tionally, we find weak implications of a displacive phonon excitation. It describes the
mechanism of an instantaneous change in the atomic potential landscape after electronic
excitation, which leads to a motion toward a new equilibrium structure. The cosine phase
that is often used as indication of displacive excitation cannot be applied in this study, as
such phase assignments are beyond the sensitivity of our probe. However, we observe that
the optically excited electronic system drives the atoms toward the normal metallic state.
For displacive excitations the system oscillates around the new equilibrium position be-
fore slowly relaxing back [25]. In this study, we find a very weak displacement toward the
normal metallic state of 1T-TiSe2 which decays within the first picosecond. Such a fast
relaxation is unusual for displacive excitation and may hint at a more complex excitation
pathway that warrants further investigation.

At larger timescales in the picosecond regime, energy transfer between the phonon
modes drastically influences the dynamics. Both the optical mode and the amplitude
mode are strongly excited and transiently store a significant fraction of the excitation
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energy, which is redistributed on their respective damping timescales. We find that 11%
of the 6meV/u.c. excitation (F = 260 µJ/cm2) are initially deposited in the optical mode
while 14% are transferred to the amplitude mode. The effect of transient energy storage in
the phonon modes can be seen when comparing the extracted timescales. The lattice heats
up significantly slower on the 1 ps timescale compared to the cooling of the electronic
system, which occurs on roughly 360 fs. In this regard, we find evidence of a bottleneck
effect that hinders the heating of the lattice due to the transient energy which is stored
in hot phonon modes. After laser irradiation, coherent modulations of the A1g and A∗

1g

modes are triggered together with electronic excitation. The electron subsystem relaxes
on the approximately 300 fs timescale while further exciting incoherent populations of
strongly coupled phonon modes [257], to which the A1g and the A∗

1g mode also belong.
These hot phonons store a significant amount of energy that is redistributed on a timescale
close to or larger than the 1-ps dephasing time measured in this study.

8.4 Conclusion

In this work, we use high-sensitivity transient absorption spectroscopy with a HHG source
to investigate and distinguish various electronic and lattice contributions of the weakly
excited CDW in 1T-TiSe2. Thereby, we paid particular attention to the coherently ex-
cited phonon modes. The out-of-plane A1g optical phonon can be separated from the
A1g

∗ amplitude mode, as each mode hosts a specific spectral fingerprint. We find that
the amplitude mode signature is rooted in the many-body absorption peak of the static
absorption spectrum indicating that an excited A1g

∗ mode strongly changes the local elec-
tron screening. These results closely link the CDW amplitude mode to the many-body
screening which is dominated by the local electron density around the Ti core. In a re-
ciprocal manner, a perturbation of the electron-electron correlation may, therefore, be the
cause of the amplitude mode excitation. Using TDDFT, the spectral fingerprints can be
reproduced and linked to real-space lattice displacements. With the knowledge of dis-
placements and frequencies, the deposited energies and the excitation efficiencies of the
two modes are thus estimated. In this work, the unique sensitivity of XUV absorption
spectroscopy allows us to simultaneously measure the excitation efficiency of the A1g

out-of-plane oscillations and the A∗
1g in-plane CDW mode. Complementary analysis of

spectral shifts enables simultaneous extraction of the timescales of electronic cooling and
phonon-bath heating on the same dataset. This allows us to obtain a more refined picture
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of the energy relaxation in 1T-TiSe2, where the heating of the lattice is delayed due to
excitations of strongly coupled hot phonons.

This work exemplifies the potential of high-sensitivity transient absorption spectroscopy
for the investigation of quantum materials by simultaneously probing electronic and lat-
tice degrees of freedom. A simultaneous sensitivity to the presented degrees of freedom
by other means is extremely challenging. In future experiments, our approach may be
combined with spectrally continuous sources to enable simultaneous access to coherent
phonon dynamics and detailed information on electron and hole interactions on attosec-
ond timescales [332]. The extracted spectral fingerprints of the phonon modes may prove
valuable in further experiments, such as imaging with high-harmonic sources. In addition,
the presented approach may be applied to a variety of phenomena with strongly coupled
dynamics of electronic and lattice systems like CDW formation, metal-to-insulator tran-
sitions and superconductivity.
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Sample preparation

This study uses 1T-TiSe2 flakes grown by chemical vapor transport [336] and cut to
L = 65nm thickness at lateral sizes of approximately 300 µm by ultramicrotomy. The
flakes are positioned on a commercial TEM membrane of 30-nm-thick nanocrystalline,
porous silicon (SiMPore) consisting of eight 100x100 µm and one 350 µmx100 µm win-
dows. By aligning the sample with the windows, some are fully covered while others re-
main empty to allow for absolute transmission measurements compared to the pure silicon
transmission. A schematic sample is depicted in Fig. 8.4(a).
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Figure 8.4: (a) Schematic of nine window Si membrane apertures and a 1T-TiSe2 flake positioned
on top. (b) & (c) Transmitted intensity of pump and probe beam used for spatial overlapping of
both beams. (d) Intensity autocorrelation of the pump pulse recorded by two-photon absorption.
(e) & (f) Knife-edge (KE) measurements of pump and probe beam and estimated Gaussian beam
profile.

Transient absorption setup

Infrared-pump XUV-probe core-level transient absorption measurements are carried out
with a tabletop high-harmonic source [Figs. 8.1(a) and 8.5]. It is driven by a 1-kHz
Ti:sapphire 35-fs laser amplifier with a central wavelength of 800nm and generates XUV
radiation with spectral range of 25-50 eV in an Ar-filled gas cell. The high-harmonic
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spectrum comprises peaks with 1.55eV spacing, achieved by a bicolor laser excitation
scheme [125]. It consists of a β -barium borate (BBO) crystal to generate the second
harmonic and two calcite plates to adjust the temporal overlap with respect to the funda-
mental pulse. The sample is excited by a 2-µm laser pulse with 40-fs pulse duration and
an incidence angle of 5◦ generated in an optical parametric amplifier (OPA). The wave-
length is chosen to achieve a homogeneous absorption profile in the depth of the sample.
Our setup consists of two toroidal gratings that spectrally disperse the XUV beam before
the sample and after transmission through the sample. The two spectra, referred to as
the reference and signal spectrum, are simultaneously detected on a charge-coupled de-
vice (CCD) camera. In combination with feed-forward neural network fitting [325], this
procedure achieves a sensitivity of < 10−4 OD. Pump-probe traces are recorded with al-
ternating pumped and unpumped frames and randomly distributed timing delays, to avoid
systematic drifts in time. By evaluating the spot sizes on the detector, we estimate a spec-
tral width of approximately 250 meV (FWHM) for the harmonics as an upper limit, given
the aberration broadening of the optical system.

Spatial overlap of pump and probe beams is achieved by scanning the sample in the
focal plane and obtaining the position of the pump and probe beams through maps of
the transmitted intensity. Two example transmission maps are shown in Figs. 8.4(b)
and 8.4(c). The integrated CCD counts and photocurrent of an additional infrared photo-
diode placed in the transmitted pump beam path measure the transmittance. In addition,
these scans can be used for knife-edge measurements to estimate the probe and pump
beam sizes on the sample as shown in Figs. 8.4(e) and 8.4(f). The spot profiles are ana-
lyzed by Gaussian fits to estimate spot diameters of dpump = 113 µm and dprobe = 15 µm
for pump and probe beam at full width at half maximum (FWHM), respectively. These
dimensions are chosen such that the probe can be positioned well within the 100 µm win-
dows while ensuring homogeneous excitation by the pump beam.

To estimate the temporal resolution, the pump and probe pulse durations and the wave-
front tilt originating from the noncollinear excitation are considered. By utilizing two-
photon photoabsorption in a conventional silicon diode, intensity autocorrelation is per-
formed on the 2-µm pump pulse. An autocorrelation width of τa.c. = 56fs is extracted
by fitting a Gaussian pulse shape as shown in Fig. 8.4(d). The resulting pulse length of
τpump = τa.c./

√
2= 40fs is significantly larger than the expected τXUV ≈ 10fs pulse length

of the XUV beam [337]. An additional contribution stems from the 5◦ pulse front tilt be-
tween pump and probe pulses. This additional temporal shear over the probed length
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Figure 8.5: Schematic of the transient absorption setup.

of d = 15 µm can be computed by τtilt = dprobe × sin(5◦)/c (c is the speed of light) and
is found to be 4.5fs. The combined temporal resolution is governed by the pump pulse
width and is estimated to be 41fs by convolution.

Absorbed energy

With the assumption of a Gaussian spot profile and nearly collinear excitation, the incident
fluence is calculated as

F = P/( f × r2
pump ×π) . (8.1)

Here, the 1/e radius of the pump pulse rpump = dpump/[2
√

ln(2)], the laser repetition rate
f , and the measured pump power P are used. Furthermore, the absorbed fluence can be
estimated by subtracting reflected and transmitted portions for samples of length L:

Fabs = F × (1−R)× [1− e−L/δ × (1−R)]. (8.2)

From the literature, a reflectivity of R = 60% (Ref. [338]) and an absorption length of
δ = 41nm (Ref. [338]) are used for the 2 µm pump wavelength. To obtain an accurate
measure of the excitation density the absorbed fluence is converted to deposited energy
per Ti atom (normal state unit cell) by:

Eu.c. = Fabs/(L×ρ) , (8.3)
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with the atomic density ρ = 1.536× 1022 u.c./cm3 (Ref. [239]). However, for reflection
studies on bulk samples, the formalism needs to be adjusted. Specifically, the length L is
set to half of the probe attenuation depth, and a second reflection is omitted. Table 8.1
compares the incident fluence and absorbed energy of this work to selected literature val-
ues. Under the assumption of homogeneous excitation and full equilibration, the expected
temperature increase due to laser excitation is calculated by integrating the known heat
capacity [334]. For the temperature increase from 110 K to the equilibrium phase tran-
sition temperature of 200 K, we find a fluence of 1.8 mJ/cm2. By contrast, the fluence
of 660 µJ/cm2 leads to a temperature increase of roughly 30 K, which cannot drive the
CDW melting through a thermal mechanism.

Dataset Fluence F (µJ/cm2) Energy Eu.c. (meV)
This work 260, 660 5.9, 15.0

Hedeyat et al. [257] 62 4.0

Table 8.1: Excitation fluences and deposited energy per unit cell normalized to the probed sample
volume.

A significant portion of the absorbed energy is initially stored in the coherently excited
phonon modes A1g

∗ and A1g. From the TDDFT calculation, the maximal elongation from
the equilibrium position xi of the atoms (i =Ti, Se) can be estimated, which allows one to
calculate the potential energy for a specific phonon mode in the spring model by

E = 0.5×∑
i

αiω
2x2

i Mi . (8.4)

Here, ω is the phonon oscillation frequency, Mi is the atomic mass of the atom, and αi is
the number of moving atoms per normal phase unit cell. For the A1g optical mode, both
Se atoms (αSe = 2, αTi = 0) in the unit cell are displaced by xSe = 0.0075Å. In the case of
the amplitude mode A1g

∗, we use αSe =
6
4 , αTi =

3
4 , xSe = 0.0084Å and xTi = 0.0255Å,

since only a fraction of the atoms participate in the mode. This leads to an energy of
E = 0.65meV/u.c. and E = 0.8meV/u.c., stored in the coherently excited amplitude of
the A1g and the A1g

∗ mode, respectively. Incoherent excitations of the modes are not
captured here, and the total stored energy might be even larger. For the calculation, the
excitation is assumed to be homogeneous over the sample, such that each unit cell is
equally excited.
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Fitting procedure

Phonon damping timescales are extracted by global fits with the equation

∆OD(τ) =0.5×
[

erf
(

τ

Tr1

)
+1
]
×
{

Ae × exp
(
− τ

Te

)
+Ab ×

[
1− exp

(
− τ

Tb

)]}
(8.5)

+0.5×
[

erf
(

τ

Tr2

)
+1
]
×Ap × sin(2π f τ +φ)× exp

(
− τ

Tp

)
.

Here, Tr1 and Tr2 represent the rise times after excitation, Ae, Ab and Ap the amplitude
of the electron, phonon bath and coherent phonon contributions and Te, Tb and Tp the
corresponding damping times, respectively. The values of Te = 0.36± 0.04 ps and Tb =

1.0±0.3 ps are taken from the result of the time-dependent spectral redshift [Fig. 8.2(c)],
as these time constants should be independent of the harmonic order. We distinguish
the rise times of the electronic Tr1 and phononic system Tr2 to incorporate the different
physical excitation mechanisms which exceed the duration of the pump pulse. For the
extraction of phonon dephasing times we use a global fit incorporating all harmonics
that show a signature of the individual phonon mode. Here, a single phonon oscillation at
frequency f , its associated phase φ , and damping constant Tp are fit to multiple harmonics
in a single fitting. Only the amplitudes are allowed to vary between different wavelengths.
For the amplitude mode (F = 260 µJ/cm2) harmonics 29-31 are utilized, while for the
optical mode the fit includes harmonic 27 and 28. At F = 660 µJ/cm2, harmonics 27-29
are used in the fitting. The fittings are displayed in Figs. 8.3(a) and 8.7 and the fitting
parameters for both phonon modes are shown in Table 8.2 for both fluences. Since the
time zero is not independently known, the phase is used as a time-zero offset and cannot
directly be used to extract a cosine behavior indicative of displacive excitation.

In the global fit, harmonic 26 is neglected, as it is significantly modulated by the red-
shift leading to a much larger damping time. A separate fit of this harmonic reveals a
damping time of 2.3±0.5 ps, which is significantly larger than the 1 ps extracted by the
global fit. The modulation of the apparent phonon amplitude by a redshift is schemati-
cally shown in Fig. 8.6. The black curve indicates the expected phonon signature of the
A1g optical mode. A redshift of this spectral fingerprint (red lines) leads to a significant
reduction of the amplitude at harmonic 26 and minor changes at larger photon energies,
indicated by the arrows. The modulation is particularly strong at harmonic 26 as it is
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situated near the maximal slope and the zero crossing of the phonon spectral signature.
As shown in Fig. 8.2(d), the redshift induced by electronic and lattice heating is strongly
time dependent, which affects the observed phonon amplitude and damping at harmonic
26. Specifically, a large redshift near time zero reduces the observed amplitude. However,
during the initial decay of the redshift on the timescale of 360 fs, the observed phonon
amplitude is artificially increased leading to an overestimation of the phonon damping
time. Afterward, the redshift is constant and the apparent phonon relaxation thus remains
unaltered. Therefore, the influence of the redshift on the observed timescales can be sig-
nificant near the zero crossing as shown in the case of the harmonic 26. However, in the
spectral region of harmonics 27-29 a global fit can be safely used to extract the phonon
damping timescale.

Figure 8.6: Schematic illustration of
the influence of the spectral shift on
the optical mode signature. At a given
probe energy, the redshifted spectral
signature can increase or decrease the
visible phonon signal. The apparent
signal at harmonic 26 is strongly re-
duced by a redshift, as it is situated near
the maximal slope and the zero cross-
ing of the phonon signature. At larger
photon energies, in the plateau region of
the phonon fingerprint the effects of the
redshift are only minor.
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Phonon Fluence Harmonics Tr1 (fs) Tr2 (fs) f (THz) φ Tp (ps)
A∗

1g 260 µJ/cm2 29, 30, 31 - 90±70 3.4±0.1 3.4±0.3 0.6±0.2
A1g 260 µJ/cm2 27, 28 100±30 50±50 5.9±0.1 0.7±0.2 1.3±0.5
A1g 660 µJ/cm2 27, 28, 29 80±10 60±50 6.0±0.1 0.8±0.2 1.0±0.2

Table 8.2: Fitting parameters of the global fit for the A1g and A1g
∗ phonon modes.

Simulations with Density Functional Theory (DFT)

The Ti M2,3 edge absorption spectra in Fig. 8.1(b), Fig. 8.2(b), and Fig. 8.3(d,e) are sim-
ulated with time-dependent density functional theory (TDDFT) in the random phase ap-
proximation and the full-potential linearized augmented plane wave method using the
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exciting software package [189, 160, 161]. We employ the framework of TDDFT in the
linear response theory to capture the dynamical core-level excitation process that leads to
the absorption of XUV radiation. The calculations are performed with a Perdew-Burke-
Ernzerhof exchange-correlation functional [167], and local field effects are included in
all TDDFT calculations to incorporate the effects of many-body interactions on the core-
level absorption [339, 155, 156]. Spectral calculations with atomic displacements along
the A1g optical mode are conducted with a single unit cell on a 12×12×6 k grid. Equi-
librium atomic positions are obtained via geometry optimization by relaxing the structure
and minimizing internal forces with initial atomic positions taken from Ref. [340]. The
atomic displacements of the optical mode are taken from subsequent phonon calculations
at the Γ point. Simulations of the core-level absorption spectra with displacements along
the amplitude mode are conducted with a 2× 2× 2 supercell. The atomic positions for
the CDW and normal phase are taken from Ref. [335]. Here, the ground state DFT cal-
culations are first carried out on a 12×12×6 k grid, and the following TDDFT spectral
simulations are conducted on a 6× 6× 3 k grid. Simulations at increased electron tem-
perature are conducted by adjusting the electron occupation with the Fermi distributions
at finite temperature in the calculation of the density [341]. As a result, the calculated
electronic bands as well as the occupation account for the increased electron temperature.

121



Chapter 8 Electronic and structural fingerprints of charge-density-wave excitations in [...]

Tr
an

sie
nt

 a
bs

or
pt

io
n 

(m
∆O

D)

660 μJ/cm2 HH 25,    38.8 eV 260 μJ/cm2

HH 31,    48 eV

260 μJ/cm2

260 μJ/cm2

HH 26,    40.3 eV

HH 28,    43.4 eV

660 μJ/cm2

660 μJ/cm2

660 μJ/cm2

260 μJ/cm2

260 μJ/cm2

260 μJ/cm2

260 μJ/cm2

HH 24,    37.2 eV

HH 27,    41.9 eV

HH 29,    45 eV HH 29,    45 eV

HH 31,    48 eV

HH 27,    41.9 eV

HH 24,   37.2 eV

1

2

1

-1

-2

2

0

0

0

0.5

1

-0.5

1

0

1

0

2

0

-1

10

0

-10

0 0.5 1 1.5 2

Time delay (ps)
0 0.5 1 1.5 2

Time delay (ps)

0 0.5 1 1.5 2

Time delay (ps)

0.5

1

-0.5

1

0

1

0

2

0

-1

10

0

-10

NM

PLD

Figure 8.7: Transient absorption traces of 1T-TiSe2. Pump probe traces are recorded for F =
260 µJ/cm2 and F = 660 µJ/cm2.
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Chapter 9

Discussion

High-harmonic light sources have been proven to be versatile tools for material studies. In
recent years, the focus of this field shifted from investigations of atoms and molecules to
solid-state systems. Both, solid-state high-harmonic generation (HHG) and extreme ultra-
violet (XUV) transient absorption spectroscopy in solids present new means for the study
of entangled degrees of freedom in complex quantum materials. In this work, the control
of HHG source parameters allows the efficient generation of circularly polarized harmon-
ics in solids. By using a bi-circular driving field to generate high-harmonic radiation in
the vacuum ultraviolet (VUV), magnetic and crystalline chirality are recorded in MgO
and quartz, respectively. In the field of XUV absorption spectroscopy with gas-phase
HHG sources, a machine learning based referencing is developed which improves the
sensitivity to absorption changes by more than one order of magnitude. This significant
advance allows the investigation of subtle absorption changes that occur in connection
with below-threshold excitation of the charge density wave (CDW) in 1T-TiSe2.

Sections 9.1-9.3 provide a summary of the previous work and highlight the most rel-
evant results and put them into perspective. Specifically, our methods of generating cir-
cularly polarized harmonics and noise reduction are discussed in the broad context of
solid-state probing with HHG sources. Here, possible alternatives to generate circularly
polarized harmonics with elliptical driving fields and alternatives for noise reduction are
elucidated. Moreover, it is reflected how complex and correlated materials such as 1T-
TiSe2 can be investigated by XUV absorption. Potential future applications of the pre-
sented work will be discussed in Sec. 9.4 in more detail.
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9.1 Solid-state HHG as a probe for crystal symmetries

Chapter 6 reports on the generation of circularly polarized high harmonics from solid
media with the use of a bi-circular driving field. By overlapping the left-handed circularly
polarized fundamental beam with its right-handed circularly polarized second-harmonic,
a threefold cloverleaf field with angular momentum is obtained. By inverting the helicities
of the field the chiral properties of MgO and quartz are probed. In addition, the rotational
symmetries of the crystals are investigated by rotation of the driving field.

As an alternative to threefold driving fields, circularly polarized high harmonics can
be generated by circular and elliptical driving fields in solids [122]. In stark contrast
to gas phase sources which do not allow HHG with circularly polarized lasers, solids
systems relax this re-collision constraint. As explained in Sec. 2.1, the ionization and
recombination of electron and hole is not limited to the same atomic site. In conclusion, a
broad range of quasiparticle trajectories can participate in the HHG process which allow
elliptically and circularly polarized driving fields. It was found that the interplay of intra-
and inter-band mechanism strongly influences the degree of the harmonic elipticity [342].
In particular, the emitted circularly polarized harmonics depend on the solids symmetry
class and, in the case of elliptical driving fields, are influenced by the fine details of the
intraband mechanism, the field strength, and the band structure [123, 124]. By enabling
reliable and efficient generation of circularly polarized high harmonics through tailoring
of the driving fields, our work relaxes this material requirement.

The material-independent generation of circularly polarized high harmonics is applied
to study two different chiral material properties. In particular, we investigate the crys-
talline chirality in quartz and the surface magnetism in MgO which is otherwise challeng-
ing to access. Near-surface generation of harmonic radiation is ideally suited to probe
such material properties on bulk samples in an all-optical manner. Therefore, this method
poses very little limitations on material selection and experimental requirements. In com-
parison to electron probe methods, all-optical approaches do not require ultra high vacuum
conditions and clean sample surfaces. Especially, dielectric and insulating materials such
as MgO or quartz are not easy to investigate by electron probe techniques due to charging.

With the presented work, we demonstrate rotational symmetry probing with solid-state
HHG by means of sample rotation and selection rules. The bi-circular driving fields
distinguishes threefold-symmetric crystals from six-fold symmetric materials by rotating
the fields angle with respect to the crystal axes. This is not possible with linearly polarized
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driving fields. In addition, the potential for utilizing the HHG selection rules as symmetry
probe is discussed in Sec. 2.3 and Sec. 6.4.1. This route has been further explored by Tzur
et al. [46]. In solids, the combined symmetries of the solid and the irradiated field result
in a selection criterion, which prohibits the generation of certain harmonic orders. By
generalizing the bi-circular fields to bi-elliptically polarized driving pulses, a framework
for probing a large variety of symmetry broken states is presented in Ref. [46]. In the
context of ultrafast material research, this approach is particularly promising for the study
of dynamical symmetry breaking such as phonon or magnon excitations [46], topological
insulators [47], CDW materials [49], and superconductivity [48].

Although not part of the current work, the advances of solid-state HHG in the context
of material micro-engineering are worth highlighting. Changing the properties of emitted
radiation through material manipulation has the potential to create the next generation of
VUV and XUV light sources with customizable properties. Section 2.4 reports on the
current state in this field. Such light sources are particularly useful for photoelectron
spectroscopy while circularly polarized harmonics can be used to access the spin degrees
of freedom [343, 344, 345]. The gas-free generation of high harmonics is well suited
for ultra-high vacuum conditions and VUV light allows the emission of electrons at high
momenta [92]. A solid-state HHG source can be positioned close to the sample without
the need for additional optics, as the emitted radiation can be focused by the modification
of the generation target [143]. With the current work, we expand the toolbox of tailored
light sources by enabling the generation of circularly polarized light in arbitrary crystal
structures. This offers more flexibility for additional material engineering.

In summary, the extension of threefold driving fields to solid-state HHG provides essen-
tial controls for the study of materials systems. In particular, the investigation of magnetic
properties will greatly benefit from the presented material-independent generation of cir-
cularly polarized high harmonics. Section 9.4.1 highlights future application of ultrafast
chiral probing with threefold driving fields.

9.2 Noise reduction in XUV absorption spectroscopy

Chapter 7 reports on a tenfold increase in sensitivity of XUV absorption experiments
with the use of machine learning (ML) based referencing. By utilizing strong correlations
between different harmonic orders, a spectrum of the HHG source is fed into a neural
network to find the optimal reference for the transient sample spectrum. As a proof of
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concept, this method is applied to a pixel-wise spectrum to show its applicability for
broadband attosecond sources.

The limited sensitivity is one of the biggest challenges in XUV absorption spectroscopy
for solid-state research. This issue becomes even more severe for time-resolved experi-
ments, since the required integration time is multiplied by the number of time steps. Fur-
thermore, experimental stability and sample degradation often render longer integration
times unfeasible. As a result, there is a sensitivity limit to dynamics that can be probed
by XUV transient absorption spectroscopy with HHG sources. In our work, accessing the
CDW in 1T-TiSe2 requires cooling below the phase transition temperature which leads to
sample contamination over time. Since the CDW dynamics in this material are only acces-
sible at low fluences the expected absorption changes are weak as elucidated in Sec. 5.3.
Therefore, enhancing the sensitivity of the experiment is essential to investigate the CDW
phase.

Different measures are taken in this work and other studies to maximize the signal-
to-noise ratio in absorption spectroscopy with HHG sources. Before discussing potential
solutions, it is illustrative to list the sources of the intensity noise in the XUV spectrum. It
largely results from the highly nonlinear microscopic mechanism and the phase matching
of the HHG process which is discussed in Sec. 2.4. Laser power, beam pointing, and
temporal pulse shape of the driving field are the most crucial parameters in HHG as they
dictate the ionization level and, hence, the phase matching conditions. The backing pres-
sure of the gas source is typically stable but may drift over time. Mechanical vibrations
are an additional concern for the HHG source and the optical elements. Vibrations of
the vacuum pumps are often reduced by flexible tubing in combination with anchoring of
other vacuum parts. In addition, beam pointing can be taken care by active stabilization,
pulse propagation effects can be mitigated by evacuating the beam path, and structural
rigidity of optical elements is achieved by reinforced mounting and ambient temperature
control. Further noise reduction is pursued by referencing approaches which have been
discussed in chapter 7. Long term drifts of gas pressure, laser intensity, pulse duration
and spectral changes of the fundamental can be traced by on/off referencing which is
the standard noise reduction in most XUV absorption experiments. Here, pulse-to-pulse
fluctuations are only partially accounted for by extensive averaging and binning.

A key finding of this work is that referencing with an additional spectrum of the HHG
source in connection with ML yields a tenfold increase in sensitivity. We find that the
HHG source is highly correlated in a nonlinear, non-polynomial fashion between har-
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monic orders. It is therefore possible to use a second spectrum for referencing of disjunct
spectral regions. This is a huge advantage as the requirements for the reference spectrum
are less strict. At the same time, we show that linear or polynomial models fail to fit the
reference data to the signal spectrum. In this respect, the neural network significantly
outperforms linear regression, polynomial regression as well as direct referencing. The
surprisingly little signal-to-noise improvements of direct referencing can be explained by
imperfections of the experimental spectra. Due to the use of different optical elements in
combination with optical aberrations and strong wavelength dependencies of reflections,
the intensity noise at a specific wavelength is unequal between the signal and reference
spectrum. In addition, it is expected that the measured spectra are imperfect and different
wavelengths intermix on each CCD pixel.

Using a neural network for fitting the non-polynomial dependence between the refer-
ence and the signal spectrum constitutes a powerful and practical solution to the high
noise level of HHG sources. A neural network is more suited to model the nonlinear cor-
relations (universal approximation theorem, Sec. 4.2) and it also outperforms other ML
approaches in terms of computational complexity. In our study we used a personal com-
puter without graphical processing units acceleration to train the neural network within
a couple of hours. With such moderate computational costs the training could even run
in parallel to the data acquisition. Furthermore, a neural network can utilize large input
data sets such as individual camera pixels for noise reduction of broadband spectra. The
polynomial model is found to yield comparable results for single harmonic referencing,
but its complexity scales exponentially with the number of pixels and prohibits the use in
broadband experiments.

In summary, achieving a tenfold sensitivity increase with the use of a reference spec-
trum in combination with an artificial neural network is the key prerequisite for probing
of subtle sample dynamics. The following section presents, how the increased sensitivity
is used within this work to study weakly excited CDW dynamics. The presented neural
network based referencing approach is transferable to other beamlines with broadband
attosecond sources. This avenue will be further discussed in Sec. 9.4.2.

9.3 Disentangling CDW dynamics in XUV absorption spectra

The application of high sensitivity XUV spectroscopy for studies of CDW dynamics in
the TMDC 1T-TiSe2 is presented in chapter 8. These investigations are enabled by var-

127



Chapter 9 Discussion

ious experimental capabilities developed for this purpose within the current work. In
XUV absorption spectroscopy experiments, the most important quantities are the spectral
resolution and the signal-to-noise level. The last section evaluated different measures to
enhance the stability of the HHG source. In this work, we utilized the described methods
except active beam stabilization and evacuation of the fundamental beam path. Due to a
short propagation distance from the laser to the experiment, the beam pointing is stable,
and the majority of the noise results from other sources. A semi infinite gas cell is used as
an HHG source offering improved stability and low maintenance in comparison to other
sources discussed in Sec. 2.4. Furthermore, the use of a two-color driving field allows the
generation of even and odd harmonics due to symmetry, maximizing the spectral sensitiv-
ity. The increased flux of this approach also improves the signal-to-noise ratio for a given
integration time. By using the inline scheme introduced in Sec. 2.3 for second harmonic
generation (SHG) and temporal control, a highly stable bi-color field is achieved. In addi-
tion, ML based referencing is applied to further enhance the sensitivity by more than one
order of magnitude. A sensitivity of 0.1 mOD is achieved at the Ti M-edge which allows
to study below-threshold dynamics of CDW in 1T-TiSe2.

Core level spectra include a wealth of information, but disentangling different contribu-
tions is not a trivial task. To this end, we employed TDDFT calculations to reproduce the
experimental spectra. In Sec. 3.2 and Sec. 8.5 details of the TDDFT based simulations of
XUV core level spectra are presented. The focus of the simulation has been to accurately
describe photon excitation processes at the shallow Ti 3p-core level. It was found that the
TDDFT within the linear response theory is capable to accurately describe the many body
absorption peak near the Ti core edge. Specifically, the ab-initio calculations are used
to link real space atomic displacements of phonon modes to the corresponding spectral
changes. In addition, a smearing of the Fermi distribution proves to be a good tool to
study the photoinduced electron temperature increase. Therefore, the TDDFT was found
invaluable for the interpretation of the transient XUV absorption changes.

By studying 1T-TiSe2, the presented results are very valuable in order to understand
how electronic and phononic part of the CDW phase transition interact. The results from
the XUV absorption clarify that the A∗

1g mode found at 3.5 Thz belongs to the amplitude
distortion and is suppressed non-thermally at low fluences. We link this mode to screening
dynamics of the electronic system via its spectral response in the many body resonance
peak of the spectrum. On the contrary, the A1g mode identified at 6 Thz is excited inde-
pendently of the pump fluence and shows a signature in the extended edge region below
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the many body resonance. We conclude, that this mode is not directly related to the CDW
phase. Furthermore, in connection with TDDFT data the energies stored in both coherent
modes could be extracted and were found to be surprisingly large. By combining this in-
formation with the extracted electronic and lattice temperatures we are able to strengthen
a bottleneck effect induced by the strongly excited phonon modes.

In summary, the presented work resolves weak absorption changes in the XUV region
of 1T-TiSe2, induced by below-threshold excitations of the CDW. In combination with
TDDFT, detailed information is extracted from the spectrum revealing the real space co-
ordinates of coherently excited phonon modes. These results provide new insights on
the CDW stability in 1T-TiSe2 while more detailed XUV absorption studies, that will be
discussed in Sec. 9.4.3, present a very promising route to form an even more complete
picture of the CDW melting.

9.4 Outlook

9.4.1 Ultrafast solid-state HHG

Due to the intrinsically short pulse lengths in the femto- to attosecond regime, solid-state
HHG is ideally suited for time resolved experiments. Here, an additional pump pulse
is added to the fundamental driving field as depicted in Fig. 9.1(a). The pump beam
triggers some sample dynamics which change the microscopic HHG and the subsequent
absorption. Alternatively, two co-linear driving pulses enable band reconstructions by
control of their relative timing [62].

The presented work opens a path for time resolved symmetry probing. Specifically,
chiral properties and magnetism are accessible by HHG with threefold driving fields.
Circularly polarized harmonic emission allows to study ultrafast magnetization dynamics
similar to XUV absorption spectroscopy [40, 41, 64]. However, due to the lower photon
energy, core levels can usually not be accessed in solid-state HHG and the sensitivity
depends on a dichroism in the visible and VUV region such as the spin-selective band
gap in the case of e.g. MgO surface layers.

A different chiral property that gained large interest in recent years is the valley po-
larization. Two dimensional materials with broken inversion symmetry such as strained
graphene, hexagonal boron nitride or 2H-MoS2 form two distinct valleys at the edge of
the Brillouin zone with different crystal momenta, also called pseudo spins [11]. Optical
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Figure 9.1: Ultrafast solid-state HHG. (a) Pump probe geometry of solid-state HHG in transmis-
sion. (d) The electron bands of non inversion symmetric two-dimensional materials form distin-
guishable valleys at the edges of the Brillouin zone. The +K and -K are selectively excited by
circularly polarized light (yellow arrow). (c) Threefold driving fields are tailored to trigonal mate-
rials such as MoS2 and selectively lift the degeneracy at high symmetry points.

selection rules lift the degeneracy of the valleys for circularly polarized light [346]. Here,
resonant excitation with circularly polarized light selectively excites carriers at either the
+K or the -K valley dependent on the lights polarization as shown in Fig. 9.1(b) [347, 346].
The valley polarization is a particularly promising route for energy efficient information
storage and processing [11].

Similar to circularly polarized light, threefold fields [Fig. 9.1(c)] carry angular momen-
tum and induce asymmetric carrier excitation between the two distinct valleys. By using
of-resonant excitation in 2H-MoS2, a modulation of the band gap at the high symmetry
points +K and -K has been shown in Refs. [348, 349]. Here, the threefold field matches
the trigonal crystal structure of 2H-MoS2 and selectively drives electrons along the crys-
tal directions as depicted in Fig. 9.1(c) [349]. This allows to selectively lift the valley
degeneracy by rotation of the threefold field. The valley polarization that is induced by
the threefold field can be probed by harmonic generation of linear pulses at 3ω [350].
Alternatively, the valley selective dichroism is accessible by the emitted high-harmonic
radiation from the threefold driving fields. In theoretical studies, valley selective emission
of harmonics is proven [351]. Thus, in future experimental work, HHG is a promising
candidate for efficient writing and reading of valley polarization and offers detailed infor-
mation about the nature of the bands and berry curvature at the high symmetry points.

The field of ultrafast solid-state HHG is still developing, but in the last years many
studies showed its great potential. A good example of a current work in this field is the
investigation of the ultrafast metal to insulator transition in VO2 [113]. In the same ma-
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terial, coherent phonon oscillation are observed in the emitted high-harmonic spectrum.
This highlights the capabilities of studying dynamics in complex and correlated quantum
materials with solid-state HHG in future experiments. In this regard, the use of bi-circular
driving fields facilitate investigations of chiral properties such as ultrafast magnetism or
valleytronics.

9.4.2 Application of ML based referencing

The experimental breakthrough (discussed in chapter 7) that enabled high sensitive XUV
spectroscopy in this work was the development of a referencing scheme with a neural
network. In this endeavour we paid particular attention on the transferability of our ap-
proach to other XUV beamlines. We show that the neural network is capable of efficiently
fitting broadband spectra found in attosecond experiments. Therefore, our method is ap-
plicable to a large variety of spectroscopic experiments with high-harmonic radiation or
other light sources such as free electron lasers. The best results are obtained when a ref-
erence spectrum is introduced to the setup. Here, the second spectrum does not need to
be calibrated which is a huge benefit for practicality. In many setups it is possible to re-
place the focusing toroidal mirror by a toroidal grating and position a detector in the first
diffraction order. When there is enough space in the vacuum setup, this approach can be
implemented directly.

HHG source

XUV beam line

Sample

DetectorToroidal mirror

Gra�ng

Beam diagnos�cs

ML referencing

PD1

BBO

PD2

Spectrometer & beam
pro�ler

Figure 9.2: Non-invasive referencing
in HHG beamlines. In contrast to a
spectrum of the HHG source, other cor-
related variables such as the beam prop-
erties of the fundamental are suitable as
a reference. This approach allows noise
reduction without changing the existing
XUV beamline. Two photodiodes (PD1
and PD2) are used to measure the inten-
sity of the fundamental and the second
harmonic. In Addition, a spectrum and
the beam pointing of the driving laser
are recorded. All properties are fed into
an ML algorithm as a reference.
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If a second spectrum of the HHG source can not be implemented, monitoring other
correlated properties is a promising alternative. In Ref. [304] the laser power was suc-
cessfully applied as a reference. Our work suggests that it is useful to include several
quantities simultaneously. Therefore, figure 9.2 highlights a referencing scheme that uti-
lizes multiple parameters of the fundamental pulses. The driving laser is coupled out
before entering the vacuum chamber and routed to a beam analysing station. Parame-
ters for the referencing may include the laser power, measured with a photodiode (PD),
the beam pointing, and the pulse duration. The latter is estimated by the intensity of
the second harmonic in connection with a spectrum of the fundamental. By employing
nonlinear conversions like SHG in a β -barium borate (BBO) crystal, the mode quality is
indirectly measured. Since the majority of the short term noise results from instabilities
of the driving laser, other quantities such as the gas pressure are expected to yield minor
noise reduction. The great advantage of this approach for existing beamlines is that the
complete vacuum chamber and XUV spectrometer can be left unchanged. Syncing of the
signals is easily achieved in connection with a shutter or the camera readout trigger.

Furthermore, the applicability of an ML based referencing is not limited to XUV beam-
lines. Deep learning has been recently applied in Electroencephalography to enhance the
signal-to-noise ratio. In this field, electric currents of the brain are supposed to be mea-
sured with contact electrodes. However, involuntary muscle movements induce addition-
ally currents that are corrected with the use of a second reference electrode. In a study
by Porr et al. successful real time noise reduction by more than 4 decibel was demon-
strated with the use of a deep neural network [352]. Referencing is also closely connected
to active noise cancelling which is widely applied in headphones. Here the signal of a
single or multiple microphones need to be translated to an optimal output at a spatially
separated speaker. The optimal noise reduction of the acoustic waves is achieved if the
speaker produces in-phase destructive waves. This is challenging as the propagation be-
tween the microphone and the speaker influences the sound waves. Referencing with
multiple sources is found to benefit largely from the use of a neural network [353, 354].

The presented examples highlight the great potential of ML methods for referencing
tasks of fluctuating light sources, overlapping signals or added noise due to propagation
effects. Possible future applications range from industrial sensing and active stabilization
to experiments with highly fluctuating probes such as HHG or free electron lasers.

132



9.4 Outlook

9.4.3 High sensitivity attosecond XUV absorption spectroscopy of quantum

materials

In this work, we show simultaneous probing of multiple coherent phonon modes by XUV
absorption spectroscopy. With complementary TDDFT calculations, the spectral changes
are linked to real space atomic displacements and the energy that is stored in the modes is
estimated. For laser excited CDW dynamics, the developed technique represents an ideal
platform to study CDW related amplitude modes. A potential candidate for future exper-
iments is the transition-metal dichalcogenide (TMDC) 1T-TaTe2. In this sample system
the amplitude mode is not exactly known and still debated [355]. Here, the presented
spectroscopic method may yield valuable information by linking the spectral changes of
oscillations to real space atomic coordinates. This can be used to unambiguously link the
periodic lattice distortion [356] to the related amplitude-phonon mode.

While coherent phonon modes are well accessed with the presented setup, some ob-
servables are still beyond the capabilities of our beamline. First, in our experiments the
spectral cutoff is situated right at the many body resonance of 1T-TiSe2. This reduces
the sensitivity at photon energies larger than harmonic 45 eV (harmonic 29) as seen in
Fig. 7.2(b). Second, the the use of 35 fs driving pulses leads to discrete harmonics limit-
ing the time and spectral resolution.

Advancing the capabilities of our setup has great potential for more accurate and com-
plete studies of correlated dynamics. With the use of few cycle driving fields and the
polarization gating mechanism introduced in Sec. 2.2 our setup could be advanced to
broad band attosecond XUV spectra which enable more detailed spectral information.
This would allow for studies of complete relaxation pathways after laser excitation, as il-
lustrated in Fig. 9.3. In this regards, several studies showed probing of different quantities
from the attosecond to picosecond regime. Core-hole-screening dynamics was found to
modulate the many body absorption peak on attosecond timescale in atomic titanium and
TMDCs [154, 155, 156]. Figure 9.3(a) shows significant absorption changes shortly after
laser excitation at 10 fs and 22 fs. The entangles spectral changes can be decomposed
into band renormalization, state filling effects, and local screening contributions shown
in Fig. 9.3(b). On the multiple-femtosecond time scale, carrier relaxation dynamics is
visible in the XUV spectral response. In germanium, transient absorption spectroscopy
traces the relaxation of electrons and holes simultaneously with meV spectral resolution
as shown in Fig. 9.3(c) [57]. At larger timescales in the picosecond regime, lattice dy-
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namics such as coherently excited phonon modes [Fig. 9.3(d)] are imprinted on the XUV
absorption spectrum.

m
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Carrier relaxa�on
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Figure 9.3: Correlated properties probed with XUV absorption at ultrafast time scales. (a) and (b)
Local screening of electrons alter the absorption of titanium on the attosecond timescale. (c) Elec-
tron and hole contribution to the transient absorption change are simultaneously traces in germa-
nium. (d) Coherently excited phonon modes modulated the XUV absorption change at certain
photon energies. Subfigures (a) and (b) are reproduced with permission from Springer Nature,
Ref. [156]. Subfigure (c) is adapted from Ref. [57] and (d) is adapted form [311] under the Cre-
ative Commons Attribution 4.0 International (CC BY 4.0) license.

With the potential advancement of our setup to an attosecond broadband source, com-
plementary information such as electronic relaxation and ultrafast screening yield valu-
able information on the CDW stability of 1T-TiSe2. Carrier relaxation has been reported
to play a major role in the excitation process and accelerates the suppression of the CDW
phase[93]. In this regard, electron and hole relaxation in 1T-TiSe2 can be traced simulta-
neously by XUV absorption. On similar or even shorter timescales, the electron screening
dynamics is of particular interest. With this work we have started the process of inves-
tigating the connection of screening dynamics and CDW suppression by using the many
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body absorption peak. We observe oscillations of the many body absorption which we re-
late to a coherently excited amplitude mode. In addition, a direct influence of the exciton
breaking and melting of the CDW in the same spectral region is expected. This should
materialize as a non oscillating, spectral dependent absorption change which is currently
beyond the capabilities of our setup. Here, an extension of the HHG cutoff beyond 50 eV
would greatly enhance the sensitivity at the many body absorption peak and facilitate
more precise measurements of screening dynamics. This can be done by changing the
focusing conditions of the fundamental beam or the gas species.

In summary, future applications of the presented method may yield valuable informa-
tion on phonon dynamics such as amplitude mode excitations in CDW materials. The
extension of our setup to an attosecond light source, offers great potential for simultane-
ous probing of electronic and lattice degrees of freedom in novel quantum materials.
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