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Chapter 1

Introduction

Education is one of the essential components of effective social policy. A nation’s re-
sources must be utilized judiciously to enhance well-being and promote social and economic
development. Countries have long viewed education as a tool to facilitate their progress. A
more educated populace is expected to be more productive (Becker, 1962) and experience
greater social mobility, thereby promoting equity. However, individuals from impoverished
backgrounds face numerous obstacles, including limited access to resources and a high
opportunity cost associated with pursuing higher education. Consequently, many choose not
to attend or drop out of higher education programs, perpetuating a vicious cycle of poverty. A
dearth of human capital makes obtaining further knowledge and skills challenging. Moreover,
the wage gap between workers with high and low levels of education has increased, and
unequal access to higher education contributes to this wage disparity. Low enrollment rates
result in a concentration of high-income individuals in the limited number of available spots,
exacerbating the financial challenges of low-income earners. As the supply of uneducated
people increases, their wages decrease, leading to a vicious cycle of poverty. This oversupply
is also reflected in rising unemployment, intensifying financial vulnerability and augmenting

the wage differential (Morley, 2002, Thurow, 1978; Weller, 2000).



The overall education level of a population serves as a barometer of a country’s economic
well-being. However, higher education levels that fail to align with labor market needs do not
yield meaningful results. Therefore, to foster productivity, competitiveness, and prosperity,
public policy must also ensure a level of quality that hinges on the ability of the higher
education system to impart its knowledge to the productive sector. It is an onerous task,
and it poses a significant challenge. It requires implementation and extension to the entire
populace to ensure equitable opportunities and enhance the country’s economy (CEPAL,
2004; Schultz, 1981).

Despite variations in their specific contexts, developing countries share common chal-
lenges in their pursuit of societal advancement. In the 2000s, Latin American countries
confronted a universal challenge: a surge in demand for higher education, particularly among
individuals with low income and limited qualifications, leading to diverse outcomes. This
dissertation delves into the case of Colombia, a nation that has made remarkable strides
in educational indicators during this century. Colombia’s progress has positioned it as a
regional role model, garnering attention in the literature on the economics of education.
The World Bank has acknowledged the improvements in Colombia’s educational system,
highlighting the country’s distinction in reporting the highest increase in enrollment rates
and education expenditure as a percentage of GDP between 2000 and 2013. Furthermore,
Colombia has reported the highest returns to education in the 2010s (Ferreyra et al., 2017).

However, significant efforts to increase attendance rates and achieve social improvements
can falter if students drop out. A considerable portion of the success highlighted by the
World Bank can be attributed to reductions in the dropout rate, as both attendance and
returns on education hinge on students not leaving prematurely. The second chapter of this
thesis investigates the effectiveness of the Colombian government’s program, which utilized
technology to facilitate information sharing among all market actors, in increasing enrollment
and reducing dropout rates in higher education. The third chapter delves into the impact of

college attendance on the lives of high school graduates, with explicit attention to comparing



the returns on education for those who graduated, those who dropped out, and those who
never attended college. Finally, the last chapter analyzes the influence of the exploitation
of natural resources near schools on secondary and tertiary school outcomes. Given the
diverse natural resources, environmental issues, and socio-economic contexts across regions,
including rural and urban areas, those in rural settings often face challenges in accessing
education and securing higher salaries. Additionally, considering the relevance of natural
resource extraction in Colombia, this investigation explores how the demand for extraction
might impact or improve educational outcomes for the population residing near these areas.

The Colombian education system’s development has paralleled Colombian society’s evolu-
tion. In the first half of the 20th century, the surge of the "boomer" generation increased the
demand for education, leading to what was later termed the massification of higher education.
To meet the demand, private institutions emerged (Lucio and Serrano, 1992). However, in the
1990s, another pressure on resources emerged as the children of the "boomers" entered high
school. Intending to increase the enrollment rate, the government allowed for "automatic
promotion," where students were promoted to the next academic year without meeting
any academic requirements. As a result, educational quality was significantly reduced.
During the early 2000s, many young Colombians sought to attend college, but the country’s
enrollment rate was relatively low, especially compared to other countries in the region.
While the infrastructure was adequate to accommodate these new students, the Colombian
economic situation and the coordination between the Secondary and Tertiary education
systems were not optimal. Tertiary education was inaccessible to those with limited financial
resources and/or less academic preparation.

To address the challenge of increasing access to higher education, the Colombian govern-
ment implemented a strategy known as the "Revolucion Educativa" (Education Revolution).
The "Revolucién Educativa" program positively affected the Colombian education system; as
higher education enrollment rates increased, the dropout rate decreased, and the graduation

rate stagnated. However, it also created new challenges, such as the need to improve



education quality and provide adequate resources and support to the increasing number
of students. The "Crowding Cohort'[[] phenomenon, resulting from the massive enrollment
of students, highlights the importance of addressing the quality of education and ensuring
that the educational system can cope with the demand. Overall, the case of Colombia shows
that improving educational indicators is a complex process that requires a comprehensive
and coordinated approach that considers the different aspects of the educational system and
the needs of the population (Herrera-Prada and Kugler, 2017; Ministry of Education, 2010;
Orozco, 2010).

This thesis makes a substantial contribution to knowledge by leveraging unique infor-
mation generated by the Colombian education system. The level of detail presented in
this research is unprecedented and, to the best of my knowledge, has not been explored in
any previous studies with such granularity. The dissertation is organized into three essays
that scrutinize the quality of the education system, the influence of externalities such as
mining and a government program on diverse educational and labor market outcomes, and
the returns of the higher education system in Colombia. Specifically, the thesis assesses the
enrollment and performance of individuals in higher education and the formal labor market.

The advent of the new millennium presented a fresh challenge to the Colombian education
system, with more students entering higher education who needed more preparation and had
lower incomes than their predecessors. This resulted in a decline in the overall quality of the
higher education system. In the first essay of this thesis, titled "How a Data-driven Tool
Ended the Musical Chair Game in Higher Education in Colombia", I explore one of the tools
employed by Colombia to address this dual challenge. The System for the Prevention and
Analysis of Dropout in Higher Education Institutions (SPADIES) is a software dashboard
that enables the collection, analysis, and visualization of student data, including modules
that help institutions identify and track at-risk students. SPADIES also allows higher

education institutions (HEIs) to compare their dropout rates to national or regional averages

I"Crowding cohort" is a phenomenon when there is increased demand for fixed or reducing resources.
This term was used for the first time in Bound and Turner (2006).
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and other HEIs. By facilitating the exchange of information between agents, SPADIES effec-
tively improved higher education outcomes throughout the country. The positive impact of
SPADIES on dropout rates and overall HEI quality was evident, regardless of the equilibrium
model employed, including those that maximize income or quality from Epple et al. (2006)
or the effect of peers from MacLeod and Urquiola (2015). Through enhancing access to
and utilization of student and school performance data, SPADIES proved instrumental in
significantly improving educational outcomes.

This thesis provides compelling evidence that SPADIES played a crucial role in enhancing
higher education outcomes in Colombia. Applying a differences-in-differences approach
within the framework of Callaway and Sant’Anna (2021), I demonstrate that SPADIES
significantly reduced the probability of students becoming dropouts by an average of 70
basis points (bps). This effect was even more pronounced after 5 years of SPADIES im-
plementation, reaching up to 210 bps (or 2.1 percent which is the 4.4% of the control
mean) and saving around 14,000 students from dropping out—a remarkable achievement
considering the average size of a higher education institution (HEI) in Colombia is 8,000
students. Furthermore, SPADIES increased the probability of students earning their degree
on time by an average of 40 bps and earning their degree overall by 60 bps. After 5 years of
SPADIES’ installation, these figures rose to 1.4 and 1.9 percent, respectively, equivalent to
6.2% and 7.3% of the control mean. In total, SPADIES contributed to approximately 12,000
students earning their degrees, with 8,000 achieving this milestone on time. With a total
cost of USD 4.5 million from 2005 to 2017 (in 2022 prices), the cost per saved-from-dropout
student through SPADIES was approximately USD 320.5, and the cost per graduated student
was around USD 373.9. These figures underscore SPADIES as a potentially cost-effective
tool for advancing human capital formation in developing countries.

In the second essay, titled "Returns to Education in Colombia: New Empirical Evidence
with a Comprehensive Dataset," I conducted a comprehensive analysis encompassing all

secondary school graduates in Colombia from 2002 to 2012, totaling 5.4 million graduates.



Utilizing a modified Mincer equation within a differences-in-differences framework under
Callaway and Sant’anna (2021)’s methodology, I estimated the premium of pursuing higher
education by comparing the incomes of secondary school graduates who attended college
with those of their fellow graduate classmates who did not pursue higher education. Addi-
tionally, I employed an instrumental variable (IV) approach to gauge the causal impact of
attending college on wages. The analysis also delves into estimating the "Sheepskin Effect,"
a phenomenon where individuals with an academic degree earn a higher income than those
with an equivalent schooling level but without the credential, first analyzed by Hungerford
and Solon in 1987. The results indicate that attending college leads to a 38.4% increase in
earnings compared to those who did not pursue higher education. However, for those who
obtain a degree, the premium significantly rises to 50.6%, with specific premiums of 53.1%
for bachelor’s degree graduates and 92.83% for diploma holders (a graduate degree between
bachelor and master’s, detailed later in the document). Calculating the Sheepskin Effect
involved computing the difference in Average Treatment Effect on the Treated (ATT) for the
post-college period between graduates (50.6%) and individuals who completed over 90% of
the coursework but did not receive a degree, resulting in a Sheepskin Effect of 68.1%.

In the essay titled "The Impact of Mining on Education and Labor Market Outputs in
Colombia," I investigate the impact of mining resource exploitation on educational outcomes
and labor market outputs. Developing countries, including Colombia, often possess abundant
natural resources. I leverage the fact that mineral allocations were randomly assigned
before population settlement, creating a quasi-experimental design. This design utilizes
the operation of the nearest mine to each school in Colombia as a natural experiment,
considering it as the treatment for the nation’s secondary graduates from 2002 to 2012. I
use a Difference in Difference approach under the Callaway and Sant’anna (2021) framework
and an Instrumental Variables (IV) approach to establish a causal link between mining
activities and various educational and labor market outcomes in Colombia. The study

reveals significant heterogeneity among types of extracted products and their corresponding



outcomes. Consistent with the findings of Angrist and Kugler (2008), the analysis indicates
that the size of cohorts increases by approximately 6% to 7.2% when the nearest mine is in
operation. The Saber 11 test score exhibits an improvement of 3.87 points (8.2% compared
to the control mean) when the closest mine is operational, with sustained positive effects
up to 9 years after the mine’s opening. Moreover, positive outcomes are observed in the
probability of enrolling in higher education, showing a substantial increase of 12.2% when
the nearest mine is operational. Notably, this increase in cohort size does not compromise
the quality of education, as evidenced by the consistent Saber 11 scores. However, the study
also identifies a potential downside. The results indicate that if the mine closest to schools
is in operation, the probability of securing formal employment decreases between 0.2% and
8.6%.

Finally, Individually, these three chapters provide context about and insight into three
different factors that impact educational outcomes in Colombia. Collectively, they provide
essential information for policymakers on articulating the system better, using the pre-
established conditions of communities to their advantage, and transforming the country’s

human capital between secondary school and the labor market more efficiently.



Abstract Chapter 2

EN

The System for the Prevention and Analysis of School Dropouts in Higher Education
(SPADIES) played a pivotal role in addressing the challenge of reducing drop-out rates
in Colombian higher education, contributing to an improved enrollment rate from 20% in
2002 to 40% in 2010 and 53.9% in 2022. This software dashboard facilitated student data
collection, analysis, and visualization, empowering higher education institutions to prevent
dropouts and re-engage those who had already dropped out. Using a differences-in-differences
approach within the framework proposed by Callaway and Sant’anna (2021), this study
reveals that SPADIES reduced the probability of students becoming dropouts by 0.7 percent-
age points and increased the likelihood of graduating and graduating on-time by 0.6 and 0.4
percentage points, respectively. Although the impact may appear small, it reaches 2.1 percent
after 5 years of the program’s implementation (which compares to the control group mean of
47%), saving at least 14,000 students from dropping, nearly two times the size of the average
higher education institution in Colombia. Furthermore, SPADIES contributed to increased
future income by assisting students in obtaining their degrees, alleviating congestion in the
higher education system, reducing the burden on institutions, and enhancing enrollment
efficiency. These findings highlight the significant positive effects of a data-driven software

dashboard on the quality and efficiency of higher education systems in developing countries.

DE

Das System zur Prévention und Analyse von Studienabbriichen (SPADIES) spielte eine
entscheidende Rolle bei der Verringerung der Abbrecherquote im kolumbianischen Hochschul-
wesen und trug dazu bei, die Einschreibungsquote von 20 % im Jahr 2002 auf 40 % im
Jahr 2010 und 53,9 % im Jahr 2022 zu steigern. Das Software-Dashboard erleichterte
die Erfassung, Analyse und Visualisierung von Studierendendaten und ermoglichte es den

Hochschulen, Studienabbriichen vorzubeugen und Studienabbrecher wieder zu integrieren.
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Unter Verwendung eines Differenzen-in-Differenzen- Ansatzes innerhalb des von Callaway und
Sant’anna (2021) vorgeschlagenen Rahmens zeigt diese Studie, dass SPADIES die Wahrschein-
lichkeit, dass Studierende ihr Studium abbrechen, um 0,7 Prozentpunkte verringert und die
Wahrscheinlichkeit, dass sie ihr Studium abschliefsen, um 0,6 bzw. 0,4 Prozentpunkte erhoht
hat. Obwohl die Auswirkungen gering erscheinen mogen, erreichen sie nach fiinf Jahren Pro-
grammdurchfithrung 2,1 Prozent (im Vergleich zum Durchschnitt der Kontrollgruppe von 47
Prozent), wodurch mindestens 14.000 Studierende vor dem Studienabbruch bewahrt wurden,
was fast der doppelten Grofse einer durchschnittlichen Hochschule in Kolumbien entspricht.
Dariiber hinaus trug SPADIES dazu bei, das zukiinftige Einkommen der Studierenden zu
erhohen, indem es ihnen half, ihren Abschluss zu machen, die Uberlastung des Hochschulsys-
tems zu verringern, die Belastung der Institutionen zu reduzieren und die Effizienz der Ein-
schreibungen zu erhéhen. Diese Ergebnisse verdeutlichen die signifikant positiven Auswirkun-
gen eines datengestiitzten Software-Dashboards auf die Qualitéit und Effizienz von Hochschul-

systemen in Entwicklungslandern.



Chapter 2

How a Data-driven Tool Ended the
Musical Chair Game in Higher

Education in Colombia

2.1 Introduction

The dropout phenomenon in higher education presents a substantial economic challenge, im-
pacting the cost of training a qualified workforce and hindering productivity and efficiency in
the labor force. To address this issue, countries globally are exploring innovative solutions to
increase enrollment and retain students in school, particularly in higher education. Colombia
is an interesting case since its enrollment rate increased from 20% in 2002 to 40% in 2010
(Ferreyra et al., [2017; |Orozco Silva, [2010)) .

Between 2002 and 2010, Colombia’s higher education system faced challenges in meeting
the increasing demand for higher education. These challenges stemmed from demographic
growth and a policy that promoted secondary graduation without sufficiently considering aca-

demic merit. Consequently, the system encountered the "Crowding cohort'[[| phenomenon,

I"Crowding cohort" is a phenomenon when there is increased demand for fixed or reducing resources.
This term was used for the first time in |[Bound and Turner| (2007)).
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file:.

compounded by an economic depression, which put many students at risk of dropping out
(Herrera-Pradal, 2013 ICFES|, 2002; |Orozco Silval 2010)).

To address the challenge, the Ministry of Education (MEN) implemented a plan to
improve higher education outcomes. This plan utilized existing infrastructure, provided
targeted financial support, and established information systems to track students and evalu-
ate quality. SPADIES (System for the Prevention and Analysis of School Dropout in Higher
Education) was created as part of this effort. It provided real-time data on enrollment,
academic performance, peer quality, dropout rates, and graduation rates to higher education
institutions (HEIs), the MEN, and the public. HEIs used SPADIES to identify at-risk
students and offer various forms of assistance, including academic support, financial aid, and
mental health services, to reduce dropout rates (Ministerio Nacional de Educacion, 2008}
Guzman Ruiz et al., 2009; Ministerio de Educacion Nacional, [2006)).

This chapter evaluates the impact of SPADIES on education outcomes and system
efficiency in Colombia. Using SPADIES data from 1998 to 2017 and employing a differences-
in-differences approach under the framework proposed by (Callaway and Sant’Anna; (2021),
the study examines the college paths of approximately 4 million students enrolled in HEIs
with SPADIES.

The findings indicate that SPADIES reduced the dropout rate in average by 70 basis
points -bps- (up to 2.1 percent (210 bps) after 5 years of SPADIES installed or 4.4% of the
control mean) and increased the probability of earning a degree on time in average by 60
bps (up to 2 percent (200 bps after 5 years of SPADIES installed or 7.3% of the control
mean). Although these effects may appear modest, they have significant implications, with
approximately 14,000 students saved from dropout, nearly double the average size of a higher
education institution in Colombia. Moreover, SPADIES was particularly effective in reducing
the dropout rate among males, students from public institutions, and low-income students.
Additionally, HEIs utilized SPADIES not only to prevent dropouts but also to re-engage

students who had already dropped out, as evident from increased transitions from absent
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and dropout status. With a total cost of USD 4.5 million from 2005 to 2017 (in prices of 2022),
the cost per saved-from-dropout student through SPADIES was approximately USD 320.5, or
the cost per graduated student was around USD 373.9. These figures indicate that tools like
SPADIES could be a cost-effective tool for improving human capital formation in developing
countries. By investing in SPADIES, the education system was able to prevent dropouts
and increase graduation rates at a reasonable cost, contributing to the overall development
and advancement of the country. Furthermore, the results suggest that SPADIES enhanced
the efficiency of the higher education system by managing the entry of a growing student
population. SPADIES also facilitated the transition to a digital record-keeping system.
These findings highlight the potential of data-driven tools to improve educational outcomes
in developing countries.

The following section presents a review of the literature. Section 2.3 details the SPADIES
program design and the context in which it was created. Section 2.4 describes the dataset
and variables. Section 2.5 presents the model specification. Section 2.6 discusses the results.

Finally, Section 2.7 presents the conclusions and policy implications.

2.2 Literature Review

This section presents a comprehensive literature review that underpins the foundation of
this chapter. Initially, the focus will be on the literature concerning the demand and supply
sides of higher education, their impact on quality, and the evolution of dropout analysis.
Subsequently, the literature specific to the Colombian context will be examined. Addition-
ally, the influence of technology on education and the analytical approaches identified in the
literature will be discussed. Finally, the contribution of this study to the existing literature
will be explored.

In 1999, the World Bank initiated the "Education for All" program, aiming to improve

the monitoring of educational indicators such as access, enrollment, and quality. The
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objective was to apply the lessons learned from developed countries’ advancements in higher
education systems to developing regions like Latin America and encourage governments to
track outcomes and indicators.

Canonical literature acknowledges the vital role of formal education, particularly higher
education, in human capital formation and social mobility (Adams and VanderWaerdt,
1984; [Bank et al., 1990; Becker| 1962; (ONU| [2013; [Trow, |1973). However, the dynamics
of supply and demand in higher education give rise to an imbalanced market characterized
by access barriers, low enrollment rates, excess demand or supply, and low quality (Epple
et all 2006). Factors such as unexpected increases in applicants leading to insufficient
public resources contribute to this discrepancy (Bound et all [2009). Cost-benefit analyses
incorporate institutional factors influencing students’ decisions to enroll, persist, or drop out,
such as the quality of education, support services, and peer influences (Bank et al., [1990;
MacLeod and Urquiolay, [2015; [Tinto, 1975, [1982). The theoretical discourse on attrition
commonly falls into two categories: the student’s integration or adaptation to the education
system model (Tinto, 1975, 1982) and attrition as a set of conditions linked to individual
socioeconomic factors, such as family circumstances or academic performance during school
(Bean, (1980, [1985)).

In the context of Colombia, initial studies on attrition in higher education focused on
selected institutions. For example, the |Universidad Nacional de Colombial (2007) examined
lag, graduation rates, and dropout rates in Colombia’s largest public university, finding that
being a female, particularly 18 years old or younger, positively influenced the probability
of obtaining a degree in any program. Financial aid or student loan programs were found
to decrease the dropout rate. Affirmative Action programs, including unique admission
mechanisms and alternative admission routes through pre-university courses, played a crucial
role in improving students’ retention in higher education and enhancing access conditions
and social equity (Sanchez Torres, [2002). (Castano et al.| (2006) conducted a study at the

University of Antioquia, focusing on the School of Engineering and the School of Economics.
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Their findings revealed that being male, single, and over 18 years old increased the risk of
dropping out. On the other hand, living with parents, achieving better academic perfor-
mance, not being employed, having parents with a high level of education, and being female
were associated with a decreased risk of dropout. Public universities in Colombia utilized
these studies to address government concerns about resource allocation in the education
system, viewing the dropout phenomenon as a waste of economic resources, human capital,
and infrastructure (Cardenas|, |1996; |Cortes et al., 2011} |Facundo Diaz, 2009). National-level
research conducted by ICFES|(2002) identified household financial conditions as the primary
determinant of becoming a dropout student. However, Ministerio Nacional de Educacion
(2008)) revealed that low academic skills (measured by the secondary school exit exam score),
mismatch between career choice and skills, poor academic performance, and gender were the
main reasons for the dropout rate. Finally, Herrera-Prada (2013) demonstrated that the
"Crowding cohort" phenomenon, accompanied by an increase in the average time required
to graduate, resulted in an overall decrease in the graduation rate in Colombia, despite a
reduction in the nationwide dropout rate.

The impact of technology on education has been widely studied in various contexts,
primarily focused on improving learning, teaching, research, and administrative systems
(Tongkaw, [2013)). There have been numerous studies on the influence of technology on new
models of online learning (Lopez-Pérez et al., 2011)), motivation, and learning strategies
(Sailer et al., 2021 Valentin et al., 2013), as well as on the use of information systems to
improve learning (Leong and Ibrahim) 2015} |[McGill and Klobas, [2009; |Sari, 2014). Addition-
ally, there is research on the expansion of the educational system (Rahman, [2020; Tongkaw),
2013)), the adoption of technology in learning environments (Lacka and Wong, 2021)), and
improving school attendance to enhance academic performance (Gomis-Porqueras et al.
2011)). However, direct evidence of the use of technology at the administrative level for an
entire country’s higher education institutions, which can affect the coverage and quality of

the higher education system, is lacking. The literature about this is quite limited, with the
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international literature focusing on small programs in regions of Germany and Chile and
using econometric models (uplift models) to predict dropout rates (Berens et al. [2021)) or
design tailored anti-dropout programs (Olaya et al.; [2020). However, survival, tailored, and
uplift models have been employed in HEIs in Colombia to reduce the dropout rate since 2006,
with no academic references other than the MEN reports on the SPADIES experiences.
This chapter adds to the literature by revealing how SPADIES effectively achieved its
policy goals. My analysis demonstrates how a data system that improved the flow of in-
formation among agents, coordinated policy and innovative policymakers developed tailored
aid programs for pre-selected candidates, resulting in a new equilibrium with educational

and social outcomes even better than the government had anticipated.

2.3 Context and Program Design

In this section, I present facts and statistics about the Colombian context and the history

behind the creation of SPADIES.

2.3.1 Context

In the past five decades, Colombia has experienced significant demographic changes, charac-
terized by extensive migration from rural to urban areas. This influx of young individuals,
driven by the pursuit of social and economic mobility, encountered limited access to quality
educational resources (Lucio and Serrano, 1992).

By the mid-1990s, the insufficient capacity of high schools became apparent, leading the
government to promote students through primary and secondary education without academic
restrictions. Although this approach increased secondary school coverage and completion
rates, it resulted in a significant decline in educational quality and skills (Herrera-Prada,

2013}, |Orozco Silval 2010 Orozco Silva et al., [20006)).
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The economic crisis of the late 1990s further exacerbated this situation, revealing that
only a few Colombians had access to higher education, and those who did face a high risk of
dropping out (Ministerio Nacional de Educacion, |2008; Orozco Silva, 2010; |Orozco Silva et
al.,2006)). Studies conducted in the early 2000s indicated that household economic conditions
were the primary barrier to higher education enrollment (ICFES]| [2002). During this period,
Colombia had a gross college enrollment rate of merely 20%, one of the lowest in the region
(Ferreyra et al., 2017; Ministerio de Educacion Nacional, [20006)).

In response, the Ministry of Education (MEN) implemented the "Educational Revolu-
tion" plan to boost educational attainment levels in higher education, which had lagged
behind regional counterparts. The plan increased the enrollment rates from 20% in 2002
to over 40% in 2010 and surpassing 45% in 2016 (Orozco Silva et al., 2006; [Ministerio
de Educacion Nacional, 2006, |2017)). Public higher education institutions were primarily
responsible for this surge, as evidenced by the near-zero or negative enrollment growth rates
at private institutions in the early 2000s.

With the introduction of SPADIES by the MEN, timely information on enrollment,
academic performance, peer quality, dropout rates, and graduation rates in the higher
education market became available. The primary objective of SPADIES was to reduce
dropout rates by identifying at-risk students and providing targeted aid suggestions to higher
education institutions (HEIs). Additionally, SPADIES facilitated data collection on the
higher education system and HEI performance indicators, which were publicly accessible.
SPADIES became the standard for certifying program quality and measuring improvements

in access to resources in Colombia’s higher education institutions.

2.3.2 Program Design

Developed by the MEN since 2005, SPADIES is an information system that collects data on

higher education students. It provides data visualizations, statistical analysis, and reports on
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at-risk students. The system has a module that is publicly accessible, allowing stakeholders
to compare the performance of HEIs at different levels.

To improve data quality, each institution was required to have regular contact with the
MEN, and data underwent monthly audits before being stored in the database. Duration
Models and focus group analyses were conducted nationwide using the SPADIES database to
identify patterns among dropout students. The results were integrated into the application
to assist HEIs in identifying and supporting at-risk students.

The MEN visited each HEI to install the software, provide training, and explain the
results. Aid programs were categorized into financial, academic, and other types of support.
Males with low household income and academic skills, particularly in associate or math-
related programs, were identified as the most at-risk population, and HEIs were encouraged
to design aid programs mainly targeting this group.

Follow-up visits were conducted 12 to 18 months after installation to verify outcomes
and ensure proper use of the application. By 2013, all institutions had installed the software
and received follow-up visits. The installation and training of SPADIES were not randomly
assigned, and variations in the digital gap and information quality among HEIs existed.
Five rounds (list in Figure 2.1) were conducted to collect information from each institution,
and the application of SPADIES was not differentiated based on student characteristics or
HEI attributes (Figure 2.2). In 2008, the official dropout rate measured by SPADIES was
mandated to be included in program quality certificates, and a web portal was established
for public access to key statistics on individual HEIs and the higher education system.

Finally, the total development and operational cost of SPADIES from 2005 to 2017 was

approximately USD 4.5 million, adjusted for inflation to 2022 prices.
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2.4 Data and Variables

This section provides an overview of the SPADIES database and its characteristics, followed
by a description of the variables used in the program’s definitions, including the new variables
created for this study. Finally, the section explains the final database used in the empirical

analysis.

2.4.1 SPADIES Database

The SPADIES database merges data from the MEN’s SNIES database, the ICFES database,
and HEIs’ semestral reports. SNIES data provides HEI and program characteristics, while
ICFES data captures the Saber 11 exam information. HEIs’ reports are updated every
semester. SPADIES focuses on students who started college from 1998 onwards. This study
utilizes SPADIES data from 1998 to 2017, including around 8 million students. The dataset

consists of an unbalanced panel per individual-program semester.

2.4.2 Variables

This subsection explains the variables that SPADIES has, how they are measured, and the

new variables I created.

SPADIES Time-Invariant Variables

The ICFES data obtained from the Saber 11 exam includes variables such as exam score,
gender, birth year, and household income. The exam score is mandatory for higher education
enrollment, ensuring all enrolled students have a score. At the time of test application,
students complete a form for characterizing and analyzing data in this study:.

In order to standardize the Saber 11 test scores, since the ICFES has employed different
score ranges over time, each student’s percentile on the exam is assigned, resulting in a

variable that ranges from 1 to 100. Additionally, a dummy variable is created to indicate
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whether a student has achieved a high score (above 90), based on the methodology of the
Ministerio de Educacion Nacional (2008; 2006} 2017)).

Gender and birth year data are available in both the ICFES database and the Freshmen
report, while household income is reported to the ICFES by students. In case of discrepan-
cies, SPADIES gives priority to the ICFES data, unless it is missing.

For HEI and program characteristics, SPADIES utilizes data from the SNIES database.
HEI characteristics include sector (public or private), category (university -for 4 year programs-
or community college -for 2 or 3 year programs-), and location. Program characteristics
encompass the level (bachelor’s - 4 or 5-year programs - or associate - 2 or 3-year programs)
and field of knowledge.

SPADIES also evaluates the quality of data reported by each HEI, grading it as A, B,
or C based on the number of reported semesters and the level of detail provided. A dummy
variable indicates whether an HEI received an A grade in the 2017 report, as recorded in the

database.

SPADIES Time-Variant Variables

SPADIES receives three main reports per semester from each higher education institution
(HEI): Freshmen, Graduates, and Enrolled. These reports contain essential information
about students, such as their student ID, academic performance, details of financial or
academic aid received, and the program of study they are enrolled in.

To track students’ progress, SPADIES utilizes the Freshmen and Enrolled reports. It
identifies students who enroll in a program and continues to track them until they are
reported as Graduates. If a student is not found in the Enrolled report or the Graduated
report, their status is updated to reflect their absence or dropout, depending on the number
of semesters they have not been enrolled.

SPADIES defines the following statuses for students:
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1. Graduated: This category includes all individuals who have successfully completed

their higher education program. It is further divided into two subcategories:

(a) Graduated on time (those who graduated within one year of the expected time of

graduation).

(b) Graduated late (those who graduated more than 1 year after their expected time

of graduation).

2. Dropout: SPADIES categorizes students as dropouts if they have not been reported
in the system or if they have not graduated after two or more consecutive semesters,

as of 2017.

3. Absent students are those who missed only one semester and are not reported as

Graduated.

4. Active is any student taking classes as of 2017.

Additionally, I have introduced three new variables to measure transitions between statuses.
By comparing the time since students first enrolled in college and the number of semesters
reported in SPADIES, I can identify if a student has left or returned to school. The two

types of transitions are as follows:

1. Transition from absent, means that in a period “I” the student was “Absent” and
in “T'+1” he became “Active” or “Graduated”. The dummy variable following these

transitions takes the value of 1 in “T+1” and 0 otherwise.

2. Transition from dropout, means that in a period “T” the student was a “Dropout”
and in “T>=3" he became “Active” or “Graduated”. The dummy variable following

these transitions takes the value of 1 when the transition ends and 0 otherwise.

Finally, I created the variable Time gap of transition that counts the amount of semesters
during each transition; in the case of transitions from “Absent", it is always 1, but for the

transitions from dropout, it is always 2 or more semesters.
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2.4.3 Final Data

SPADIES combines time-invariant data from the ICFES database and SNIES with semesterly
reported Freshmen, Enrolled, and Graduates data. The individual refers to a student who
has ever been enrolled as a freshman in an HEI program between 1998 and 2012.

To mitigate bias in dropout and graduation rates, two changes were made to the original

database of 8 million students:

1. Only data for students reported as "active" since 2002 were included. This means they

were reported as a freshman before 2002 and appeared in the 2002 enrollment report.

2. Data was limited to students who were freshmen up to 2012 to focus on cohorts with

sufficient time to graduate. Data beyond 2017 was not considered for these students.

After these adjustments, the database comprised a population of 6,143,537 students.

A dummy variable was created to identify the time of SPADIES installation in each HEIL.
The semester of installation marked the start of SPADIES’ "treatment" for an HEI, as it
provided the first report on at-risk students and allowed the institution to access grants for
anti-dropout programs from the MEN. The dataset also includes the unemployment rate
estimated by DANE by HEI department and year.

The final dataset is an unbalanced panel per individual-program-HEI and time, consisting
of 4,131,302 students. It includes variables such as gender, year of birth, household income,
ICFES test score, a dummy for bachelor-level programs, dummies indicating assistance
program receipt, public institution dummy, HEI certification dummy, main campus dummy,
data quality dummy, region dummies (Bogota, Valle del Cauca, Antioquia, Atléntico), round
of implementation dummies, enrollment period dummy, unemployment rate by department
and year, status in the system, transition variables (absent, dropout, time gap), dropout

dummy, graduation dummy, and the number of transitions during the program.
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2.5 Model Specification

To measure the impact of SPADIES in different outcomes, I use the following equation:

V3 SPAD[ES” X AAzt + 5 Xit + €t (21)

where Yj; is a dummy that, depending on the model, measures one of five outcomes
that are probabilities: the probability of dropping out, graduation, graduation on time,
transitioning from absent, or transitioning from dropout. In the case of Time gap (the sixth
outcome), Yj; is a continuous numerical variable equal to the number of semesters of the
transition. The variable of interest is SPADIES; , it takes the value of one (1) if the
individual is enrolled in a HEI in a period ¢ when SPADIES was already installed and zero
(0) otherwise. I also include three interactions with a variable that takes the value of one
(1) if student received aid in a specific time and zero (0) otherwise: SPADIES and academic
aid (AA), SPADIES and public financial aid (PFA), and SPADIES and private financial
aid (FA). I include these interactions to understand if the combination of SPADIES and
the academic or financial aid improved education outcomes. The vector of controls X;; is
comprised of time variant and time invariant variables. The time variant variables include
academic performance, occurrence of assistance if received and type (financial or academic),
time that the student has been enrolled in the HEI (tenure), and departmental unemployment
rate. The time invariant variables include a dummy for females, the year of birth, a dummy
if the Saber 11 exam score is over the 90th percentile, a categorical variable for household
income, and a set of dummies to indicate the region of the HEI that the student attends.

I will present two sets of results for Equation 2.1 using a Fixed Effects (FE) and Random
Effects (RE) framework. Both models offer different advantages. The RE model enables

comparisons with previous literature [CFES| (2002)); Ministerio Nacional de Educacion| (2008))
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and Ministerio de Educacion Nacional (2006]), the FE model provides more consistent results
to use as benchmark before the Differences in Differences (DiD) approach.

To properly identify the causal effect of SPADIES on the six outcomes, recent literature
(Sant’Anna and Zhao, 2020; (Callaway and Sant’Annal 2021; |Goodman-Bacon, [2021; Sun
and Abraham), 2021) provides relevant tools. Previously, it was challenging to isolate the
impact of SPADIES due to its five rounds, non-random assignment, and potential population
differences across rounds. Treating each round as a separate treatment that overlapped
in time posed a significant problem. I employ the framework proposed by |Callaway and
Sant’Anna (2021) to estimate causal inference. This DiD approach allows identification,
estimation, and inference for multiple time periods, considering up to 6 semesters after the
treatment was applied. It also accounts for variation in treatment timing (rounds) and
potential differences in treatments, while holding the "parallel trends assumption" (PTA)

after conditioning on observed covariates in the pre-treatment period.

2.5.1 Canonical DiD

The basic DiD approach in the canonical format considers two periods and two groups (model
2X2). In the first period (T=0), the two groups are the same in terms of the treatment, as
they do not receive any. In the second period (T=1), some of the individuals did receive
the treatment creating the group called “treated" (SPADIES=D=1), while those that did
not receive any treatment are called “controls" (SPADIES=D=0). So, if we assume that the
treated group would follow its predetermined path given by its trend, in case of an absence
of the treatment, any deviation from this trend is a causal effect of the treatment on the
group. This deviation or difference is the Average Treatment effect on the Treated (ATT)
(Equation 2.2). However, the Y;1(0)|D; = 1 component is never observed, as it is unknown

how the treated group would be in T=1 in the absence of treatment.

ATT = E(r;|D;) = E(Y;a|D; = 1) — E(Yiy(0)|D; = 1) (2.2)
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As I do not know the path the treated group will follow in the absence of treatment, my
best approach is to check the path of the control group. I assume that the path followed by
the treated groups is parallel to the path followed by the control group. This assumption is
known as the “Parallel Trend Assumption" (PTA) (Equation 2.3). This assumption is very
strong and will be debated later, but by using it, we can re-estimate the ATT (Equation
2.4).

E(Y;1(0) = Yio|Di = 1) = E(Yi1 — Yio|Di = 0) (2.3)
ATT = E(Y1|D; = 1) — EYia(0)|D: = 1) (2.4)

However, in practice, the empirical research usually faces designs with more than two
periods or more than two treated groups. According with (Callaway and Sant’Annal (2021]),
the solution has been to generalize the canonical approach by adding the groups and fixed
effects to the specification. The debate about the correct specification has been growing in
recent years, but the literature agrees that the standard Two-Way Fixed Effects (TWFE)
approach may not be appropriate for the identification of treatment effects, in particular
interpreting its results (Callaway and Sant’Annal 2021) . As mentioned above, the PTA is
hard to achieve, as treated and control groups are often not similar enough. To solve this,
Sant’Anna and Zhao| (2020) proposed to hold PTA for groups with the same pre-treatment
characteristics X (Equation 2.5). Where §(X) is the AY; if there was no treatment conditional

to X. With this new assumption, the new DiD estimator becomes ﬁ (Equation 2.6).

E(Yi1(0) = Yio|Di =1,X) = E(Yi; — Yio|Di = 0,X) = 0(X) (2.5)
ATT, = E(Y,|D; = 1) — [E(K,O\Di — 1)+ EOX)D;=1)]  (26)
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2.5.2 Robust DiD Estimators for ATT

Now, using Rios-Avila et al.| (2021)’s CSDID command in Stata, four types of DiD estimators
are analyzed using Equation 2.6 as they present four different approaches to estimate the

component E(0(X)|D; = 1) :

1. Regression Approach (OR). This approach estimates E(0;|D; = 1) in two steps. The
first step models E(0;|X) = 0(X) as a function of X with data from the control group

only. The second step uses the predicted outcome for 6(z;)to estimate E(6;|D; = 1).
The ATT for this estimator is:ATTop = E(AY;|D; =1) — E(é\(l'z)’Dz =1) (2.7)

2. Inverse Probability Weights (IPW) from |Abadie| (2005). In this method, the distribu-
tion of characteristics X for the control group is reorganized, so that the control group
becomes more similar to the treated group. To do so, it estimates a propensity score
using a binomial model and then, using the predicted scores, estimates the inverse
probability weights w (x). The dependent variable in the propensity score is a marker

for if the observation is part of the treatment group as a function of X.
P(D;=1|X)=F(X) = 7(X) = F(X)

w(zy) = () /(1 = 7(2:))= E0:i|D; = 1) = (E(w(x:)0:| D = 0))/E(D;)  (2.8)
Aﬁ;w = FE(AY;|D; = 1) — (E(w(x;)0;|D; = 0))/E(D;) (2.9)

3. Doubly Robust Estimator (DRI) from Sant’Anna and Zhao| (2020). The doubly robust
estimators are a combination of the previous two estimators (OR and IPW). The model
first uses the regression approach, and then it reshapes the groups using a propensity
score estimation similar to the IPW approach. A propensity score is estimated using
Equation 2.8, then E(6;|X) is modeled as a function of X and estimated using the
weights obtained from Equation 2.8. See Equation 2.10.

ATTprr = E(AY)|D; = 1) — E(0y(x,)|D; = 1) (2.11)
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4. Improved Doubly Robust Estimator (IMP) from [Sant’Anna and Zhao (2020). This
estimator uses in the first step an approach similar to OR by estimating E(0(X)|D; =
1) using only control data a no weights. Then, it adds a correction A, calculating the
weighted difference between the predicted and the observed outcome in the control

group. See Equation 2.12.

ATTipw = E(AY)|D; = 1) — E(fy(z:)|D; =1) — A (2.12)

~

where A = E(w(x;)AY;|D; = 0)/E(w(z;)|D; = 0)—E(w(x;)0(x;)|D; = 0)/E(w(z;)|D; =
0)

2.5.3 Empirical Framework

Callaway and Sant’Annal (2021) expanded what was proposed previously by [Sant’Anna and
Zhao| (2020) and Abadie (2005). In particular, |Callaway and Sant’Annal (2021) debated the
application of DiD estimators when a variation in the timing of treatment existing, and they
consider a natural generalization of the ATT to be a setup with multiple treatment groups
and time periods. |Callaway and Sant’Annal (2021)) used the average treatment effect for
units who are members of a particular group g at a particular time period ¢, that expressed

in terms of the canonical form (Equation 2.2) is:

ATT(g,1) = B[Yi(g) - "i(0)|Gy = 1] (213)

The framework of |Callaway and Sant’ Anna (2021) incorporated OR, IPW DRI, and IPW,
fixes a group ¢ and allow variation in ¢, to understand how the proposed ATT evolves in
time for a specific group. When this process is extended to all groups, they present the
“oroup-time average treatment effect". In fact, the estimation performed by Rios-Avila et
al| (2021)) disaggregated the combinations of groups and times in multiple 2X2 models than

then are aggregated per the fixed group g. After the process, an ATT and weights per period
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group allow consolidation of the ATT not only by group-time, but also by time (similar to
an event analysis), by group (to analyze impacts per group and compare) and using a single

robust consolidated estimator.

2.6 Results

The results section contains three parts: The first part presents the “Parallel Trend Assump-
tion" (PTA) charts per outcome. I find similar trends in all the periods before SPADIES
was installed for the first 4 Rounds; although |Callaway and Sant’Annal (2021) assumptions
only require PTA stability in the pre-treatment period. The second part shows the event
analysis for the four proposed estimates in the left panel and the total and group ATT per
output in the right panel. For the main findings, I will focus my reading on the outcomes
obtained by the IMP methodology (all the results are shown), which is the most robust and
has the most conservative results. Finally, in the third part, I present the total ATT per
sub-sample (according to time-invariant characteristics) per estimator type. The students in
Round 5 account for only 0.3% of the entire system, they are not included in the PTA nor

in the results analyses.

2.6.1 Regression Analysis

Table 2.3 reports the results for Equation 2.1, focusing on the variable of interest, SPADIES.
It reveals a significant impact of SPADIES in reducing the probability of dropping out and
increasing the probability of graduating and graduating on time. These results hold in
both the fixed effects (FE) and random effects (RE) frameworks, with the FE framework
showing greater impacts. It is important to note that these results are preliminary and do
not establish causality. Causal results will be presented later in this section.

However, these initial findings provide valuable insights into the determinants of dropout

probability, graduation probability, and transitions. They align with previous literature
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(ICFES, 2002; Ministerio Nacional de Educacion, 2008; Ministerio de Educacion Nacional,

20006; SPADIES, [2008)) and suggest the following expected results:

1. An increase in program tenure and receiving academic or financial aid is associated
with a decrease in the probability of dropping out or an increase in the probability of

graduating and graduating on time.

2. An increase in the share of failed classes is associated with an increase in the probability

of dropping out or a reduction in the probability of graduating and graduating on time.

Economic theory and literature suggest that a high unemployment rate may lead to a lower
probability of dropping out, as students prefer to stay in school while waiting for favorable
labor market conditions. However, in countries like Colombia, where new college attendees
come from low-income households, a higher unemployment rate may also indicate a negative
impact on household income, prompting some students to withdraw from school to support
their families.

Regarding program tenure, an additional semester in the system is associated with
a decreased probability of dropping out and an increased probability of graduation and
graduating on time. Conversely, an increase in the share of failed classes in the last semester
is linked to an increased probability of dropping out and a decreased probability of graduating
and graduating on time, consistent with previous research (Herrera-Praday, [2013; |Ministerio
Nacional de Educacion, 2008} Ministerio de Educacion Nacional, [2006)).

Receiving tutoring and mentoring has a positive effect in reducing the probability of
dropping out. However, the interaction of tutoring and mentoring with SPADIES increases
the probability of dropping out. This can be attributed to the fact that SPADIES targeted
students with high academic vulnerabilities who were already at a higher risk of dropping
out, and the assistance they received was insufficient to prevent dropout. Interactions of
SPADIES with academic aid and public financial aid indicate an increase in transitions from

absent and dropout status. In contrast, the interaction of SPADIES with private financial aid

28



shows a reduction in transitions from absent status. This suggests that financial aid provided
by the HEI effectively helps prevent students from leaving school due to financial constraints.
However, the results suggest that both financial and academic aids, while well-targeted,
were not sufficient. The positive sign for the transition from dropouts receiving public
financial aid suggests that these students could eventually obtain their degrees. However,
the increase in the transition gap and the positive signs in the interactions with academic
aid and public financial aid indicate that SPADIES facilitated the reengagement of students
who had dropped out, incentivizing them to return to school.

Consistent with previous studies (ICFES, [2002; Ministerio Nacional de Educacion, [2008;
SPADIES| [2008; [Universidad Nacional de Colombial [2007)), females exhibit a lower proba-
bility of dropping out and a higher probability of graduating on time compared to males.
Younger students have a lower probability of dropping out but also lower probabilities of
graduating or graduating on time. This is because younger students have fewer transitions
per year, resulting in a larger transition gap compared to older students. Higher household
income and higher scores on the secondary school exit exam are associated with a lower
probability of being a dropout student and an increased probability of graduating and
graduating on time. Females, students with high scores on the secondary school exit exam,
and high-income students have a lower probability of transitioning from absent or dropout

status.

2.6.2 Parallel Trends

The assumption for unbiased estimation of the ATT in SPADIES treatment is parallel
trends, which requires similar trajectory of dependent variables prior to treatment in treated
and control groups. Figure 2.4 presents average outcomes in the six semesters before
SPADIES treatment. Due to dynamic nature of indicators and their construction depending
on database cutoff, estimating parallel trends using the final database is challenging. To

address this, I created a new database including students from all phases of their programs
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who had no contact with SPADIES, allowing a time horizon of up to 5 years before SPADIES.
These "never treated" students were assigned statuses using SPADIES definitions prior to its
implementation. Placebo treatments, referred to as SPADIES-Placebo, were then assigned
1, 2, or 3 years prior to actual SPADIES implementation in each HEI. HEI assignment for
each cohort was randomly done while maintaining the proportion of HEIs assigned to rounds
1(27.3%) and 2 (19.6%) observed in reality. All HEIs were assigned, so the remaining 53.1%
from the first two rounds were counted in Round 3 of the placebo. A total of 100 placebos
were performed, and the SPADIES-Placebo effect was estimated using classical DiD model
and Callaway and Sant’Anna (2021) methodology. Coefficients are presented in Figures 2.5
and 2.6. Results from the classical DiD model indicate null effect of SPADIES-Placebo for
all variables of interest, suggesting parallel trends assumption is met. In the |Callaway and
Sant’Annal (2021)) placebo exercise, there is evidence of a null placebo effect for drop-outs

and graduation, while for transitions, there is a small positive effect.

2.6.3 Main Results

In this section, I present the causal results for SPADIES estimated using Equations 2.7, 2.9,
2.11 and 2.12 by using the command CSDID from Rios-Avila et al. (2021). Results will be
presented by the outcome in two panels: the left panel with the event analysis figure, and the

right panel will present the coefficients of interest for the total of the program per Round.

Drop-Out

Figure 2.7 demonstrates that SPADIES reduced dropout probability by 70 bps. The DiD
estimators consistently showed a positive impact of SPADIES on dropout likelihood, resulting
in an 80 bps reduction. Round 1 had the most significant effect, with dropout reductions of
0.90 to 1.20 percent (90-120 bps). Even after six semesters, SPADIES continued to decrease

dropout probability by 2 to 8 percent (200-800 bps).
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Graduation

Figure 2.8 shows that SPADIES increased graduation probability by at least 60 bps. Round
1 had the highest effectiveness, with graduation probability increases of 90-110 bps (0.9 to 1.1
percent). After six semesters, SPADIES led to graduation probability increases of 210-790

bps (2.1 to 7.9 percent).

On-time Graduation

Figure 2.9 indicates that SPADIES increased the probability of graduating on time by 40 bps.
The DiD estimators confirmed the positive impact of SPADIES on timely graduation, par-
ticularly in Round 1. After six semesters, SPADIES increased the probability of graduating

on time by 180 and 540 bps (1.8 to 5.4 percent).

Transition from Absent

Figure 2.10 shows that SPADIES increased the probability of transitioning from absent
status by 30 bps. There were no significant differences in the probability of dropping out,
graduating, or graduating on time across the different rounds. This may be due to the
short gap period required for the transition from absent status, which is only one semester.
The number of transitions for students marked as absent increased consistently across all
rounds, with no notable variation between rounds. The impact was consistent across all
semesters, indicating a comparable increase in transitions for students marked as absent

after the installation of SPADIES.

Transition from Drop-out

In Figure 2.11, SPADIES demonstrated a positive impact on the probability of transitioning
from drop-out status, resulting in a 20 bps increase. Round 4 exhibited the most favorable
results among the rounds, possibly due to the shorter time since treatment and the HEISs’

proactive approach of calling back drop-out students. Although other rounds implemented
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similar strategies, their effects diminished over time as the number of recalled students
decreased and new drop-out students required two semesters to be marked and tracked.
It is worth noting that once students are marked as absent, HEIs have the ability to
bring them back, making it challenging for them to transition to drop-out status after the
implementation of SPADIES. Therefore, the analysis conducted after SPADIES installation
shows improvement in drop-out transitions as HEIs become more proficient in tracking and
recalling drop-out students. While the round-specific results indicate a diminishing effect of
SPADIES over time, the semester-specific results indicate that HEIs were able to enhance
their efficiency in tracking and reintegrating drop-out students. However, this effect weak-

ened over time, as evidenced by the results six semesters after SPADIES implementation.

Time Gap of Transition

The results in Figure 2.12 show that SPADIES increased the time gap during the transition
by 0.6 semesters. This finding is closely linked to the transitions from dropouts, as the
differential increase found in the results of Figure 2.11 can be attributed to the return of
students who were previously marked as dropouts but brought back by the HEI with the
help of SPADIES. These students had been outside the system for a significant period and
would have remained so if not for using SPADIES. Therefore, the reported increase in the
time gap is a positive outcome as it represents the return of students who may not have
returned to school otherwise.

Students who had transitioned from dropout status before the implementation of SPADIES
had already planned to return to school regardless of SPADIES; so it makes sense that the
gap was shorter for them. On the other hand, the students who returned because of HEIs’
targeting through SPADIES had been out of the system for many years, and the influx of
these returning students led to the increase in the time gap. This gap is more significant
in Round 4 because of the short time to incorporate new dropouts into the average of

all transitions. Overall, the increase in the time gap during the transition reflects the
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successful re-entry of previously marked dropouts. The longer time gap is an indicator

of the effectiveness of SPADIES in bringing these students back to the education system.

2.6.4 Disaggregated Results

The analysis of time-invariant variables revealed notable results, as shown in Figures 2.13 to
2.16. SPADIES proved to be particularly effective in reducing the probability of dropping
out for males with low income attending public HEIs. The difference in results was signif-
icant when considering the sector of the HEI, with public institutions experiencing a more
substantial reduction in dropout rates.

Examining the probability of graduating, males from low-income backgrounds in public
HEIs showed an increased likelihood of obtaining their degree. However, a significant
difference was observed between HEIs with and without quality certifications. Similar results
were found for the probability of graduating on time, with no significant differences among
subpopulations.

Analyzing the probability of transitioning from absent status, students from non-certified
HEIs and those in associate programs displayed a higher likelihood of transitioning from
absent status. Conversely, male students in associate programs at public HEIs were more
likely to transition from dropout status.

Regarding the time gap during transitions, the most significant benefits from SPADIES
were observed among males with low income attending public HEIs, particularly those in
associate programs. This subset of students was also more likely to have already dropped
out and may not have returned to school without the targeted intervention of SPADIES.
These findings align with the Ministry of National Education’s directive for HEIs to focus

their aid programs on this specific subset of students.
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2.7 Conclusions

The new millennium posed a significant challenge for Colombia’s education and labor market
as higher education students in the 2000s outnumbered their predecessors but were less
prepared and had lower skills. This vulnerability led to higher dropout rates and a decline
in the overall quality of the higher education system, affecting enrollment and graduation
rates.

Despite limited economic resources, the Ministry of Education in Colombia (MEN)
designed an action plan to address this education crisis. Various studies have emphasized
the severity of the situation and the need for urgent intervention. As part of this plan, MEN
introduced SPADIES, a software application that collects student data and helps institu-
tions target at-risk students for dropout prevention. This initiative modernized protocols
and records, providing real-time statistics to education authorities, institutions, students,
employers, and the public.

The flow of information was crucial as HEIs received training on operating the dashboard
and learned about successful strategies used by other institutions to reduce dropout rates.
Students were aware of their school’s standing and dropout rates, which were widely reported
in the media, and this information influenced program and institution selection. Students
in need became the main beneficiaries of new programs and aid. The analysis demonstrates
that SPADIES directly impacted educational outcomes and addressed the poor quality of
pre-SPADIES information.

SPADIES enabled the Colombian higher education system to achieve a more efficient
and socially desirable equilibrium. Equilibrium models, such as [Epple et al. (2006) and
MacLeod and Urquiolal, [2015| explain the path to this equilibrium. High-quality institutions
used SPADIES to selectively accept students with lower dropout risk, while low-quality
institutions utilized SPADIES as a promotional tool to attract more students. The increased

information on HEI quality triggered competition, leading to more targeted aid programs and
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improved student tracking. The analysis highlights the increase in transitions and reduced
barriers to graduation, particularly in low-quality institutions.

The findings reveal that SPADIES significantly improved student retention, on-time
graduation, and overall graduation rates. It notably reduced dropout rates for all students,
particularly males from low-income backgrounds in public institutions. show that SPADIES
reduced the probability of students becoming dropouts on average by 70 basis points (bps),
equivalent to saving about 14,000 students from dropping out of the system, and up to 2.1
percent (210 bps) after 5 years of SPADIES installed (4.4% of the control mean). This is an
impressive figure, considering that the average size of a higher education institution (HEI)
in Colombia is 8,000 students. SPADIES also increased the probability of students earning
their degree on time on average by 40 bps and earning their degree overall by 60 bps (up to
1.4 and 1.9 percent after 5 years of SPADIES’ installation or 6.2% and 7.3% of the control
mean, respectively). SPADIES helped approximately 12,000 students earn their degrees,
with 8,000 making them on time.

Furthermore, SPADIES increased the number of transitions from absent and dropout
statuses, and the average duration of a transition. Non-certified HEIs effectively used
SPADIES to bring back absent students, while certified public HEIs successfully targeted
dropout students. The increased time gap during transitions indicated the successful re-entry
of former dropout students who may not have returned without SPADIES.

Although many HEIs implemented aid programs based on SPADIES information, the
analysis revealed that tutoring and mentoring, while effective in reducing dropout rates, had
an adverse interaction with SPADIES for at-risk students. These students already faced high
academic vulnerabilities, and SPADIES and aid support alone were insufficient to prevent
them from dropping out.

Overall, SPADIES improved the efficiency of the higher education system by reducing

the time to graduation and alleviating the burden of overpopulation on HEIs. It facilitated
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the selection process for students and allowed HEIs to address the challenges posed by the
increasing student population entering higher education.

SPADIES also had two unintended spillovers: it helped dropout students return to
school and brought the higher education system into the digital era. Many HEIs were
still using paper records before the implementation of SPADIES. In summary, SPADIES
was instrumental in breaking down the musical chairs game that was the higher education
system in Colombia. SPADIES helped improve the efficiency and effectiveness of the higher
education system in Colombia and changed the future of many students who would have
otherwise dropped out. These findings suggest that the implementation of a data-driven
software dashboard can have significant positive effects on the quality and efficiency of higher

education systems in developing countries.
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Table 2.1: Students Description

Variable Obs. Mean Standard Min Max
Deviation
Drop-out rate 4,131,302 478 .5 0 1
Graduation rate 4131,302 .275 447 0 1
On-time graduation rate 4,131,302  .222 416 0 1
Transitions 4,131,302 .055 228 0 1
Transitions from absent 4131,302 .029 167 0 1
Transition from drop-out 4,131,302 .026 159 0 1
Transitions time gap 4,131,302  .932 1.15 0 29
Tenure in program 4,131,302 4.97 3.42 1 35
Share of failed classes 4,131,302 .119 244 0 1
Received tutoring or mentoring 4,131,302 121 327 0 1
Received financial aid 4,131,302 254 435 0 1
Female 4,131,302  .502 ) 0 1
Year of birth 4,131,302 1988 5.95 1960 1998
Secondary test score 4131,302 61.8 28.4 1 100
Students with secondary test score >= 90 4,131,302 .202 402 0 1
Household income 4,131,302 1.74 1.33 0 9
Unemployment rate 4,131,302 11 2.58 5.87 22.3

Source: ICFES-HEIs. The unemployment rate from DANE (National Statistical Office).

Table 2.2: Higher Education System Data Description

Variable Obs. Mean Standard Min Max
Deviation
Public institution 4,131,302 421 494 0 1
High quality institution 4,131,302 .308 462 0 1
Main campus 4,131,302  .656 AT75 0 1
Good data report 4,131,302  .964 187 0 1
Institution located in Bogota 4,131,302 415 493 0 1
Institution located in Valle del Cauca 4,131,302  .065 247 0 1
Institution located in Antioquia 4,131,302 .15 .357 0 1
Institution located in Atlantico 4,131,302 .056 .229 0 1
HEI from round 1 of implementation including sub-locations 4,131,302 .273 445 0 1
HEI from round 2 of implementation including sub-locations 4,131,302 .196 397 0 1
HEI from round 3 of implementation including sub-locations 4,131,302 .231 421 0 1
HEI from round 4 of implementation including sub-locations 4,131,302 .297 457 0 1
HEI from round 5 of implementation including sub-locations 4,131,302 .003 .058 0 1

Source: ICFES-HEIs.
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Table 2.3: SPADIES Rounds Description

Round Total
v @ B @

Drop-out rate 457 482 464 .505 485 478
Graduation rate 313 .245 274 .262 187 275
On-time graduation rate 231 2 227 226 18 222
Transitions = 1 .055 .047 .053 .062 .042 .055
Transitions from absent .031 .027 .029 .029 .025 .029
Transition from drop-out .024 .02 .023 .034 .017 .026
Transitions time gap 976 .908 92 919 .78 932
Received tutoring or mentoring .085 3 .087 .064 .079 121
Any kind of Aid = 1 228 .351 .244 218 451 .254
Female = 1 A74 513 519 .507 .452 .502
Year of birth 1988 1988 1987 1987 1988 1988
Secondary test score 73 60 60.8 53.5 56.5 61.8
Students with secondary test score >= 90 .362 .168 A7 .099 119 .202
Household income 1.99 1.68 1.73 1.56 1.65 1.74
Unemployment rate 11.7 10.5 10.8 11 10.2 11
HEI public sector = 1 547 423 .34 371 .198 421
High quality institution = 1 .541 314 324 .08 .007 .308
Main institution (campus) = 1 17 .617 .559 702 455 .656
Good data report = 1 987 1 .99 909 0 .964
Institution located in Bogota 337 43 .398 493 .226 415
Institution located in Valle del Cauca A17 .006 .068 .055 0 .065
Institution located in Antioquia .196 181 101 123 .266 .15
Institution located in Atlantico .082 .068 .015 .052 .229 .056
Observations 1,092,960 783,459 925,378 1,315,802 13,703 | 4,131,302
Share of total 26.46 18.96 22.40 31.85 .33 100

Source: ICFES-HEIs. The unemployment rate from DANE (National Statistical Office).
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Round 1
1101

02

Notes: Five rounds -Round 1 (2005-06), Round 2 (2006-07), Round 3 (2007), Round 4 (2008-09), and Round 5 (2010-11)- were necessary
to complete all the HEIs’ information into the system. The MEN visited and installed the dashboard in the main HEI; MEN expected
that the main HEI shared SPADIES with its other campuses. "Other campuses" were included in the same round that its parent HEIs;
they are an extension of one of the main HEIs in other regions (e,g. Universidad Nacional de Colombia code 1101 is the main public
national university, located in Bogotéa, and it is the parent of 1102 that is the campus located in Medellin. In some cases, the "Other
campuses" administration is autonomous, and in other cases, it administration depends directly on the main campus. There is not a

rule about this).
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Figure 2.1: HEIs Distribution by Round
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Figure 2.2: SPADIES Assignation Balance
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Sex Household income HEI quality Knowledge area
Secondary test score HEI sector Type of program Region

Notes: The Figure 2.2 shows the regression coefficients explaining the treatment variable using the students’ main characteristics and
HEIs. Whiskers show the 95% confidence interval. Sex is a dummy that is 1 if the student is female. The secondary test score is a
dummy that is 1 if the student is in the top 10
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Probability of Drop-out

Figure 2.4:

Parallel Trends Averages

Probability of Graduate

Probability of Graduate On-time
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Notes: Chart reports the averages per round for the out put variables before SPADIES. Averages estimates using the full sample
4,131,302 individuals.

Estimated Coefficient

Figure 2.5:

Parallel Trends - Classic DiD
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Notes: Chart reports estimated coefficients for the placebo test using the classic DiD methodology by using the placebo sample with
2,015,868 individuals.
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Figure 2.6: Parallel Trends - Callaway and Sant’Anna (2021) ATT Estimation
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Notes: Chart reports estimated coefficients for the placebo
placebo sample with 2,015,868 individuals.

test using the Callaway and Sant’Anna (2021) methodology by using the

Figure 2.7: SPADIES ATT for the Probability of Dropping Out

® 1) Regression Approach

® 2) IPW - Abadic (2005)

® 3) DRI - SantAnna & Zhao (2020)
4)IMP - Sant'Anna & Zhao (2020)
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Notes: Chart reports the estimated coefficients for the probability of dropping out using Equations 2.7 to 2.12 -OR, IPW, DRI, IMP-
(whiskers at 95%) using the full sample (4,131,302 individuals). The Chart is divided into two panels. On the left is an event analysis
report and on the right panel a comparison of coefficients for the total and per round. Coefficients were estimated using Callaway and
Sant’Anna (2021)’s framework using Rios-Avila et al. (2021) CSDID command in Stata.
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Figure 2.8: SPADIES ATT for the Probability of Graduation

@ 1) Regression Approach

® 2)IPW - Abadie (2005)

® 3)DRI - Sant'Anna & Zhao (2020)
4) IMP - Sant'Anna & Zhao (2020)
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Notes: Chart reports the estimated coefficients for the probability of graduating using Equations 2.7 to 2.12 -OR, IPW, DRI, IMP- (whiskers at
95%) using the full sample (4,131,302 individuals). The Chart is divided into two panels. On the left is an event analysis report and on the right
panel a comparison of coefficients for the total and per round. Coefficients were estimated using Callaway and Sant’Anna (2021)’s framework using
Rios-Avila et al. (2021) CSDID command in Stata.

Figure 2.9: SPADIES ATT for the Probability of Graduating On-time

® 1) Regression Approach

® 2)IPW - Abadie (2005)

@ 3) DRI - Sant'Anna & Zhao (2020)
4) IMP - Sant’Anna & Zhao (2020)
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Notes: Chart reports the estimated coefficients for the probability of graduating on time using Equations 2.7 to 2.12 -OR, IPW, DRI, IMP-
(whiskers at 95%) using the full sample (4,131,302 individuals). The Chart is divided into two panels. On the left is an event analysis report and
on the right panel a comparison of coefficients for the total and per round. Coefficients were estimated using Callaway and Sant’Anna (2021)’s
framework using Rios-Avila et al. (2021) CSDID command in Stata.
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Figure 2.10: SPADIES ATT for the Probability of Having a Transition (Absent)

@ 1) Regression Approach

® 2)IPW - Abadie (2005)

® 3)DRI - Sant'Anna & Zhao (2020)
4) IMP - Sant'Anna & Zhao (2020)
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Notes: Chart reports the estimated coefficients for the probability of having a transition from Absentusing Equations 2.7 to 2.12 -OR, IPW, DRI,
IMP- (whiskers at 95%) using the full sample (4,131,302 individuals). The Chart is divided into two panels. On the left is an event analysis report
and on the right panel a comparison of coefficients for the total and per round. Coefficients were estimated using Callaway and Sant’Anna (2021)’s
framework using Rios-Avila et al. (2021) CSDID command in Stata.

Figure 2.11: SPADIES ATT for Probability of Having a Transition (Drop-out)

@ 1) Regression Approach

® 2) IPW - Abadie (2005)

@ 3) DRI - Sant'Anna & Zhao (2020)
4) IMP - Sant'Anna & Zhao (2020)
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Estimated Coefficient Probability of Having a Transition from Dropout

Notes: Chart reports the estimated coefficients for the probability of having a transition from drop-out using Equations 2.7 to 2.12 -OR, IPW,
DRI, IMP- (whiskers at 95%) using the full sample (4,131,302 individuals). The Chart is divided into two panels. On the left is an event analysis
report and on the right panel a comparison of coefficients for the total and per round. Coefficients were estimated using Callaway and Sant’Anna
(2021)’s framework using Rios-Avila et al. (2021) CSDID command in Stata.
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Figure 2.12: SPADIES ATT for the Time Gap During the Transition

1) Regression Approach
® 2) IPW - Abadic (2005)
@ 3) DRI - SantAnna & Zhao (2020)
4) IMP - Sant'Anna & Zhao (2020)
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Notes: Chart reports the estimated coefficients for the time gap during transition using Equations 2.7 to 2.12 -OR, IPW, DRI, IMP- (whiskers at
95%) using the full sample (4,131,302 individuals). The Chart is divided into two panels. On the left is an event analysis report and on the right
panel a comparison of coefficients for the total and per round. Coefficients were estimated using Callaway and Sant’Anna (2021)’s framework using
Rios-Avila et al. (2021) CSDID command in Stata.
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Abstract Chapter 3

EN

This study examines college attendance’s impact on wages in Colombia, a country with
high informality and youth unemployment. Analyzing data for all secondary school graduates
entering the labor market, we find a 38.4% Local Average Treatment Effect for attendance.
Employing a differences-in-differences framework, we estimate a 50.6% Average Treatment
Effect on the Treated for college graduates. We observe a 68.1% wage differential between
graduates and dropouts with over 90% coursework completion. Results highlight college
graduation’s role in reducing income inequality and narrowing the gender wage gap, suggest-
ing opportunities for policymakers to promote higher education for improved labor market

outcomes.

DE

Diese Studie untersucht die Auswirkungen des College-Besuchs auf die Lohne in Kolumbien,
einem Land mit hoher Informalitdt und Jugendarbeitslosigkeit. Bei der Analyse der Daten
fiir alle Sekundarschulabsolventen, die in den Arbeitsmarkt eintreten, finden wir einen durch-
schnittlichen lokalen Treatmenteffekt von 38,4% fiir den Schulbesuch. Unter Verwendung
eines Differenzen-in-Differenzen- Ansatzes schitzen wir fiir Hochschulabsolventen einen durch-
schnittlichen Behandlungseffekt von 50,6%. Wir beobachten einen Lohnunterschied von
68,1% zwischen Hochschulabsolventen und Personen, die ihre Ausbildung abgebrochen haben
obwohl sie bereits mehr als 90% der Kurse abgeschlossen hatten. Die Ergebnisse unterstre-
ichen die Rolle der Hochschulbildung bei der Verringerung der Einkommensungleichheit und
des geschlechtsspezifischen Lohngefélles und zeigen Moglichkeiten fiir politische Entschei-
dungstriger auf, die Hochschulbildung zu férdern und damit die Arbeitsmarktergebnisse zu

verbessern.
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Chapter 3

Returns to Education in Colombia: New
Empirical Evidence with a

Comprehensive Dataset

3.1 Introduction

The decision to pursue higher education significantly influences access to quality employment
opportunities, particularly in developing countries with substantial educational disparities.
Colombia’s unique economic and labor challenges provide a compelling case study. In
the early 2000s, the country grappled with a severe economic crisis, heightening income
inequality, informal labor markets, and high self-employment rates, especially among young
workers. Government policies aimed to increase college enrollment and attendance rates to
address these issues, but college dropout rates remain a concern. This chapter explores the
impact of higher education on future earnings, examining both graduates and dropouts.

A substantial body of literature has delved into the consequences of pursuing higher
education, with foundational contributions harking back to Becker (1962),Spence (1973)),
Mincer| (1974)), and Hungerford and Solon! (1987)). The Mincer’s equation (Mincer, 1974]),
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a pivotal tool for estimating the relationship between education and income, is frequently
employed in this context, often drawing from household surveys. While generally, higher
education levels correspond to increased income, an ongoing debate persists, particularly in
developing countries characterized by unequal access to education (Card, 2001; Duflo, 2001]).
Recent research, however, suggests that the returns on education are reasonably consistent
across both developed and developing nations, though outcomes can vary based on factors
like geographic region, ethnicity, and the educational sector (Patrinos and Psacharopoulos,
2020; [Peet et al., [2015). Brazil, Chile, and Colombia have conducted longitudinal surveys
to obtain more precise insights into these returns, with particular interest in Brazil and
Colombia due to their secondary and tertiary education exit exams (MacLeod et al., 2017;
Manacorda et al., 2007; Melguizo and Wainer, [2016). Notably, prior research in Colombia
has omitted self-employed workers from the analysis of education returns despite OECD
statistics indicating that they constitute approximately 53.1% of the formal Colombian labor
force. Furthermore, the Sheepskin EffectE] , an aspect yet to be explored, remains uncharted
territory, as previous studies have primarily relied on household surveys comparing college
students to those at lower educational levels.

This chapter addresses these gaps by leveraging an administrative database encompassing
comprehensive records for 5.4 million students who completed secondary school between
2002 and 2012 in Colombia. These records utilize information about college attainment,
non-formal education achievements, and performance in the formal Colombian labor market,
encompassing self-employed workers in the analysis. The main research questions are twofold:
first, whether attending higher education makes a difference in future formal earnings,
particularly in a country with a high level of informality in the labor market; and second, I

aim to evaluate the real value of a college degree, including the so-called Sheepskin Effect.

!The sheepskin effect is a term used to denote when people with an academic degree earn a higher income
than those with an equivalent schooling level but without the credential. This effect was first described by
Hungerford and Solon| (1987)), and analyzed in Colombia by (Moral [2003; Mora and Muro, 2008)
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The primary empirical approach entails estimating a modified Mincer equation, which
incorporates a binary variable distinguishing individuals who attended college (assigned the
value one) from those who did not (assigned the value zero). In addition to panel estimations,
[ utilize the framework proposed by Callaway and Sant’Anna/ (2021) to estimate the Average
Treatment Effect on the Treated (ATT), and I also employ an Instrumental Variables (IV)
approach that leverages the distance between high school and college as an instrument for
college attendance. While panel estimations offer valuable context consistent with existing
research, the ATT and LATE estimations enable a more precise assessment of the causal im-
pact of attending college on earnings. Additionally, by incorporating instrumental variables,
we can address endogeneity concerns.

The IV estimations reveal that attending college leads to a 38.4% increase in earnings
compared to those who did not pursue higher education. Regarding the ATT estimations,
I observe that attending college yields a premium of 6% for the overall population, which
aligns with the results from the panel analysis. However, for those who obtain a degree,
the premium rises significantly to 50.6%, with specific premiums of 53.1% for bachelor’s
degree graduates and 92.83% for diploma (a graduate degree between bachelor and masters,
it is explained in detail later in the document) holders. To calculate the Sheepskin Effect, I
computed the difference in ATT for the after-college period between graduates (50.6%) and
individuals who completed over 90% of the coursework but did not receive a degree, resulting
in a Sheepskin Effect of 68.1%.

The empirical findings demonstrate that timely graduation from higher education results
in increased earnings, irrespective of an individual’s socioeconomic background. Graduates
enjoy significantly higher incomes than college dropouts and those who did not attend college.
Notably, the wages of female college graduates exhibit faster and more significant growth
than those of male college graduates, indicating a gradual reduction in the gender wage gap.

The Colombian labor market places a similar value on college graduates with no work

experience as it does on workers with six or seven years of work experience but without higher
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education, depending on whether the degree is obtained on time. These findings align with
the conclusions drawn by |Jaeger and Page| (1996]), emphasizing the significant importance
of academic preparation in the early stages of a professional career. Additionally, our study
underscores the presence of substantial income premiums for individuals with high cognitive
skills or high-household-income levels. Income and the type of high school sector attended
are strong predictors of future salary, reflecting the highly segregated educational system.
However, higher education slightly narrows the income gap among students from different
backgrounds once they obtain their degrees. We also note a stagnation of self-employed
individuals, although the study does not establish the underlying cause for this group’s
reduced or null premiums.

Finally, the returns to higher education in the medium to long run are positive and not
statistically different across various education levels, including apprenticeship, professional,
or associate programs. This result differs from previous studies conducted by Busso et al.
(2020); and |Gonzalez-Velosa et al.| (2015), associate degrees were reported to have negative
higher education premiums. However, we attribute this difference to the control group used
in our study, which consisted of peers with similar characteristics to those who attended
community college but did not pursue higher education.

The Sheepskin Effect presents a challenge for college dropouts, as they face financial
investments in tuition, potential debt, and time spent in college without recognition in the
labor market. They lack working experience and earn less than peers who never attended col-
lege. This highlights the importance of completing a college degree once started. Graduates
enjoy significant earnings advantages over dropouts and non-college attendees, emphasizing
the value of persistence in obtaining a degree.

To address this issue, policies and interventions should aim to reduce college dropout
rates, as Colombia did in the past two decades. Colombia has reported an increase in higher
education enrollment rates and a decline in dropout rates, but graduation rates have not kept

up with these trends (Ferreyra et al., [2017; Herrera-Prada, 2013; [Ministerio de Educacion
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Nacional, [2017). This study emphasizes in the costs incurred by students who drop out
after completing over 90% of their program. Our results indicate a positive impact of higher
education on career outcomes, as evidenced by the "Stairway to Heaven" effect of graduating
from college, but also a “Highway to hell" effect for those who drop out, particularly in the
last part of their program.

The following section presents the literature review. Section 3.3 describes the data and
variables, and Section 3.4 discusses the conceptual framework and the models. Section 3.5

presents the results, and section 3.6 provides conclusions and discussion.

3.2 Theoretical Framework and Empirical Literature Re-
view

In this section, in the first part, we conduct an in-depth review of pertinent literature to
establish the theoretical framework. In the second part, our objective is to discern the
existing research gaps, emphasizing studies within the purview of developing countries, with

a specific spotlight on the Colombian scenario.

3.2.1 Theoretical Framework

Extensive research explores the intricate link between education and human capital de-
velopment, which includes intangible assets like knowledge and skills. This investment in
human capital significantly influences earnings, habits, and overall health. According to
Becker| (1962), education plays a pivotal role in augmenting human capital, thereby boosting
earnings—up to a certain point. In essence, individuals earn more as they accumulate more
years of education until the costs outweigh the benefits, as illustrated by Mincer| (1974).
Subsequent literature, however, has challenged the relationship between years of schooling

and labor market earnings. Researchers argue that education is a signal of qualification or
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even a filter, and employers often face asymmetric information that makes it challenging to
select the best employee (Phelps, [1972; |Arrow, [1973; Spence, [1973)).

Phelps (1972); Arrow| (1973); Spence (1973) propose that higher education acts as a
signal of an individual’s quality or skill, streamlining the hiring process. Job seekers use
their educational credentials to convey their preparedness and expertise, while employers
signal their preference for educated candidates, thus simplifying selection. Even individuals
with existing skills pursue further education to signal qualifications to employers. Wood
(2009) adds that education is rewarded with higher salaries but also comes with increased
opportunity costs. This motivates highly skilled workers to advance more quickly in the
education system, while less skilled individuals may drop out due to the high cost of continued
enrollment.

In summary, the interplay between education, human capital, and earnings involves sig-
naling and screening mechanisms that shape individuals’ career trajectories. |Collins (1979)
observed that pursuing social mobility drove students to acquire degrees and credentials,
ultimately increasing the pool of graduates. In response, employers raised job requirements,
seeking specific degrees, grade point averages, or coursework as selection criteria. This
surge in qualified workers also triggered unintended consequences, such as grade inflation
and escalating education costs. Some institutions began charging extra fees for degrees,
exacerbating inequalities. Access to these credentials became a privilege, disadvantaging
those unable to afford multiple degrees, tutors, and additional fees.

The value of a credential has eclipsed the knowledge and skills it represents. In the human
capital framework, two individuals with the same education should earn identical salaries, ir-
respective of whether one possesses a degree. However, research reveals that earnings increase
faster for individuals with a degree. [Hungerford and Solon! (1987) introduced the "Sheepskin
Effect" concept when estimating a Mincer Equation with a notable discontinuity in years of
higher education. Their findings demonstrate substantial salary gains compared to workers

with one less year of education. Data limitations initially obscured this phenomenon, as
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researchers only had basic information on individuals’ backgrounds, education, and earnings
from the late 1960s to the early 1980s. In the 1980s and 1990s, degree completion data
became available. More sophisticated information on cognitive skills, earnings, and degrees
emerged after 2000.

The availability of more sophisticated data has enabled researchers to examine the creden-
tials theory and the Sheepskin Effect rigorously. This progress facilitated case studies across
different countries, using these theories as analytical frameworks. For instance, [Shabbir
(1991)) measured the impact of master’s and primary education on resource allocation. Bel-
man and Heywood| (1991}, 1997) and Jaeger and Page| (1996]) investigated how the Sheepskin
Effect affected women and men in minority groups, observing that the signal weakens over
time as workers accumulate experience.

Bilkic et al.| (2012) explored how the opportunity cost of pursuing a credential becomes
relevant for workers, influencing their decision to continue studying or enter the labor market.
Numerous case studies encompassed various countries, including Gibson (2000) for New
Zealand, Ferrer and Riddell| (2002) for Canada, Mora (2003), Garcia-Suaza et al| (2014) and
Bacolod et al. (2021)) for Colombia, Schady (2003|) and Olfindo (2018]) for the Philippines,
Bauer et al.| (2005) for Japan, Calonico and Nopo (2007) for Peru, (Crespo and Reis| (2009)
for Brazil, Son (2013)) for Indonesia, and [Yunus (2017)for Malaysia. This emerging body
of research yields two primary insights. Firstly, the labor market views years of schooling
as valuable work experience. Secondly, the returns for each additional year of schooling
are relatively modest compared to the disparities in returns between degree holders and

non-degree holders.

3.2.2 Empirical Literature About Colombia

Since the late 1960s, extensive research has examined the complexities of Colombia’s labor

market, particularly the interplay between education and workforce performance. This
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substantial work can be categorized by the specific labor market dimensions studied and
the data quality.

Before 1980, research mainly centered on evaluating returns to education in the expanding
primary and secondary systems, with some few cases reporting findings for higher educa-
tion. Using data for the most prominent public university, the first reports of returns to
higher education in Colombia were 5%, according to |Selowsky! (1969)) or 7.5%, according to
Dougherty| (1971)).

Also, in the mid-1970s, research revealed significant class segregation within the Colom-
bian education system, which persists today. It was first documented by scholars like [Fields
(1977), Kugler| (1974)), and [Urrutial (1974)). This research emphasizes the intrinsic connection
between Colombia’s educational framework and its societal class structure. Importantly, it
highlights that the impact of schooling endures even when socioeconomic factors are consid-
ered. Colombian higher education witnessed a transformative shift in 1978, evolving from
limited supply and demand to substantial expansion, as |Orozco Silval (2010)documented.
However, it was not until the 1980s that studies began reporting returns on higher education
exceeding 10%.

Numerous studies using household surveys have explored education’s impact on earnings.
Tenjo Galarzal (1993) and Tenjo Galarza et al. (2015) found stable returns to education of
around 20% for post-secondary education between 1976 and the present. Arias and Chavez
(2002) reported that in 1991, each year of higher education increased male salaries by 3.71%
(18.6% if completed) and female salaries by 0.95% (4.75% if completed). By 1999, these
figures had risen to 5.54% for males (27.7% if completed) and 4.3% for females (21.5% if
completed). Pradal (2006]) observed increasing returns for females, from 12% in 1985 to 19%
in 2000, while male returns remained steady at around 17%. Mora and Muro| (2008)) reported
a 26% return to college from 1996 to 2000.

Other household survey studies delved into the labor market’s demand side, examining

salaries across education levels. For instance, Nunez and Sanchez (1998)analyzed relative
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wages from 1976 to 1995, noting that the supply of highly educated workers initially in-
creased, leading to a decline in their relative salaries. However, between 1982 and 1991, a
surge in demand for highly educated workers improved their salaries. This demand shift
was attributed to advancing technology in the production sector, for which highly educated
workers were better prepared.

The year 1991 marked a pivotal moment when Colombia significantly increased its
openness to international trade, enhancing the available technology in the productive sector.
Consequently, research by Mesa and Gutiérrez (1996]) and [Santamarial (2001) reported an
escalation in salary disparities between highly and less educated workers due to the new trade
policies. [Zarate (2005)) analyzed relative salaries from 1991 to 2000 using quantile regression;
he found that education was driving salaries for high-income workers, while experience was
driving salaries for low-income workers. The persistence of income and education segregation
continued to channel higher salaries toward individuals from high-income backgrounds,
exacerbating income inequality. This enduring trend was corroborated by |(Cardenas and
Bernal (1999)).

A common problem faced in the papers mentioned above was reliance on household
survey data that was inaccurate and incomplete Farné and Vergara 2006. Household surveys
in Colombia did not contain enough detailed information to examine the question they were
investigating.

In late 2004, the Colombian Ministry of Education (MEN) established the Observatory
for Educated Labor (OLE), intending to gather detailed data to provide accurate insights
into the relevance of tertiary education and the returns on education (Orozco Silva et al.,
2011)). The OLE collects individual-level information regarding job positions and salaries for
college graduates in a systematic survey post-graduation. It has been pivotal in advancing
research on returns to education, with Forero and Ramirez-Gomez (2008) among the first to

utilize OLE data.
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While their study did not specifically calculate returns to education by comparing college
graduates with non-graduates, Forero and Ramirez-Gomez (2008) shed light on crucial
determinants of salaries. Their findings indicated that gender (with males earning more), age
(older graduates having higher incomes), location (individuals from Bogota earning more),
field of study, public service employment, and having an open-ended employment contract
were all factors associated with higher earning potential. Additionally, the study revealed
that higher parental education correlated with higher income, reaffirming the persistence of
labor market segregation.

Initially, the sample size of the OLE survey was small and biased towards institutions with
digital capacity before 2010. Over the years, however, the availability of new data allowed for
significant improvements in the analysis of returns to higher education. |Hernandez (2010)
studied the returns to education using the first release of the enhanced OLE database, which
was the best approach at the time but highlighted several structural problems with the data,
including a lack of data on the self-employed. Hernandez| (2010) found that the returns
to education were 5.2% for associate programs, 34.0% for Bachelors, 70.6% for diplomas,
75.0% for masters, and 128.5% for PhD. Herrera-Prada and Caballero (2013) estimated the
expected time to recover the investment in college using the OLE database and aggregated
tuition and expenses data. They found that graduates from public colleges recovered their
investment in the first year of employment, but those from private colleges could take up to
5 years to recover the cost.

Recent research using OLE data provides valuable insights into the Colombian labor
market. (Gonzalez-Velosa et al.| (2015) found a 26% return for bachelor’s degrees, with varying
returns for associate programs from -33% to 25%, depending on the program. Busso et al.
(2020) reported a 3.9% higher return for Bachelor programs than associate programs, with
private school graduates earning 5.9% more than their public-school counterparts. Fields
like engineering and medicine boasted even higher earnings. |Ferreyra et al. (2020) noted

that longer, in-person programs in major cities and certified institutions yielded better
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employment prospects and wages. MacLeod et al. (2017) highlighted the significance of
college reputation on future income. Finally, de Roux and Riehl| (2022)) explored the impact
of academic breaks between secondary school and higher education, revealing lower future
income for high-performing students who took breaks.

There are still three main gaps in the literature that this chapter aims to address. First,
this chapter tracks both secondary school graduates who attend college and those who
do not, which has particular importance given that Colombia has a 52% attendance rate
for college. Second, this chapter includes self-employed workers, which constitute 53.1%
of Colombia’s formal labor force and which was a group omitted in the OLE database.
Third, this chapter explores the Sheepskin Effect, a phenomenon not extensively examined
in prior household survey-based research. Detailed data enables a comparison of post-college
employment between graduates and students who completed over 90% of their program but

did not receive a degree. This chapter sheds light on the significance of degree completion.

3.3 Stylized Facts, Data, and Variables

This section presents some stylized facts of the higher education system in Colombia. We
will then describe the six databases we use, the criteria to adjust them, and the variables
we created and used from each. Finally, we will describe the data management and how we

matched the data.

3.3.1 The Colombian Education System

In 2021, Colombia’s pre-college education system had approximately 9.7 million students,
with around 80% attending public institutions. It consists of primary education (5 years)
and secondary education (6 years), divided into lower secondary (years 6 to 9) and upper

secondary (years 10 and 11). The upper secondary stage offers different tracks, such as
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academia, military, or teaching. In the last year, all students took the mandatory Saber 11
exam, required to graduate secondary school and be admitted to college.

In 2018, the Ministry of Education reported 2.3 million students in higher education, of
which 52.9% are women, 50% are enrolled in public institutions, and 93% are enrolled in
an undergraduate program. The higher education system offers two undergraduate levels:
associate degrees (2 or 3-year programs) and bachelor’s degrees (4 or 5-year programs).
Among undergraduates, 70.1% are pursuing bachelor’s degrees. Graduate programs, which
require a bachelor’s degree, include diplomas (6 to 18 months), master’s degrees (2 years),
and PhDs (about 5 years). In 2018, 77.1% of graduate students were pursuing a diploma,
21.5% a master’s degree, and 1.2% a PhD degree.

In 2018, the higher education system included 314 higher education institutions (HEIs),
with 52 of them holding high-quality certification. These institutions are distributed across
28 out of the 32 departments and across 70 municipalities out of a total of 1,121. Every
institution offers different programs, which are majors or concentrations (e.g., mathematics,
sociology, political science). Across the 5,592 active programs, 72.7% were in-person.

As of March 2020, before the COVID-19 pandemic, Colombia’s labor market included
20.5 million workers, with an employment rate of 51.7% and an unemployment rate of
12.6% (DANE, 2023) Additionally, self-employed individuals constituted 53.1% of the total
population in Colombia, according to (OECD), [2021). However, both household surveys and

social security data report only 23%.

3.3.2 Databases Description

For our empirical analysis, the Saber 11 test database is the primary dataset, which offers
comprehensive insights into students who completed their final year of high school, including
certain socioeconomic characteristics. We merged the Saber 11 database with two additional

datasets: the SPADIES and Social Security (PILA). The SPADIES database provides infor-

mation on secondary school graduates who proceeded to higher education, including their
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status and program details. Secondary graduates who pursued higher education form our
"treated" group, while those who did not attend college constitute the "control" group. The
Social Security database furnishes data on formal labor market income and other job-related
characteristics.

The Colombian Institute for the Evaluation of Education (ICFES) administers the Saber
11 exam required to graduate from secondary school in Colombia since 1968. The empirical
analysis uses data from the ICFES database for all students who took the Saber 11 exam
between 2002 and 2012. The database contains individual-level information, including the
student’s school, gender, household income, and exam score. This information is merged with
the 2016 Census on Schools collected by the Ministry of Education. Census data includes the
schedules, shifts, school coordinates, school level, and school sector (i.e., public or private).
In Colombia, multiple schools can operate in the same building, so a secondary school is
identified according to their shift and sector. For our purpose, if the government does not
operate the school, the school is classified as a private sector. A school administered by a
private entity under a contract with the government is also considered private.

Throughout the analyzed period, the ICFES changed the test score range. To address
this, we employed the established standardization procedure the Ministry of Education uti-
lized in its database management. This procedure involves assigning each student a percentile
ranking based on their exam performance in relation to the scores of their contemporaneous
test-takers.

Given the inconsistent collection of household income data across periods and each
school’s relatively stable market niche, we used the same imputation approach for missing
data that the Ministry of Education uses. Specifically, for periods lacking this information,
household income for each student was imputed using the mode of household income within
the same school during comparable periods. In cases where multiple modes were present,

the highest value was selected. It is important to note that the ICFES standardizes income
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levels into nine ascending categories, adding a layer of structure to the imputation proces{}
Additionally, we incorporated the departmental unemployment rate per year, as reported
by the Colombian Statistical Office (DANE), based on secondary school location and panel
time.

We also use data from SPADIES. The SPADIES database furnishes information on
secondary school graduates who pursued higher education from 1998 to 2017. This dataset
comprises details such as the institution attended, academic performance, field of study,
program level, duration of studies, and status within the system (e.g., dropout, graduate, or
active). The status is determined by the system based on the database cutoff date, which
in this case is September 2017. We refined the status categories in the SPADIES dataset to
enhance the specificity of the final dataset utilized for empirical analysis.

In the SPADIES database, a “Graduate" is defined as an individual who successfully
completed a higher education program and received a degree. We divided this category into
two groups: "Graduated on time" for those who graduated within or up to 1 year of their
expected graduation date, and "Graduated late" for those who graduated more than 1 year
after their expected date. The expected graduation year is assumed to be five years for
bachelor’s programs and three years for associate degree programs.

The SPADIES database defines a "dropout" as a student who has not been enrolled
for two or more consecutive semesters at the moment of the cut-off. To study the Sheep-
skin Effect, we refined this definition. We divided dropout students into two categories:
"Candidates" and "Incompletes." "Candidates" refer to students who completed over 90%
of their coursework but are classified as dropouts by SPADIES due to not graduating and
being unenrolled for two or more consecutive semesters after reaching the 90% coursework
completion at the moment of the cut-off. "Incompletes" encompass the remaining dropouts

who left with less than 90% of the coursework complete. To examine the impact of dropping

20 "[0-1) minimum wages" 1 "[1-2) minimum wages" 2 "[2-3) minimum wages" 3 "[3-5) minimum wages"
4 "[5-7) minimum wages" 5 "[7-9) minimum wages" 6 "[9-11) minimum wages" 7 "[11-13) minimum wages"
8 "[13-15) minimum wages" 9 "[15-00 ) minimum wages"
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out at different times on income, we further subdivided the "Incompletes" into "Early
Incomplete" for those who left within the first year of college and "Late Incomplete" for
those who departed after the first year without becoming “Candidates."

We adopted the SPADIES definition for the "Active" status, which includes students
enrolled in the system as of 2017. Students pursuing studies in natural sciences, engineering,
and mathematics disciplines are identified as STEM students using a binary variable. This
variable takes the value of one if the student belongs to these programs and zero otherwise.
The program level is categorized as "bachelor" for those pursuing a bachelor’s degree and
"associate" for those in associate degree programs. Our empirical analysis focuses on students
whose expected year of college graduation falls within the range of 2001 to 2017. An "active"
status in 2017 implies that the student was enrolled for a minimum of 3 years, having started
their studies no later than 2014.

Furthermore, to accommodate variations in the timing of college enrollment relative
to secondary school graduation, we introduce a variable that distinguishes between "early
enrollees" (those who enrolled within 3 semesters after secondary graduation) and "late
enrollees" (those who took more than 3 semesters to commence their college studies).

We utilized data from the SNIES (National System of Information for Higher Educa-
tion) to acquire information about the Ministry of Education’s quality certification and
the addresses of higher education institutions (HEIs). A binary variable was established,
taking the value of one if a student is enrolled in a high-quality institution. Additionally,
we computed the orthodromic distance between secondary schools and HEIs in kilometers.
Since SPADIES exclusively encompasses data for undergraduates, we augmented the infor-
mation regarding SPADIES graduates by integrating data from the Ministry of Education’s
labor observatory (OLE). This augmentation allowed us to determine whether a student
pursued and successfully completed graduate school. Consequently, SPADIES’ graduates
were categorized into four distinct groups: "Bachelors," representing those who did not

pursue graduate education; "Diploma," encompassing individuals who pursued specialized
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post-graduate degrees known locally as specializations, which are shorter and more flexible
than master’s degrees; "Master," for those with a master’s degree; and "PhD.," for those
engaged in doctoral studies.

The income data utilized in this study are derived from the PILA database (Colombian
Social Security Records), which contains comprehensive records of Social Security payments
for all individuals in the formal sector, including their employment type (including self-
employed individuals), and the location of their jobs. For this chapter, we extracted the
aggregated annual sum of contribution payments made by all formal Colombian workers to
the health system from 2008 to 2014. While constituting an unbalanced panel, we balanced it
by assuming that if a gap in income appears for those with income in any period, it signifies
zero income in the formal labor market during those missing periods. For our empirical
analysis, we employed the natural logarithm of income, and each year with income greater
than zero was counted as one year of experience.

The social security records classify self-employed workers based on their contributor
typdﬂ This classification also allows us to distinguish public servants and apprentices. It’s
important to note that not all employees of the State are reported in the PILA, particularly
cases such as military personnel and public teachers. Regarding apprentices, these indi-
viduals are secondary school graduates who participate in training programs offered by the
National Services of Apprenticeships (SENA), which is not considered higher education.
The SENA’s apprenticeship programs consist of both theoretical lectures and practical
components, spanning from 12 to 36 months in total duration. During the practical phase of
the program, participating companies take on these apprentices as interns and are required to
provide payment ranging from 50% to 75% of a minimum monthly salary. These apprentices
are also reported to the pension and health funds (PILA) as SENA apprentices. While we

establish a variable for apprentices based on this data, it’s essential to recognize that we can

3The students whose statuses in the PILA are self-employed workers, self-employed workers in an
association, self-employed workers without regulations to contribute and other codes for the transition from
employee to self-employed (code 42 and code 49) were marked as self-employed.
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solely track secondary school graduates who engage with SENA and are in the final stages of
their programs, which correspond to timelines similar to associate programs. Additionally,
our information does not encompass details about other apprentice statuses beyond this
scope. In summary, we use the following variables from the SABER 11 database: reported
gender, age when the test was taken, Saber 11 standardized test score, household income,
school location, school shift, and school sector. The SPADIES database is the source for the
variables of students’ status in the system, the program, and the higher education institution
of enrollment. Finally, we use the annual income from 2008 to 2014 and the information

related to the public servants, self-employed workers, and SENA apprentices.

3.3.3 The Administrative Data Matching Process and Final Database

We employed various merging approaches for the administrative databases, contingent on
distinct identification variables. The merging process between Saber 11 and SPADIES
and SPADIES and OLE utilized the same matching algorithm employed by the Colombian
Ministry of Education to combine the Saber 11 and SPADIES databaseq’| The merging of
Saber 11 and PILA was executed by the Ministry of Health and Social Protection, employing
the national identification number of Colombia. The merge between Saber 11 and the Census
of Schools was achieved using the ICFES’ school code. Lastly, the merging of SPADIES
and SNIES was conducted using the identification code of the respective Higher Education
Institutions (HEISs).

The Saber 11 dataset encompasses a total of 5,425 850 secondary graduates. Subse-

quently, we submitted the identifiers for these 5.4 million secondary graduates to the Ministry

4The algorithm takes two key variables, namely the full name and the date of birth, from the databases.
Firstly, the algorithm removes the spaces, converts all alphabetic characters to uppercase, and then
decomposes the strings into all possible combinations of the characters. For instance, the name "Tom" is
transformed into TOM, MOT, OTM, OMT, TMO, MTO. Next, the algorithm compares each discomposed
key variable for every observation in each database to all possible observation matches between the databases.
If the comparison reaches a certain "trigger" level, the algorithm identifies the observation as a match. The
level of match is the percentage of similarity between the discomposed variables. The algorithm is cautious,
meaning that if there is more than one potential matching option, it will not execute the matching. In
this chapter, the trigger value used is 98%, the same as the value used by the Ministry of Education in the
SPADIES-ICFES match.
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of Health and Social Protection, which provided PILA information for 418,699 of them.
Following this, we merged this data with SPADIES and identified that 99,571 of these
secondary graduates pursued higher education. This merged outcome forms the basis for
determining our treatment group. Specifically, the secondary graduates from the Saber 11
dataset who matched with the SPADIES database constitute our treatment group, while
those who did not match comprise our control group.

After excluding observations with missing values in any of the variables employed in
the empirical analysis, the ultimate dataset encompasses information for 393,166 secondary
graduates within a balanced panel spanning the years 2002 to 2014. This results in a total of
5,111,158 observations. Descriptive statistics for variables utilized in the empirical analysis
are presented in Table 3.1. A description of the college attendants by sector, program, time

of enrollment, and quality of HEI where enrolled is shown in Table 3.1.

3.4 Theoretical Framework and Model

This section first presents the theories that conceptualize the returns to education and the
Sheepskin Effect. Next, the empirical model specification is discussed. A modified Mincer
equation, which is based on the theoretical framework, is used to estimate the returns to

education and the Sheepskin Effect.

3.4.1 Model Specification

To estimate the returns to education and the Sheepskin Effect, a modified Mincer equation
is used as main framework for the empirical analysis. The basic theoretical foundation for

Mincer’s earnings regression is:

In(W(s,z)) = ag + pss + Boxr + Bor* +e (3.1)
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In this context, W (s,x) represents the wage for a specific level of schooling s and x
denotes work experience, initially calculated by Mincer as the age minus six years of educa-
tion. The initial specification in Mincer’s model assumes that all individuals are relatively
similar, with the only distinguishing factor among them being their choice to acquire more
years of schooling. This assumption has faced significant criticism because individuals vary
in various characteristics and because the non-random assignment of education influences
the link between education and earnings.

We incorporate new variables to control for detailed individual characteristics to address
the first concern. Additionally, we address the second concern by utilizing other econometric
techniques, as explained later in this section.

In our analysis, while maintaining the simplicity of the foundational equation, we in-
troduced the vector X .to represent a set of measurable characteristics that are correlated
with an individual’s salary, including time, secondary graduation cohort, sex, score in Saber
11 test, school sector, household income, age, age squared, experience, experience squared,
school shift, apprenticeship, self-employment, public servant, and unemployment rate con-
trols. This adjustment allows us to consider a broader range of individual attributes when
examining wage determination, resulting in a more precise evaluation of the benefits of
pursuing higher education.

In line with this approach, considering that all our workers have completed secondary
education, the initial variation in schooling is determined by whether or not they attend
college. Therefore, we have renamed the variable "s" to "Attend." The new equation to

estimate the returns to education is as follows:

In(Wy) = a; + 6 + pAttend;; + X' B+ ei (3.2)

In this equation, W;, irepresents the salary reported for individual ¢ in the year t. The

variable of interest is "Attend," a dummy variable that equals 1 if individual i attended
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college in the year < ¢ and 0 otherwise. p would be the “rate of return for attending college."
a; controls for all the time-invariant characteristics of each individual, including gender,
Saber 11 score (used as a proxy for academic ability), household income, school sector,
school shift, and graduation cohort from secondary school. 9, captures time-varying drivers
of salary at the national level. The vector X includes observable predictors for the wages
per individual as age, work experience, employment characteristics (such as public servant
or self-employed status), and the departmental unemployment rate (utilized as a proxy for
the opportunity cost of pursuing further education). We will also consider two variations of
the "Attend" variable. Since "Attend" is a dummy variable for those who attended college,
we can introduce a set of dummy variables to represent different statuses among college
attendees. In the initial case, we consider four statuses: Graduate (G), Candidate (C),

Incomplete (I), and Active (A). The equation is formally defined as follows:

In(Wit) = ai; + 8 + p1Gir + p2Cis + p3lis + padis + Xt B+ (3.3)

In the second scenario, we further categorize individuals who have Graduated (G) from
college into a more detailed set of dummy variables to distinguish those with a Ph.D. (D), a
Master’s (M), a Diploma (E), or solely a bachelor’s degree (B). Additionally, we introduce
new variables for Incomplete, which can be categorized as Early Incomplete (EI) or Late

Incomplete (LI). The final equation for our OLS panel approach is then expressed as follows:

In(Wit) = a; + 6 + p1Bit + p2Eit + psMit + paDie + psCit + peELit + pr L1y + psAir +
Xitlﬁ + Eit (34)

As presented in Equation 3.2, the baseline model allows us to compare our results with
the existing literature, extract insights from the data, and progress toward addressing the

questions raised in this chapter. We employ Equation 3.3 to estimate our initial approach
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to the Sheepskin Effect, calculated as the difference between the coefficients associated with
Graduates and Candidates. Subsequently, in Equation 3.4, we investigate whether pursuing
graduate school or early dropout from college yields distinct outcomes compared to our initial
findings.

While consistent with prior research and relevant to our research questions, this model
has limitations in establishing causality. Notably, a significant challenge in studies examining
the relationship between education and earnings is the non-random assignment of education
levels. Individuals make conscious decisions regarding their educational pursuits, considering
opportunity cost (as highlighted by Wood| (2009)). To address potential econometric issues
such as sample selection and endogeneity, we employ an instrumental variables approach to
estimate the Local Average Treatment Effect (LATE) of college attendance.

Furthermore, it is important to recognize that effects may vary among different groups.
To address this issue, we apply |Callaway and Sant’Anna (2021)’s framework to estimate
the Average Treatment Effect on the Treated (ATT). This approach allows us to explore

heterogeneity in the effects of education on earnings across various subgroups.

Instrumental Variables Approach

Instrumental variables represent an appropriate methodology when we can access suitable
instruments for addressing potential endogeneity issues. In this study, we adopt a panel
estimation for the two-stage least squares (2SLS) estimator to address these concerns me-
thodically. Specifically, we leverage the distance from secondary school to college as an instru-
mental variable for quantifying educational attainment. Recognizing the inherent difficulty
in locating instruments for the complete set of variables, we concentrate on instrumenting
"Attend." This approach allows us to understand the relationship between education and
earnings better while addressing potential sources of bias in the data.

Therefore, our approach involves estimating a first step to predict the probability of

college attendance, employing the distance from school to college (the instrument) as an
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independent variable. The vector of control variables X;; remains consistent with Equation

3.2. The first step equation is formally specified as follows:

Attend;, = a; + 6, + pDistance + Xy B+ ey (3.5)

The distance to college has long been utilized in the literature for similar purposes since
it was first proposed by |Card| (1993). The intuition is that proximity to a college can
significantly impact a student’s decision to pursue higher education. The distance to college
may influence the likelihood of attending college, but it is not necessarily related to one’s
ability or wealth (Card}, [1993; Frenette, 2004).

Unlike in other countries, Colombia does not have university cities dependent on college
campuses. Therefore, we assume that high schools and colleges are located randomly in the
cities, and families of varying income levels can be found within any radius from secondary
schools or colleges. Finally, distance to college is not related to wages, as individuals with
different income levels can be found anywhere within the same distance radius.

In Equation 3.6, we use the estimated probability of attending college (obtained from
Equation 3.5) as an instrument for "Attend." As the distance from secondary school to college
satisfies the "exclusion restriction," the exogenous variation provided by the instrument in the
Instrumental Variables (IV) approach gives a precise local average treatment effect (LATE).
Therefore, the results in Equation 3.6 can be interpreted as the causal effect of attending

college on future salaries.

In(Wy) = a; + 6, + pAttendy, + Xu' B+ 21 (3.6)

Heterogeneous Difference in Differences (DiD) Approach

The conventional Difference-in-Differences (DiD) approach utilizes a 2X2 model with two

periods and two groups. In the initial period (t=0), both groups share the same character-
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istics and lack exposure to the treatment. In the subsequent period (t=1), some individuals
undergo the treatment, forming a "treated" group (Attend=D=1), while others remain
"controls" (Attend=D=0) without the treatment. This basic model corresponds to the
interpretation of Equation 3.2, where t=0 marks the year of secondary school graduation,
and t=1 represents the subsequent year when some individuals attend college while others
enter the workforce. Equation 3.7 describes the basic approach for a DiD based on Equation
3.2, forgetting momentarily the X;; component that will be incorporated later once the

homogeneous is specified.

In Equation 3.7, ~; is the individual fix effect, 6; is an individual specific trend. p;
is the individual-specific treatment effect. For t=0, Y;y (D=1)=Y;o (D=0). Indeed, each
individual in this framework has two potential outcomes, one with treatment and one without
treatment. However, our observations are limited to the outcomes corresponding to each
group (treated or not treated) in t=1. In theory, these outcomes should differ due to the

presence or absence of the treatment and are given by:

Yir(D) = D;Yiu(1) + (1 — D;)Y(0) (3.8)

Assuming that the treated group would follow a predetermined trajectory in the absence
of treatment, any deviation from this path can be attributed to the causal impact of the
treatment on this group. This deviation, denoted as the Average Treatment Effect on the

Treated (ATT), is described in Equation 3.9.

ATT = E(Y;,l(l)‘Di = 1) - ?(K,l(o)’Di = 1) (3'9)

J

TV TV
A=0Observed outcome for treated B=Unobserved outcome for treated
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In Equation 3.9, we have information about the value of part A, as it represents the
observed outcome for the treated group in t=1 after the treatment. However, when it comes
to part B (as defined in Equation 3.9), the path that the treated group would have followed
in the absence of treatment is unknown. To make this estimation, we rely on the assumption
that this path would be parallel to the trajectory followed by the control group. This
assumption is referred to as the Parallel Trend Assumption (PTA). In simpler terms, we
assume that the unobserved path taken by the treated group (B) in the scenario where they
did not receive treatment is the same as the observed path in the control group (Equation

3.10).
E(Y;1(0) = Yio|D; = 1) = E(Y;1 — Yio|D; =0) (3.10)

Finally, using Equation 3.10 in Equation 3.9, we can construct a feasible estimator for

the ATT that will be given by:

ATT = [E(Y;1(0) — Yio|Di = 1)] — [E(Yi, — Yio|D; = 0)]
= E(Y;1|D; =1) — E (Y, (0)|Di = 1) (3.11)

Nonetheless, the PTA assumption can be difficult to fulfill in practice, as the treated and
control groups may not possess similar characteristics. As such, |Callaway and Sant’Anna
(2021)) have suggested generalizing the canonical approach by including additional groups
and fixed effects in the specification. Moreover, DiD designs often feature more than two
periods or more than two treated groups, which can further complicate the PTA assumption.
To address this issue, [Sant’Anna and Zhao| (2020)) propose using the PTA for groups with
identical pre-treatment characteristics; in our case, this is the vector of controls X from

Equation 3.2, thereby reducing the risk of bias due to differences between treated and control
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groups (Equation 3.12). Where 0(z) is the AY; if there was no treatment conditional to X.

With this new assumption, the new DiD estimator becomes ATT, (Equation 3.13).

E(Y;1(0) = Yio|Di =1, X) = E(Yi1 — Yio|Di = 0, X) = 0(X) (3.12)
ATT, = E(Y,|D; = 1) — [E(YM\DZ- =)+ E@X)Di=1)]  (3.13)

Various approaches have been proposed in the literature to estimate the component
E (0(X)|D; = 1) from Equation 3.13. In this chapter, I adopt the Improved Doubly Robust
(IMP) estimator proposed by Sant’Anna and Zhao (2020)). The IMP estimator employs a
two-step procedure. In the first step, the estimator obtains an estimate of E(6(X)|D; =
1) using only control data and without any weighting by substituting the 6(z;) with the
predicted outcome 6(z;).

In the second step, the estimator adds a correction term A, which captures the difference
between the predicted and the observed outcome in the control group, weighted by the
inverse probability of treatment weights. Specifically, this correction term is calculated as
the difference between the predicted and observed outcomes in the control group, weighted
by the inverse probability of receiving treatment among the treated individuals.

To define A, it is necessary to specify first the weight strategy. The process starts
by estimating a propensity score using a binomial model, where the dependent variable

is D(X) = Attend(X) as a function of the characteristics X and then use the predicted

score to estimate the inverse probability weight w(z).

P(D; =1|X)=F(X) - 7(X) = F(X)
w(z;) = (@(2:))/(1 — 7(x:))

The detailed formulation of the IMP estimator is provided in Equation 3.14.
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ATTjp = E(AY;|D; = 1) — E@(2:)|Di = 1) — A
where A = E(w(z;)AY;|D; = 0)/E(w(x)|D; = 0) — E(w(x;)6(x;)|D; = 0)/E(w(x;)|D; =
0)

ATT iy = E(AY;|D; = 1) — B(@(x:)| Di = 1) = [B(w(2:) AYi| Di = 0)/ E(w(@;)| D; = 0)] -

[E(w(xi)e(xiﬂDi = 0)/E(w(z)|D;=0)]  (3.14)

However, college enrollment spans across multiple cohorts or times of enrollment, so the
treatment occurs at different times and among different groups. To address this complex situ-
ation, we adopt the framework proposed by |Callaway and Sant’Anna (2021), which extends
the work of Sant’Anna and Zhao| (2020).This proposed estimator effectively circumvents
issues related to negative weights or inappropriate comparison groups by focusing solely on
DiD designs useful for identifying the ATT.

' representing the cohort of college

In this approach, we designate a specific group as "g,’
enrollment, while allowing for temporal variation denoted by "t." This framework enables
us to explore how the proposed ATT evolves over time for a given group, as outlined in
Equation 3.15.

In our estimation, we utilize the methodology developed by |Rios-Avila et al.| (2021)). This
approach dissects the combinations of groups and times into multiple 2X2 models, which are

then aggregated based on "g." By following this approach, we can identify ATTs for every

treated group "G" and at every time point "t" ATT(g,t).
ATT(g,t) = E (Yig = YiglGi = g) = (B (Yis(0) = Yig|Gi = g))  (3.15)

After this process, an ATT and weights are calculated for each period group, allowing

us to consolidate the ATT by time (similar to an event analysis as we report in the results
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section), and by group to analyze impacts per group and make comparisons. As mentioned
earlier, the groups can have different times, so under this framework, the previously divided
population into two groups (treatment and control) is now sorted into three sets: treated,
not yet treated, and control.

The final part is to estimate the expected outcome change in absence of treatment. As
students may delay their enrollment in higher education and may need to work prior to
enrollment, our control group contains those who have not yet been treated. So, we impose
conditional PTA for the not yet treated, secondary graduates that are working but were not

enrolled in higher education for first time in time “t." The PTA assumption is given by:

FE (KJ(O) — }/;‘79_1|Gi = g) =F (Y;t — }/;‘79_1|Gi =0or Gl > t) (316)

So, Equation 3.15 describes the final ATT to be estimated using the PTA for not yet

treated.

ATT(g,t) =E(Yiy —Yig1|Gi=9) — (E(Yit — Yi—1|Gi =00r G; > t)) (3.17)

This framework enables us to estimate the causal impact of college enrollment for each
cohort and explore how this impact evolves over time. We utilize the Event aggregation from

Rios-Avila et al| (2021) with different values for “e." Event aggregation is defined as:

> wy ATT (g,1t)

t+e=g

D Wyt

t+e=g

AT TEvent = (3.18)

We employ aggregations for subsets of periods before treatment to facilitate the evaluation
of the PTA. Additionally, we consider a subset of periods post-treatment, specifically ranging
from 5 to 10 years after treatment. This is of particular significance in our study because

the earnings premiums associated with attending college are expected to materialize after
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individuals have obtained their degrees. Depending on the program, this could take more
than three years. Aggregated ATTs for the entire post-treatment period in our panel can
be substantially biased downward, considering that we anticipate college students may not
work or have a fraction of the income of their peers who did not attend college but are
working during their college years (which covers at least half of the timeline in our panel).
Furthermore, we implement intervals of one unit to simulate an event study. This approach
provides valuable insights into the dynamic nature of the ATT over time, allowing us to

observe distinct trajectories for statuses and covariates.

3.5 Results

In this section, we first analyze the outcomes derived from Equation 3.2. Subsequently,
we discuss the results obtained through the Panel Ordinary Least Squares (OLS) model,
as expanded upon in Equations 3.3 and 3.4. We proceed to present the findings from the
Instrumental Variables (IV) approach, specifically focusing on the Local Average Treatment
Effects (LATE) estimation as outlined in Equation 3.6. To conclude, we provide graphical
representations of the heterogeneous Difference-in-Differences results (ATT estimation) in
accordance with Equation 3.18, encompassing both aggregate data and diverse demographic

subgroups.

3.5.1 Main Results

The estimated coefficient for "Attend" in Equation 3.2 is 0.063 (Table 3.2, Column 1),
suggesting that individuals who attend college earn 6.5% more than those who do not.
However, this estimate, albeit similar to the ATT estimated for the 5 to 10-year post-
treatment period using Equation 3.18 (Figure 3.1), may suffer from potential biases arising
from omitted variable considerations or sample selection issues. To address these concerns,

we applied the instrumental variable approach, utilizing the distance from school to college
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as the instrumental variable in Equation 3.6. The resulting estimated coefficient (LATE) for
college attendance, as per this approach, indicates a substantial 38.4% increase in income
for individuals who attended college compared to those who completed secondary school

without pursuing higher education (32.5% in Ln from Table 3.2, Column 5).

3.5.2 Disaggregated Results

In this section, we present the results for Equation 3.3 and Equation 3.4 in Table 3.2,
disaggregated by different status categories. It’s important to note that these estimations
are not causal but provide valuable descriptive insights into how students who attend college
achieve an income 38.4% higher than those who never attended. The panel analysis results
can be considered as a conservative lower-bound estimate.

In Table 3.2, specifically in columns (2) and (3), we present the findings on returns to
education for students who attended college compared to students who completed secondary
school but did not pursue higher education, using Equation 3.3 and Equation 3.4. All
regressions shown in Table 3.2 include controls for various factors such as time, secondary
graduation cohort, gender, Saber 11 test scores, school sector, household income, age,
age squared, experience, experience squared, school shift, apprenticeship, self-employment,
public servant status, and the departmental unemployment rate. The complete output can
be found in the appendix.

From column (2), the results indicate that the returns to education for students who
graduated from college amount to 18.6% (from the 0.171 in Ln). Candidates who attended
college exhibit a return to education of 3.8%, suggesting that the Sheepskin Effect, as
estimated under this approach, stands at 14.8%. In contrast, students with an incomplete
status earn 2.2% less than their peers who did not enroll in higher education. Active students
earn an income on par with their peers who did not attend college.

In column (3), we analyze the results for postgraduates and earlier or late incomplete

statuses. We find that the returns for students who only hold a bachelor’s degree are 17.7%
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(from the 0.163 in Ln), while wages for students who earn a Diploma or Master’s degree are
64.8% and 67.6%, respectively. Although we included the PhDs graduates in the regression,
we do not consider them in the analysis as the secondary school graduates that we track
and reach this level are small in number. Conversely, while Early incomplete does not report
different earnings from their peers who did not attend college, the late incompletes earn 2.2%
less than their peers who did not go to college.

In column (4), we present the results of the first step in the Instrumental Variables
(IV) analysis, Equation 3.5, which reveals a significant and negative association between the
distance from high school to college. This aligns with the expectation that greater distance
from secondary school to college results in reduced exposure and, consequently, a lower
probability of attending college. In column (5), we report the Local Average Treatment
Effect (LATE) as the coefficient for college attendance estimated from Equation 3.6. These
findings indicate that the returns to education are approximately 38.4%. Our Panel analysis
results align with figures from existing literature, particularly the 19.94% reported by [Tenjo
Galarza et al. (2015)) for the same time frame. Although our LATE results are somewhat

higher, they are more in line with post-college values reported by Hernandez (2010).

3.5.3 Heterogeneous Difference in Differences (DiD) Analysis

In this subsection, we aim to analyze the yearly dynamics of the higher education pre-
mium since high school graduation. To accomplish this, we will employ the heterogeneous
difference-in-differences (DiD) results from Equation 3.16 using the CSDID command by
Rios-Avila et al. (2021)).Our primary focus will be on the values of T>5, located on the
right-hand side of the value 5 on the X-axis. We approximate T=5 as the completion of the
academic program. Notably, the values reported during college are comparatively lower than
those observed in the control group because the students do not work full-time, as illustrated
in Figure 3.1. Additionally, the delay in getting the degree can also be attributed to the

students studying and working simultaneously. Estimating a benchmark for comparison is

88



possible, as the starting salary for those without formal sector experience (represented by
the zero line) should be equivalent to the minimum wage (234.87 US dollars in 2022). At
the same time, the earnings of working students would likely come from part-time or hourly
work.

The first part of this section will present the general results, while the second part will
report the results by differentiating between three groups of covariates. The first group
includes variables collected during the Saber 11 test, such as gender, score, household income,
school area, and school sector. The second group includes variables collected during reporting
to social security. The third group comprises variables collected during tertiary education,
such as program level, higher education institutions’ quality, and program area. In the
first and second groups, the comparison is made against all individuals within the same
groups who were not enrolled in higher education. For the third group, the comparison
includes all remaining students, both those who attended college and those who did not.
For example, women are compared to women who did not enroll in higher education, while
STEM majors are compared to all non-STEM majors, including those who never enrolled in
higher education.

In an ideal scenario, college students would not be engaged in work activities before and
during their academic program. However, the economic context in Colombia and the need to
obtain financial resources to pay for their studies may explain the prevalence of employment
with lower income compared with the peers that did not attend college during these periods.
A clear pattern emerges from the graph during college, indicating that individuals who work
less or are less compelled to do so are more likely to complete their academic program (Figure
3.2).

The Sheepskin Effect, measuring the earnings difference between graduates and candi-
dates (highlighted in red in Figure 3.3), consistently increases after college graduation. On
average, the Sheepskin Effect stands at 68.1%, calculated by subtracting the post-college

average earnings of candidates (-17.5%) from the post-college average earnings of graduates
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(50.6%) in Figure 3.1. Furthermore, the Sheepskin Effect amplifies over time, reaching an
average of 119.4% at the 10-year mark after secondary graduation in Figure 3.1. Lastly, as
displayed in Figure 3.4, the Sheepskin Effect is more pronounced in females, students from
public secondary schools, those with high household income, a high Saber 11 score, residing
outside Bogota, and non-self-employed individuals (Figure A3.1 shows the same results than
Figure 3.4 but for the 10-year mark).

In the Colombian labor market, graduates who complete their education within the
expected timeframe enjoy an average premium of 69.6% during the 5 to 10 years following
the freshman year, compared to similarly experienced workers without higher education
(Figure 3.5). Moreover, for those who graduate on time, their earnings in the fifth year
after enrolling in college are similar to those of workers with five years of experience but
no higher education (Figure 3.2 and Figure A3.2). These findings confirm Jaeger and Page
(1996)) previous research, which suggests that the labor market values academic preparation
as much, if not more, than experience in the early stages of the professional career (It is
easier to see in Figure A3.2 when lines for graduates cut the zero between year 5 and 6).
Returns for individuals who drop out of college are the same, whether they dropped out in
their first year, later, or were candidates (Figure A3.3).

The medium to long-term returns on higher education do not report statistically signifi-
cant differences across fields (STEM or non-STEM) or levels (Apprenticeship, Professional, or
Associate Programs) compared to individuals who did not attend college. Notably, students
in Apprenticeships experience a rapid recovery in earnings due to their concurrent work
and study arrangement, which lasts until year 3. However, after year 7, all program levels
demonstrate statistically similar income premiums compared to their non-college-educated
peers. There is no statistically significant difference in earnings based on the level of the
program. However, graduates from STEM programs tend to experience higher returns, as
there is a decline in returns in the medium term for non-STEM graduates (refer to Figure

3.6 and Figure 3.7). Additionally, the quality of higher education institutions significantly
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influences the economic benefits of attending college. Empirical evidence suggests that
students who attended certified institutions report similar earnings in the years following
college. Still, those from certified institutions exhibit a more favorable trend and higher
returns at year 10 than those who attended non-certified institutions (see Figure 3.8).

The results from Table 3.2 indicate the presence of a gender wage gap, with men earning
approximately 20% more than women. However, the premium for higher education is notably
higher for women compared to men, especially in the early stages of their careers (Figure
3.9). Interestingly, the long-term returns for males resemble the early premiums for females,
with females experiencing a substantial increase in their premiums by year 10 (reaching
162.1%, as seen in Figure 3.8, and Figure A3.1). In contrast, males experience similar or
even lower returns than their peers who did not attend college until year 9 (Figure 3.9).
Moreover, the study reveals that the Sheepskin Effect, which represents the income increase
associated with completing a college degree, is more pronounced for women than men. This
can be attributed to the fact that even women who did not complete their college degree
tend to have a higher premium than men who did complete their degree (Figure 3.4 and
Figure 3.9). Conversely, men who graduated from college tended to earn the same as their
peers who did not attend college, while male candidates exhibited negative returns (Figure
3.4, Figure 3.9, and Figure A3.1).

Figure 3.4, Figure 3.10, and Figure A3.5 examine the relationship between Saber 11 test
scores and earnings, they show that graduates with high scores experience a premium of
114.9% a decade after completing their enrollment in higher education. Conversely, those
graduates with low scores receive a premium of 113.7% (Figure A3.1). Additionally, the
Sheepskin Effect is more pronounced for high-skilled students, with a Sheepskin Effect of
77.8% for high-skilled individuals and 61.3% for low-skilled individuals in the years post-
college (Figure 3.4 and Figure 3.10).

Students with high household incomes who attended college but did not obtain a degree

consistently earn significantly less than their peers who did not attend college, and their
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premium is higher than those with low incomes. This phenomenon may be attributed
to social influence, where unsuccessful students with high household incomes can access
preferred job markets (Figure 3.4 and Figure A3.1). We also found that household income
has a less significant impact on future premiums than academic skill-based income, and an
even less significant impact than gender-based income differences (Compare Figure A3.4,
Figure A3.5, and Figure A3.6).

Figure 3.11 highlights that graduates from private secondary schools report significantly
higher incomes than those from public secondary schools who attended college. This suggests
that social connections or other external factors may influence students’ long-term outcomes
from private secondary schools. The Sheepskin Effect is higher for graduates from public
secondary schools, reaching 70.2%, while private secondary school graduates have a Sheepskin
Effect of 64.1% (Figure 3.4). Figure 3.12 shows that the gap in income due to sector of
high school remains into college, even after graduation. However, college graduates have a
narrower gap than secondary school graduates, showing that graduation from public colleges
improves social mobility but perhaps not enough to compensate initial differences.

Figure 3.13 shows no significant difference in the premium among students who did not
complete their college program, regardless of the region, until year 8. However, graduates
from Bogota experience a faster increase in their premium than those outside the region,
although their premium becomes lower than that of graduates from other regions 10 years
after starting college. Consequently, the Sheepskin Effect is 55.8% for students from Bogota
and 70.9% for the rest of the country (Figure 3.4, Figure 3.13, and Figure A3.1). This can
be explained by graduates from outside Bogota potentially migrating to regions with higher
income opportunities. At the same time, candidates in Bogota continue to earn the same as
their peers who did not attend college. Finally, self-employees report a stagnation, as their
income is the same if they graduate or drop out after completing 90% of their coursework

(Figure 3.4).
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3.6 Discussion

This chapter provides valuable insights into the benefits of pursuing higher education in
Colombia. The findings reveal a positive impact on future formal sector income for college
graduates compared to their peers who did not attend college. Additionally, the study high-
lights significant premiums for individuals with high cognitive skills but notes a stagnation
of self-employed individuals in the labor market.

These findings raise several questions, such as whether self-employed workers underreport
their actual wages and only report the minimum required for health and pension systems
or whether the labor market for contractual workers is undervaluing the added value of a
college education. Furthermore, it is unclear whether self-employed workers in the formal
market are considered part of the informal sector or whether they are informal workers in a
formal market. This issue warrants further research.

Our research highlights the crucial role of higher education in Colombia in mitigating
educational class segregation and reducing the gender gap. It underscores the need to explore
further the intricate relationship between the labor market, education, and its potential
impact on future income.

In summary, the study emphasizes the significance of obtaining a higher education degree,
particularly on-time, as it increases income levels across diverse socioeconomic backgrounds.
Colombia must increase the college graduation rate, especially for on-time graduation, to
enhance income opportunities for individuals, irrespective of their socioeconomic background.
Increasing college graduation rates will also open opportunities for further academic achieve-
ment at the master’s and Ph.D. levels, which have demonstrated important improvements
in students’ future income, albeit with limited data available to track their progress.

To maximize income opportunities, Colombia should prioritize improving the quality and
alignment of community college and apprenticeship programs with the labor market. These
programs offer returns comparable to professional programs in the medium and long term

compared to the outcomes of individuals who did not attend college. Moreover, community
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college and apprenticeship programs present an attractive opportunity for individuals seeking
to enhance their future income, given their relatively short duration, low opportunity cost,

high demand, and favorable return on investment.

3.7 Conclusion

Based on the results presented in this chapter, attending higher education can be a life-
changing experience in terms of income, especially for those who obtain their degree on
time. Furthermore, it represents a significant improvement for female secondary graduates,
or graduates with low household incomes or who attended public schools. While it is evident
that the higher education system suffers from socioeconomic segregation, the results show
that graduating from public colleges reduces the income gap between socioeconomic classes.

The study reveals a consistent increase in the Sheepskin Effect after graduation from
college, with higher effects observed for females, individuals with higher income levels, those
with better academic skills, those who attended secondary schools outside Bogota, and those
who attended private schools. The Sheepskin Effect reaches an average of 119.4% at year 10
after secondary school graduation (Figure 3.3 and Figure A3.1), highlighting the long-term
benefits of getting a degree from higher education in Colombia.

The Colombian labor market rewards individuals with a college degree the same as
workers who possess five or six years of experience but lack higher education, depending
on if the graduation was on time or not. These findings support the research of |Jaeger
and Page| (1996)), suggesting that the labor market values academic preparation as much,
if not more, than experience in the early stages of a professional career. Interestingly,
regardless of the timing of dropout, there is no difference in returns for those who drop
out of college. Surprisingly, there is no difference in returns for individuals who drop out of
college, regardless of when they do so. This highlights the urgency of reducing dropout rates,

and it is better if it is by increasing graduation rates, as dropout students face unfavorable
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financial prospects, with costs incurred and income comparable to or lower than their peers
who did not attend college.

The findings indicate that attending college can lead to modest yet redistributive in-
come improvements, especially for socially disadvantaged individuals. It also contributes to
narrowing the gender gap, particularly for women who graduate from college. Low-income
students and those from public secondary schools benefit significantly from college educa-
tion. Regarding gender, females experience a more substantial income premium than their
non-college-educated peers, suggesting a gradual reduction in the gender gap. Household
income is a critical factor in determining future income premiums, with higher-income stu-
dents consistently reporting higher premiums. This highlights potential barriers low-income
students face in fully realizing the benefits of higher education, becoming an interesting
topic for further research on strategies to address these disparities. The Sheepskin Effect
remains robust over time, with greater premiums observed for females, high academic skilled
students, graduates from private secondary schools or secondary schools outside Bogota.

The returns on higher education in the medium to long term are positive and consis-
tent across program levels, including apprenticeship, professional, or associate programs,
compared to individuals who did not attend college. This finding diverges from earlier
studies by |Gonzalez-Velosa et al.| (2015)and |Busso et al.| (2020)), reported negative premiums
for associate degrees. However, this discrepancy can be attributed to our control group,
which, in our case, consisted of secondary school graduates who attended community colleges.
While individuals pursuing associate programs or apprenticeships may fare better than their
peers, their income improvements might not be as substantial as those pursuing professional
programs, which constitute most of the system, and can explain the difference with previous
literature. Our results highlight the positive impact of higher education on career prospects,
characterized by the "Stairway to Heaven" effect of college graduation. Graduates enjoy
a substantial increase in income compared to those who do not attend college. However,

a significant "Highway to Hell" effect is observed for individuals who drop out or remain
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in the system for extended periods, incurring increasing costs without reaping the benefits.
Considering these results, policymakers should focus on designing policies that encourage
higher education and support timely graduation to improve career outcomes for graduates.
By prioritizing educational attainment and reducing barriers to graduation, policymakers
can help to ensure that all students, regardless of their income or background, have the
opportunity to succeed in the labor market.

In conclusion, the findings presented in this chapter have important implications for
Colombia regarding reducing barriers to graduation and promoting the benefits of higher
education. This can lead to a more highly trained and skilled workforce, which in turn can
promote economic growth, reduce the gender gap, and encourage social mobility. Policymak-
ers should therefore, focus on designing policies that encourage higher education and support
timely graduation to improve career outcomes beyond the success reported by [Ferreyra
et al.| (2017) and Ministerio de Educacion Nacional (2017). In addition, higher education
institutions should evaluate how their degree requirements affect their students and take
action to reduce barriers to graduation. Obtaining a degree not only sends signals to the
labor market and increases students’ knowledge and training but also opens the door to new
levels of education that can further empower students and contribute to a more prosperous

and equitable society.
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Table 3.1: Descriptive Statistics for Secondary Graduates

Variable Mean Standard | Did not attend Attended college
Deviation | college mean group difference
M @) ) @)
Log Annual income 7.03 7.13 7.043 -.0371%**
Attended college 23.93 42.66
of wich:
Graduated 6.36 24.40
Graduated on time 4.62 20.99
Graduated late 1.74 13.06
Only bachelor degree 6.21 24.13
With advanced studies 0.15 3.86
Diploma 0.14 3.72
Master 0.01 0.89
PhD 0.00 0.53
Dropout 17.03 37.59
Candidate 1.44 11.92
Incomplete 15.59 36.27
Incomplete 1st year 1.71 12.96
Incomplete after 1st year 13.88 34.57
Active 0.54 7.33
Age 22.02 6.13 21.86 LB8TA*HX
Age? 522.54 289.43 515.8 28.33%**
Experience 1.64 2.12 1.651 -.0257%**
Experience? 7.20 12.28 7.239 - 1704%%*
Unemployment rate 11.94 2.75 11.96 -.0555%**
Age at the Saber 11 test 19.86 3.96 19.94 -.3052%**
Female 41.83 49.33 41.54 1.22%%%*
Saber 11 test score 40.66 26.49 37.04 15.14%%*
From a public high school 66.21 47.30 66.44 -9.85%**
Self-employed 8.32 20.93 7.612 2.954%**
Public servant 0.60 5.86 .5763 1071¥**
Distance to HEI (in km) 0.18 0.53 .1864 -.0434%**
Income categories in mmw
[0,1) 4.64 21.03 4.663 -.1083
[1,2) 29.04 45.40 29.34 -1.2471%%*
[2,3) 42.92 49.50 42.88 1694
[3,5) 11.89 32.36 11.81 L3419%**
[5,7) 6.71 25.02 6.586 5161
[ 7,9 1.72 13.02 1.702 .097**
[9,11) 0.98 9.84 .9562 .0888**
[ 11,13) 1.84 13.44 1.804 1481%*
[ 13,15) 0.08 2.86 .0822 -.0025
15 and more 0.17 418 1772 -.0092
School shift categories
Full day 22.75 41.92 22.67 .3422%%
Morning 43.68 49.60 43.68 .0165
Afternoon 18.42 38.76 18.44 -.1061
Evening 8.06 27.23 8.074 -.0478
Weekend 2.26 14.87 2.278 -.0726
Other 4.83 21.44 4.861 -.1323*
Observations 5,111,158
Individuals 393,166

Note: Table shows the mean, standard deviation, minimum, and maximum for the main characteristics of college attendants
by their status in tertiary system. Variables in percent, Age and Experience in years, Distance in Kilometers.
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Table 3.2: Main Results

Panel A. Panel Regressions Pane B. IV Regressions
General Status  Detailed Status ‘ First Step Second Step
Log Annual Income Attend Log Annual Income
(1) (2) (3) (4) (5)
Attend or Attend 0.063*** 0.325*
(0.007) (0.180)
Graduated 0.171%%*
(0.007)
Bachelor 0.163***
(0.008)
Diploma 0.500%**
(0.049)
Master 0.517**
(0.227)
PhD 0.332
(0.314)
Candidate 0.038*** 0.038***
(0.014) (0.014)
Dropout -0.022%**
(0.005)
Dropout Early -0.016
(0.012)
Dropout Late -0.023%%*
(0.005)
Active 0.027 0.027
(0.022) (0.022)
Distance to HEI (in km) -0.017***
(0.001)
Apprenticeship -0.106%**  -0.107*** -0.107%** -0.134%** -0.071%**
(0.006) (0.006) (0.006) (0.001) (0.025)
Observations 5,111,158 5,111,158 5.111,158 5,111,158 5,111,158
Number of id 393,166 393,166 393,166 393,166 393,166
Overall R? 0.832 0.832 0.832 0.143 0.832
x? p-value 0 0 0 0 0

Notes: The table shows the coefficients of the regressions corresponding to Equation 3.1 and Equation 3.6. Non-shown
regression controls include: unemployment rate, age, age squared, experience, experience squared, sex, Saber 11 test score,
and dummies for public sector high school, self employe, public servant, household income level, and high school shift. Full
regression can be found in the Appendix. In Columns (1), (2), &3)7 and (5), the dependent variable is expressed in logarithm.
Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
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Figure 3.1: Estimated Aggregated ATT in Higher Education Comparing All and Sheepskin
Effect
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Notes: The Figure shows the estimated ATT coefficients obtained through the modified Mincer regression (Equation 3.1) that calculates the
returns to education. The treated group consists of individuals who attended college and is further divided into three subgroups: all, graduates,
and candidates. Sheepskin effect would be the difference between the coefficient for Graduates and Candidates after treatment. The control group
comprises secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis presents the pre
treatment average, the post treatment average, and the average 10 years after treatment. The whiskers depict the 95 percent confidence intervals.
The premiums presented in the Figure 3.1 are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.18)
through the Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.14). The model controls for
academic skills, household income, gender, program level, program type, and quality of higher education institutions. For further details on the
variables used, readers can refer to Table 3.1.

Figure 3.2: Higher Education Premium in Colombia
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Notes: The Figure shows the estimated ATT coefficients obtained through the modified Mincer regression (Equation 3.1) that calculates the
returns to education. The treated group consists of individuals who attended college and is further divided into four subgroups: graduates,
candidates, incomplete, and active students. The control group comprises secondary school students who have not yet enrolled in higher education
(dotted horizontal line in Y=0). The X-axis represents the years before and after enrollment in higher education, while the whiskers depict the
95 percent confidence intervals. In Colombia, students who discontinue their studies are categorized as incomplete or candidates. The shadowed
area indicates the expected duration for completing a professional degree, which is five years after commencing as freshmen, whereas an associate
program typically lasts three years. The premiums presented in the Figure 3.2 are obtained utilizing the framework proposed by Callaway and
Sant’Anna (2021) (Equation 3.18) through the Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation
3.14). The model controls for academic skills, household income, gender, program level, program type, and quality of higher education institutions.
For further details on the variables used, readers can refer to Table 3.1.

99



Figure 3.3: Higher Education Degree Sheepskin Effect
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Notes: The Figure shows the estimated ATT coefficients obtained through the modified Mincer regression (Equation 3.1) that calculates the
returns to education. The treated group consists of individuals who attended college and is further divided into two subgroups to get the sheepskin
effect: graduates and candidates. Sheepskin effect as the area created by the difference between the Graduates and the Candidates. The control
group comprises secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis represents
the years before and after enrollment in higher education, while the whiskers depict the 95 percent confidence intervals. In Colombia, students
who discontinue their studies are categorized as incomplete or candidates. The shadowed area indicates the expected duration for completing a
professional degree, which is five years after commencing as freshmen, whereas an associate program typically lasts three years. The premiums
presented in the Figure 3.3 are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.18) through the Rios-Avila
et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.14). The model controls for academic skills, household
income, gender, program level, program type, and quality of higher education institutions. For further details on the variables used, readers can
refer to Table 3.1.

Figure 3.4: Sheepskin Effect by Characteristics 5 to 10 Years After Treatment

by gender by collega sector
100 ods &0 55
- P e
d 20
[ s 0
4 -20
.50 s
Female Privale
Male Public
by househald income by secondary test score
100 :
A ﬁ £ie e
s0 e 20
o o
-20
.50 -0
Less = 3 minimun wages. High score
Mare than 3 minimun wages Low score
by region by ssll-smployment
o e : sl ais
. ! s = i
73
0 0 3
of .20
20 -40
-4n -60
Bagota No sall-employment
Rest of the Country Sell-employment
Improved Doubly Robust Estimator IMP - Sant'Anna & Zhao (2020) Candidate # Graduated

Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated
group consists of individuals who attended college and is further divided into two subgroups: graduates and candidates. The whiskers depict the
95 percent confidence intervals. The premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna
(2021) (Equation 3.18) through the Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.14). For
further details on the variables used as controls, readers can refer to Table 3.1.
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Figure 3.5: Summary of Aggregated ATT for Graduates
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into three subgroups: total, graduates late and on time. The control group
comprises secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis represents the
years before and after attending college, while the whiskers depict the 95 percent confidence intervals. The premiums presented in the figure are
obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.18) through the Rios-Avila et al. (2021) methodology
for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.14). For further details on the variables used as controls, readers can refer to Table
3.1.

Figure 3.6: Evolution of ATT by Level of Program
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated
group consists of individuals who attended college and is further divided into five subgroups: Apprenticeships, Bachelor and Associate programs
students, and Bachelor and Associate program graduates. The control group comprises secondary school students who have not yet enrolled in
higher education (dotted horizontal line in Y=0). The X-axis represents the years before and after attending college, while the whiskers depict the
95 percent confidence intervals. The shadowed area indicates the expected duration for completing a bachelor’s degree, which is five years after
commencing as freshmen, whereas an associate program typically lasts three years. The premiums presented in the figure are obtained utilizing
the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.18) through the Rios-Avila et al. (2021) methodology for the Sant’Anna
and Zhao (2020) IMP estimator (Equation 3.14). For further details on the variables used as controls, readers can refer to Table 3.1.
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Figure 3.7: Evolution of ATT By Field of the Program
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated
group consists of individuals who attended college and is further divided into four subgroups: STEM and non STEM students, and STEM and non
STEM graduates. The control group comprises secondary school students who have not yet enrolled in higher education (dotted horizontal line
in Y=0). The X-axis represents the years before and after attending college, while the whiskers depict the 95 percent confidence intervals. The
shadowed area indicates the expected duration for completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an
associate program typically lasts three years. The premiums presented in the figure are obtained utilizing the framework proposed by Callaway and
Sant’Anna (2021) (Equation 3.18) through the Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation
3.14). For further details on the variables used as controls, readers can refer to Table 3.1.

Figure 3.8: Summary of Aggregated Students in Certificate and Non-Certificate HEIs
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into two subgroups: College students enrolled in Certified and Non Certified
HEIs. The control group comprises secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The
X-axis represents the years before and after attending college, while the whiskers depict the 95 percent confidence intervals. The shadowed area
indicates the expected duration for completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an associate program
typically lasts three years. The premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021)
(Equation 3.18) through the Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.14). For further
details on the variables used as controls, readers can refer to Table 3.1.
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Figure 3.9: Evolution of ATT for Graduates and Candidates by Gender
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into two subgroups: Candidates, and Incompletes. The control group comprises
secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis represents the years before
and after attending college, while the whiskers depict the 95 percent confidence intervals. The shadowed area indicates the expected duration for
completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an associate program typically lasts three years. The
premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.18) through the
Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.14). For further details on the variables used
as controls, readers can refer to Table 3.1.

Figure 3.10: Evolution of ATT for Graduates and Candidates by Saber 11 Test Score
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into two subgroups: Candidates, and Incompletes. The control group comprises
secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis represents the years before
and after attending college, while the whiskers depict the 95 percent confidence intervals. The shadowed area indicates the expected duration for
completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an associate program typically lasts three years. The
premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.18) through the
Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.14). For further details on the variables used
as controls, readers can refer to Table 3.1.
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Figure 3.11: Evolution of ATT by Secondary School Sector
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into two subgroups: Public and Private Secondary Graduates. The control group
comprises secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis represents the
years before and after attending college, while the whiskers depict the 95 percent confidence intervals. The shadowed area indicates the expected
duration for completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an associate program typically lasts three
years. The premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.18)
through the Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.14). For further details on the
variables used as controls, readers can refer to Table 3.1.

Figure 3.12: Evolution of ATT by College Sector
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into four subgroups: Public and Private college students and Public and Private
college graduates. The control group comprises secondary school students who have not yet enrolled in higher education (dotted horizontal line
in Y=0). The X-axis represents the years before and after attending college, while the whiskers depict the 95 percent confidence intervals. The
shadowed area indicates the expected duration for completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an
associate program typically lasts three years. The premiums presented in the figure are obtained utilizing the framework proposed by Callaway and
Sant’Anna (2021) (Equation 3.18) through the Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation
3.14). For further details on the variables used as controls, readers can refer to Table 3.1.
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Figure 3.13: Evolution of ATT for Graduates and Candidates by Region
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into two subgroups: Candidates, and Incompletes. The control group comprises
secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis represents the years before
and after attending college, while the whiskers depict the 95 percent confidence intervals. The shadowed area indicates the expected duration for
completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an associate program typically lasts three years. The
premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.18) through the
Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.14). For further details on the variables used

as controls, readers can refer to Table 3.1.
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Table A3.1: Descriptive Statistics for Secondary Graduates that Attended College or
Apprenticeship
Variable Mean Std Dev. Min Max
1) @ G
Enrolled in higher education 23.93 42.66 0 100
..of which did enroll in...
3 or less semesters after secondary graduation 11.71 32.16
a STEM program 7.26 25.95
a Certify HEI 6.78 25.15
a 4yr program 13.04 33.67
Enrolled in a SENA apprenticeship 8.86 28.42
Observations 5,111,158
Individuals 393,166

Note: Table shows the mean, standard deviation, minimum, and maximum for the main characteristics of college attendants.
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Figure A3.1: Sheepskin Effect by Characteristics 10 Years After Treatment

Estimated ATT Higher Education Premium 10 Years After Enroliment
(In percent, Sheepskin effect is the difference bewtween the red dot and the gold dot per sub-category)
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated
group consists of individuals who attended college and is further divided into two subgroups: graduates and candidates. The whiskers depict the
95 percent confidence intervals. The premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna
(2021) (Equation 3.16) through the Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.13). For
further details on the variables used as controls, readers can refer to Table 3.1.
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Table A3.2: Main Results -Full Output-

Panel A. Panel Regressions. Panel B. IV Regressions
() @ 3) ) ®)
General Status Detailed Status First Step Second Step
Log Income Log Income Log Income Attend Log Income
Attend or Attend 0.063%** 0.325%
(0.007) (0.180)
Graduated 0.171%%%
(0.007)
Bachelor 0.163***
(0.008)
Diploma 0.500%**
(0.049)
Master 0.517%
(0.227)
PhD 0.332
(0.314)
Candidate 0.038**x 0.038***
(0.014) (0.014)
Incomplete -0.022%%*
(0.005)
Incomplete 1st year -0.016
(0.012)
Incomplete after Ist year 0.023%*
(0.005)
Active 0.027 0.027
(0.022) (0.022)
Distance to HEI (in km) -0.017%%*
(0.001)
Apprenticeship -0.106%*** -0.107*** -0.107*** -0.134%%% -0.07 1%
(0.006) (0.006) (0.006) (0.001) (0.025)
Unemployment rate -0.006*** -0.007*** -0.007*** -0.005%** -0.005%**
(0.001) (0.001) (0.001) (0.000) (0.001)
Age 0.071%** 0.071%** 0.071%** -0.007*** 0.073%**
(0.002) (0.002) (0.002) (0.000) (0.002)
Age? -0.001#** -0.001*** -0.001%%* 0.000%** -0.001**+*
(0.000) (0.000) (0.000) (0.000) (0.000)
Experience 6.899%** 6.900%** 6.900%** -0.004%** 6.899%**
(0.005) (0.005) (0.005) (0.001) (0.005)
Experience?® -0.495%*% -0.495%** -0.495%%* -0.001 %% -0.495%%*
(0.001) (0.001) (0.001) (0.000) (0.001)
Female -0.199%** -0.202%** -0.202%** 0.012%%* -0.202%*
(0.003) (0.003) (0.003) (0.001) (0.004)
Saber 11 score 0.001*** 0.001%** 0.001*** 0.0027%** 0.001
(0.000) (0.000) (0.000) (0.000) (0.000)
Public High School -0.009** -0.009** -0.009** -0.001 -0.009**
(0.004) (0.004) (0.004) (0.001) (0.004)
Self-Employee 1.137%%* 1.137%%* 1.137%%* 0.027#** 1.132%%*
(0.006) (0.006) (0.006) (0.001) (0.008)
Public Servant 0.388%** 0.384%%x 0.383%** 0.026%** 0.382%**
(0.026) (0.026) (0.026) (0.003) (0.026)
Income categories - [0,1) as base level
[1.2) 0.016* 0.016* 0.016* -0.002 0.016**
(0.008) (0.008) (0.008) (0.002) (0.008)
[2.3) 0.022%** 0.023%*% 0.023%*** -0.002 0.023%***
(0.008) (0.008) (0.008) (0.002) (0.008)
[3.5) 0.014 0.014 0.014 -0.001 0.014
(0.009) (0.009) (0.009) (0.002) (0.009)
[5.7) 0.010 0.010 0.010 -0.001 0.010
(0.010) (0.010) (0.010) (0.002) (0.010)
[7.9) 0.017 0.018 0.018 -0.003 0.018
(0.015) (0.015) (0.015) (0.004) (0.015)
[9,11) -0.011 -0.010 -0.010 -0.003 -0.010
(0.018) (0.018) (0.018) (0.005) (0.018)
[11,13) -0.012 -0.011 -0.011 -0.01 1% -0.009
(0.015) (0.015) (0.015) (0.004) (0.015)
[13,15) -0.037 -0.035 -0.036 -0.019 -0.032
(0.059) (0.059) (0.059) (0.014) (0.059)
15 and more 0.011 0.014 0.014 -0.018* 0.016
(0.040) (0.040) (0.040) (0.010) (0.041)
School shift categories - Full day as base level
Morning -0.001 -0.001 -0.001 0.000 -0.001
(0.008) (0.008) (0.008) (0.002) (0.008)
Afternoon -0.004 -0.003 -0.003 0.001 -0.004
(0.008) (0.008) (0.008) (0.002) (0.008)
Evening 0.023%* 0.023** 0.023%* 0.001 0.023%*
(0.009) (0.009) (0.009) (0.002) (0.009)
Weekend 0.046%** 0.045%%x 0.045%** 0.001 0.045%**
(0.013) (0.013) (0.013) (0.003) (0.013)
Other -0.000 0.000 0.000 -0.000 -0.000
(0.008) (0.008) (0.008) (0.002) (0.008)
Constant 0.189%** 0.189%** 0.189%** 0.176%** 0.140%**
(0.024) (0.024) (0.024) (0.005) (0.038)
Observations 5,111,158 5,111,158 5,111,158 5,111,158 5,111,158
Number of id 393,166 393,166 393,166 393,166 393,166
Overall R? 0.832 0.832 0.832 0.143 0.832
Chi® p — value 0 0 0 0 0

Robust standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1
Notes: The table shows the coefficients of the regressions corresponding to Equation 3.1 and Equation 3.6. Unemployment rate in percent; age,
age squared, experience and experience squared in years; Saber 11 test score is the percentile. Dummies for females, public sector high school, self
employe, public servant, household income level, and high school shift. In Columns (1), (2), (3), and (5), the dependent variable is expressed in
logarithm.
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Figure A3.2: Evolution of ATT for Graduates
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into two subgroups: Graduated late and on time. The control group comprises
secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis represents the years before
and after attending college, while the whiskers depict the 95 percent confidence intervals. The shadowed area indicates the expected duration for
completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an associate program typically lasts three years. The
premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.16) through the
Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.13). For further details on the variables used
as controls, readers can refer to Table 3.1.

Figure A3.3: Evolution of ATT for Incompletes
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated
group consists of individuals who attended college and is further divided into two subgroups: Incompletes in the first year or Incompletes after 1st
year. The control group comprises secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The
X-axis represents the years before and after attending college, while the whiskers depict the 95 percent confidence intervals. The shadowed area
indicates the expected duration for completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an associate program
typically lasts three years. The premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021)
(Equation 3.16) through the Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.13). For further
details on the variables used as controls, readers can refer to Table 3.1.
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Figure A3.4: Evolution of ATT by Gender
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into two subgroups: Males and Females. The control group comprises secondary
school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis represents the years before and after
attending college, while the whiskers depict the 95 percent confidence intervals. The shadowed area indicates the expected duration for completing
a bachelor’s degree, which is five years after commencing as freshmen, whereas an associate program typically lasts three years. The premiums
presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.16) through the Rios-Avila
et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.13). For further details on the variables used as controls,
readers can refer to Table 3.1.

Figure A3.5: Evolution of ATT by Secondary Test Score
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into two subgroups: High and Low Saber 11 scores. The control group comprises
secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis represents the years before
and after attending college, while the whiskers depict the 95 percent confidence intervals. The shadowed area indicates the expected duration for
completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an associate program typically lasts three years. The
premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 3.16) through the
Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.13). For further details on the variables used
as controls, readers can refer to Table 3.1.
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Figure A3.6: Evolution of ATT by Household Income Level
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Notes: The figure shows the estimated ATT coefficients obtained through Equation 3.2 that calculates the returns to education. The treated group
consists of individuals who attended college and is further divided into two subgroups: High and Low household income secondary graduates. The
control group comprises secondary school students who have not yet enrolled in higher education (dotted horizontal line in Y=0). The X-axis
represents the years before and after attending college, while the whiskers depict the 95 percent confidence intervals. The shadowed area indicates
the expected duration for completing a bachelor’s degree, which is five years after commencing as freshmen, whereas an associate program typically
lasts three years. The premiums presented in the figure are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation
3.16) through the Rios-Avila et al. (2021) methodology for the Sant’Anna and Zhao (2020) IMP estimator (Equation 3.13). For further details on
the variables used as controls, readers can refer to Table 3.1.
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Abstract Chapter 4

EN

This paper examines the effects of mineral extraction on human capital formation in
Colombia, a country rich in natural resources but struggling with low college attendance, high
youth unemployment, and high informality in the labor market. Leveraging the allocation of
natural resources as a quasi-experimental setting, we link administrative data for 5.5 million
secondary school graduates from 2002 to 2014 with information on legal mines in 2014
based on the distances from their respective schools. Employing Instrumental Variables
and a Differences-in-Differences approach, we identify treated individuals as graduates from
secondary schools located closest to operational mines at the time of their graduation.
The findings indicate that active mines positively influence school cohort sizes, student
academic performance, and enrollment in higher education. However, they also negatively
impact entry into the formal labor market, particularly for roles associated with extractive
industries. Substantial heterogeneity exists in the outcomes associated with the various
extracted products, leading to the identification of distinct categories: "good mines" and

"bad mines."

DE

In diesem Beitrag werden die Auswirkungen des Abbaus von Bodenschétzen auf die
Bildung von Humankapital in Kolumbien untersucht, einem Land, das reich an natiirlichen
Ressourcen ist, aber mit einer niedrigen Schulbesuchsquote, hoher Jugendarbeitslosigkeit
und hoher Informalitdt auf dem Arbeitsmarkt zu kimpfen hat. Wir nutzen die Zuteilung
natiirlicher Ressourcen als quasi-experimentellen Rahmen und verkniipfen administrative
Daten fiir 5,5 Millionen Sekundarschulabsolventen von 2002 bis 2014 mit Informationen
iiber legale Minen im Jahr 2014 auf der Grundlage der Entfernungen von ihren jeweiligen
Schulen. Mithilfe von Instrumentalvariablen und einees Differenzen-in-Differenzen-Ansatzes

identifizieren wir die behandelten Personen als Absolventen von Sekundarschulen, die zum
120



Zeitpunkt ihres Abschlusses am néchsten zu aktiven Minen lagen. Die Ergebnisse deuten
darauf hin, dass aktive Minen einen positiven Einfluss auf die Grofe der Schulkohorte
die akademischen Leistungen der Schiiler und die Einschreibung in hohere Bildungswege
haben. Sie wirken sich jedoch auch negativ auf den Eintritt in den formellen Arbeitsmarkt
aus, insbesondere auf Positionen in der mineralgewinnenden Industrie. Die Ergebnisse im
Zusammenhang mit den verschiedenen abgebauten Produkten sind sehr heterogen, was zur
Identifizierung verschiedener Kategorien fiihrt: "gute Bergwerke" und "schlechte Bergw-

erke".
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Chapter 4

The Impact of Mining on Educational
and Labor Market Outcomes in

Colombia

4.1 Introduction

This chapter contributes to the literature by separating the regional effects within political
boundaries from the effects caused by the mine and extending results to other materials.
To date, the literature has made progress in measuring the impacts of mines on academic
performance and other labor market outputs but has not been able to separate the effect of
the region. It also complements Bonilla Mejial (2020) on exploiting labor market mechanisms
and the distances between mines and schools. Since mines leave royalties and generate
policies evidenced in the academic results, the transmission mechanism is mainly the region
and not necessarily by the exposure of the school to mine in operation. we address this by
controlling for political boundaries and the influence of the mine on the school, depending on
the distance between the school and the mine and the number of mines around the school.

In this way, we allow a mine located in a specific region to have effects on a school located in
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another, separating the regional effects from the direct influence of the mine on the student’s
academic results.

Latin America and the Caribbean (LAC) is a world region with abundant natural re-
sources and complex institutional, political, financial, economic, and social characteristics
that have impacted its economic development. In Colombia, the exploitation of oil and
minerals is a significant part of the main economic activities: more than 33.2% of its exports
are from oil and 21.6% from minerals, according to the National Department of Statistics
(DANE).

The literature regarding the effect of natural resource exploitation from mining activities
on economic development indicators is broad. This explains why governments concentrate
their investments in this activity instead of promoting other sectors (Gylfason) 2001)). Several
papers have suggested strategies or found interesting results on the consequences of exploiting
natural resources for social dynamics (Bonilla Mejial 2020; van der Ploeg), 2011)), economic
growth (Barro| [2001; Martinez Ortiz and Aguilar, 2012) , poverty (Litschig and Morrison),
2013}; |Loayza and Rigolini, 2016}, |Pegg, 2006)), government efficiency in the provision of public
goods (Angrist and Kugler, 2008; (Caselli and Michaels, [2013; Loayza et al., 2014; |Martinez,
2023), and quality of education (Agiiero et al., 2016; Alvarez and Vergara, [2022; Hanushek
and Woessmann, [2010)). However, it is essential to discuss the relevance of the geographical
location where the activity is carried out and the impact generated by its exposure to the
people (Torvik, |2002)). In the literature, the results regarding educational outcomes are more
related to pollution-related school absences due to cognitive skill impairments during "the
school stage" (Almond et al., [2009; Currie et al., [2009; Park et al. 2002).

Using administrative data for Colombia, instrumental variables (IV) and differences in
differences approaches, this chapter provides evidence of the link between mining and some
educational and labor market outputs in Colombia. we exploit the mines’ locations as a
natural experiment and the operation of the closest mine to each school in Colombia as the

treatment for the nation’s secondary graduates from 2002 to 2012. we use the universe of
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secondary school graduates in Colombia from 2002 to 2012 merged with information from the
Ministry of Education and Ministry of Health to mark those who went to college and/or the
formal labor market, respectively. All legal mines and schools were geo-localized, creating
a matrix of distances to assign the closest mine’s information to each school. The students
who graduated from a secondary school whose nearest mine was operating during their
graduation year are the treated group. Assigning the treatment by using the closest mine to
each school allows us to avoid the correlation between the municipalities’ information and
their outcomes. It is vital to separate the effects of the mines and the regional budget; the
closest mine can be crossing the border of the country’s domestic political division.

In line with |Angrist and Kugler| (2008))’s results, we find that the size of cohorts increases
approximately 6% (LATE) and 7.2% (ATT) when the nearest mine is in operation. The Saber
11 test score increases if the nearest mine is in operation by 3.87 points (an improvement of
8.2% compared to the control mean), reaching up to 17 points 9 years after the opening of
the mine. we also found positive results for the probability of enrolling in higher education;
if the nearest mine is in operation, the likelihood of enrolling in higher education increases
by 4.5% (LATE) and 12.2% (ATT). These results are impressive because the same effect
that causes an increase in the size of the cohorts does not affect the quality of the education
since the Saber 11 score does not decrease. It also boosts the probability of pursuing higher
education. Finally, the results show that if the mine closest to the schools is in operation,
the probability of having a formal job drops between 0.2% and 8.6%.

The rest of the document is organized as follows: Section 4.2 presents a literature review,
Section 4.3 describes the data, Section 4.4 outlines the modeling strategy, Section 4.5 reports

the results, and Section 4.6 offers the conclusions.

124



4.2 Literature Review

In this section, I describe the literature related to the chapter. First, I discuss how the
broad literature analyzes and links different macroeconomic topics, natural resources, and
educational outcomes. Next, I present some specific papers related to the Colombian case
and discuss the current context.

Since mining is one of the largest contributors to State revenues, and public policy tends
to be in line with the incentives for foreign direct investment (Gylfason, [2001)) , mining regula-
tion should be a priority in the government’s agenda. With effective regulation, governments
can also control the collateral side effects of mining activity. However, mining activities’
effects in LACs are dual: although there is evidence of an improvement in macroeconomic
indicators (Loayza et al., |2014; Maldonado, 2018), the mining industry has increased social
inequality.

On the one hand, mining activity encourages per capita consumption and employment,
with a significant spillover in education. The mine’s labor force will require better-educated
immigrants, such as operators, technicians, engineers, and ecologists, who will move to the
area and will require improvements in the region’s education and health system quality for
their families (Loayza and Rigolini, [2016]).

On the other hand, the returns generated by natural resources are approximately 60%
of local governments’ revenue in developing countries. However, the perception is that their
distribution is inefficient in providing public services such as health and education. Regarding
education, a deterioration of these services can help explain the decrease in cognitive abilities
and increase in school absenteeism (Gilliland et al., [2001; |[Lavy and Roth| 2014)); regarding
health, the community may be affected by exposure to pollution generated by extractive
activity (Martinez, 2023; |Martinez et al., 2017, Romero and Saavedral 2016)).

The related literature suggests some strategies that explain and interpret in different
contexts the consequences of the exploitation of natural resources for social dynamics and

economic growth (Angrist and Kugler, 2008; Loayza et al., 2014} van der Ploeg, [2011). For
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instance, different results or behaviors have been identified in terms of economic policy
(Caselli, [2006]), including modest reductions in poverty coupled with a positive impact
on literacy rates (Litschig and Morrison) 2013} Pegg, 2006). Moreover, the government’s
efficiency in the provision of public goods has been scrutinized (Maldonado, 2018; Maldonado
and Ardanaz, 2023). Along these lines, it is worth highlighting Martinez et al.| (2017)), who
compare the effects of public spending from two types of returns—oil revenues (transfers) and
the fiscal effort of local governments and finds equivalences in the spending on education as
a result of both sources of income.

In this context, Agiiero et al|(2016) found that the distribution of transfers from mining
activity in a "boom" context directly impacts the conditions of public services provided to
the population, especially in the quality of education, as observed via mathematics scores,
as Hanushek and Woessmann| (2010) predict. Additionally, Alvarez and Vergaral (2022)
complemented these findings by introducing the change in wages in the producing regions
as an important transmission mechanism for human capital formation, measured in years of
schooling, and the high demand for work during the "boom" of natural resource exports.
According to economic growth theory, there are two ways in which human capital impacts
growth: on the one hand, through the number of years of education (years of schooling) and
on the other, via the effect of the quality of education on economic growth - productivity
- (Barro, 2001). On this subject, |Angrist and Kugler| (2008) find that an increase in the
demand for coca, opium, and diamond production increases school attendance and child
labor in the same rural areas where such goods are concentrated during "boom" times in
Colombia. This result is linked to civil conflicts and the violence associated with growing
illegal crops, mainly coca (Currie et al.| 2014; Loayza et al., 2014; Ross| [2015)). This link
to civil conflicts is also one reason that education results are not good, particularly in rural
areas (Dube and Vargas, 2013)).

However, the impact of mines’ locations on human capital formation and entry into

the labor market remains ambiguous, with investment changes only partially accounting

126



for the observed outcomes. Geographical location and exposure to mining activities play a
crucial role, resulting in both gains and losses for the affected population (Torvik, 2002)).
Notably, the quality of and access to health systems in these areas undergo significant
changes, leading to increased pollution and toxic emissions (Currie et al., [2014; Romero
and Saavedra, 2016). These environmental and health concerns contribute to heightened
school absences, attributed to compromised health and impaired cognitive skills during the
schooling phase (Almond et al., 2009, Currie et al., 2009; [Park et al., 2002).

Finally, one key paper is Bonilla Mejia/ (2020), which explores how gold mining (legal
and illegal) impacts human capital accumulation through two main measures, an invariable
interaction over time between the intensity of gold deposits near schools and the recording of
international gold prices, and two alternatives for assessing the differential effects of illegal
mining (active mining titles and mining deforestation). Its objective is to elucidate the labor
market, especially violence and corruption, as mechanisms through which mining may affect
human capital accumulation (enrollment, dropout rate, and results of standardized tests
or household surveys). Using differences in differences and instrumental variables models,
Bonilla Mejial (2020)) finds that mining increases enrollment and progression (promotion rates
between levels and reduces dropouts) at lower school levels. These effects tend to fade at
the upper secondary level. Illegal mining shows larger but consistent effects on extensive
outcomes (multiplied up to 3 times when including instrumental variables) for gold mines
located between 10 and 50 km from the school. The effects are higher for the elementary
school level located closer than 30 km and for secondary schools located between 30 and
50 km from the mines. In general, gold mining decreases student performance at school,
especially in the early stages; the impacts are three times higher when including (illegal)
mining deforestation.

This research complements Bonilla Mejial (2020]) on exploiting labor market mechanisms
and the distances between mines and schools. I incorporate the number of mines surrounding

the school to test the strength of the effects. I differed in the effects studied on the size of
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the cohort, the Saber 11 test score, and the probabilities of enrolling in higher education
and the labor market. I extended the controls applied to the models, including family,
socioeconomic, and institutional characteristics, and other minerals extracted in the mines.
I also include all high schools, their schedules, sector, and type. I have a relevant value-added,
the measurement of exposure. This measurement is crucial, as in the literature, it is not very
easy to separate the effect of the mine (in this case) and the impacts of the municipality’s
royalties. I include the effects of temporal variation in the definition of treatment and
exposure. Furthermore, by doing so, I also eliminate biases from external issues such as
economic benefits from operating the mine in a specific municipality, since I observe the

effect of the proximity of the mine on nearby schools regardless of the municipality.

4.3 Data

This section describes the data and outline our assumptions. The first part describes the
databases for individuals, schools, and mines. The second part describes how these databases
were combined.

In Colombia, the Ministry of Education (MEN) administers the Saber 11 exam, a pre-
requisite for higher education enrollment, to all secondary education students through the
Colombian Institute for the Promotion of higher education (ICFES). The ICFES database
(also known as the Saber 11 database) contains comprehensive information, including student
demographics, exam scores, and various economic, individual, family, and academic variables.
While utilizing the Saber 11 database from 2002 to 2016, certain modifications were made.
Notably, the absence of household income data for certain periods necessitated imputation
based on the mode of household income within the same school for other periods, prioritizing
the higher value when multiple options existed. Moreover, the standardized test score scale
changed over time, preventing direct comparisons across different years. To address this

issue, each student’s percentile on the Saber 11 exam was calculated and used as the new
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standardized score variable. This approach aligns with the Ministry of Education’s method-
ology for standardizing the Saber 11 score in its own information systems. Additionally,
key variables, such as the year of birth, gender, standardized Saber 11 test score, household
income, school ID code for integration with the school census, and an ethnic group indicator,
were extracted from the ICFES database for analysis. The size of the cohort was estimated
by counting the students who presented the test linked to a school code in a period of time
(see descriptive stats in Table 4.1).

The information gathered on secondary schools originates from the Ministry of Education.
The dataset encompasses essential details, such as the school’s address, geolocation, urban or
rural classification, and descriptive information concerning the sector (public or private) and
type (academic, technical, or military). Notably, due to varying schedules, multiple schools
can share the same campus in Colombia’s secondary education system. Consequently, certain
schools may share the same geographical location while differing in their respective sectors.
For instance, a public-sector building might serve as a secondary school in the morning
and be leased to a private school for afternoon or evening sessions. In this scenario, the
schools would share the location while differing in their operational sectors. Schools not
operated by the government are categorized as private, including those managed by private
entities under contract with the government. In terms of the urban/rural classification, the
definition of "rural" encompasses any location not explicitly designated as urban. Thus,
schools categorized as having mixed urban-rural or rural-urban statuses are coded as rural.
From the secondary school census, the following attributes are utilized: school location
(as specified above), school sector (as described earlier), school type (e.g., single-gender or
coeducational), school shift (i.e., morning, afternoon, or evening classes), and school degree
type (academic or technical) (see descriptive statistics in Table 4.1, a map showing the
locations of the school is available in Figure 4.1).

In addition to the ICFES database and the school census, the Colombian Ministry of

Education (MEN) manages the System for the Prevention and Analysis of Dropout in higher
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education Institutions (SPADIES) database. This comprehensive database comprises the
academic information of all students enrolled in higher education institutions (HEIs) since
1998. The SPADIES database includes details such as the HEIs in which students are
enrolled, first and last periods of enrollment in higher education, status in the system (active,
dropout, graduated), program of study and area of concentration, type of degree (bachelor’s
or associate programs), and method of learning (classroom or online). This chapter uses a
merged dataset from the ICFES and SPADIES databases from 2002 to 2017, employing a
dummy variable that takes the value of 1 if the student enrolled in higher education (see
descriptive statistics in Table 4.1).

The Planilla Integrada de Liquidacion de Aportes (PILA) database, overseen by the
Ministry of Labor, contains Social Security payment records for all individuals in the formal
labor sector. The database includes details such as the number of days worked annually,
employment type (e.g., full-time, part-time, self-employed), and employer type (e.g., public
company, private company, nonprofit, nongovernmental organization). These data are ex-
tracted from the monthly report of contributions made by all formal Colombian workers to
pension and health funds (see descriptive statistics in Table 4.1).

In this chapter, I solely utilize this dataset to evaluate the likelihood of an individual
entering the formal labor sector subsequent to secondary school. Specifically, I investigate
whether proximity to a mine influences the decision to pursue higher education versus
entering the formal labor market directly after completing secondary school. A dummy
variable is created from the merge between the ICFES database and the PILA database,
taking the value of 1 if the student enrolled in the labor market.

For data on all legal mines in Colombia, I use the Colombian Mining Census, a database
collected by Tierra Minada, a nonprofit organization that holds the information for the
permits and requests to operate mines in Colombial} The Colombian Mining Census contains

information such as mine size, natural resource extracted, geographic location, and dates for

!Data are available at https://sites.google.com/site/tierraminada/
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the start and close of operations. All data for mines that have been in operation at any
point between 2002 and 2014 are used.

This database contains 9,545 active mines (valid mining titles) for the period of 2002 to
2014. The database includes an address for each mine, but some of the addresses referred
to the offices that managed the mine or to the mining complex’s entrance, both of which
may have been far from the actual mine. To ensure an accurate location for each mine,
I programmed algorithms to analyze Google Earth pixel data to detect each mine’s most
precise locationE] The final product was a database with the longitude and latitude for each
mine reported in the census. The descriptive information for this database can be found in
Table A4.1 and a map with their location is available in Figure 4.2.

Finally, to use in the IV approach, we used the data from the Base Metals Price Index
(PMETA) from the International Monetary Fund| (2023). It includes the prices of aluminum,
cobalt, iron ore, lead, molybdenum, nickel, tin, uranium, and zinc. The IMF estimates the
PMETA at least twice per year as part of spring and fall assumptions. The price index’s

base year is 2016=100 (see descriptive statistics in Table 4.1).

4.3.1 The Administrative Data Matching Process and Final Database

Various merging approaches for the administrative databases were employed, contingent
on distinct identification variables. First, we merged the ICFES (Saber 11) and SPADIES
databases using the same merging technique that the MEN use{’] The merge of Saber 11 and

PILA was executed by the Ministry of Health and Social Protection employing the national

2 Activisual, a software development company, provided support programming the code, cross-checking
on-field some results from the algorithm, and contacting some mines with incomplete contact information.

3The algorithm takes two key variables, namely, the full name and the date of birth, from the databases.
First, the algorithm removes the spaces, converts all alphabetic characters to uppercase, and then decomposes
the strings into all possible combinations of the characters. For instance, the name "Tom" is transformed
into TOM, MOT, OTM, OMT, TMO, MTO. Next, the algorithm compares each discomposed key variable
for every observation in each database to all possible observation matches between the databases. If the
comparison reaches a certain "trigger" level, the algorithm identifies the observation as a match. The level
of match is the percentage of similarity between the discomposed variables. The algorithm is cautious,
meaning that if there is more than one potential matching option, it will not execute the matching. In
this chapter, the trigger value used is 98%, the same as the value used by the Ministry of Education in the
SPADIES-ICFES match.
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identification number of Colombia. The merge between Saber 11 and the Census of Schools
was achieved using the ICFES school code. MEN provided the school’s location. Activisual
obtained the location of the mine, and it is computed the orthodromic distance between
secondary schools and mines in kilometers. Then, the information about the mine closest to
each student is assigned to that student’s record.

The final database, created at the individual level, originates from the ICFES database,
encompassing information on 7,517,983 students who took the Saber 11 exam between 2002
and 2016. To match the Colombian Mining Census data, entries after 2013 were excluded,
resulting in 6,172,756 students in the database. Among them, 400,819 students without a
linked secondary school during the Saber 11 test, 60,460 with missing values in the Saber
11 score, and 491 students associated with mines lacking a defined extractable material
were dropped. Variables from the ICFES database, including cohort sizes and Saber 11
exam scores, were retained. The SPADIES database was used to obtain higher education
enrollment status. Social Security records were used to capture students’ labor status in the
formal sector after graduating from secondary school.

Additionally, information regarding the nearest mine to each student’s record was incor-
porated, associating students with the mine closest to their respective secondary schools. To
ensure result transparency and stability, the approach used the nearest actively operating
mine, resolving ambiguities arising from active and nonactive mines within specified radius.

The final database comprised 5,710,986 students with data for the variables of interest
(size of cohort, score in Saber 11, enrollment in higher education, and enrollment in the
labor market). Data also include individual information such as year of birth, gender, family
household income, parents’ education levels, ethnic minority status, school type, school term
duration, school coordinates, and mine size. Nonmerge students or those with missing data
for the controls or variables of interest are distributed homogeneously across time. Finally,
PMETA and other commodities prices were merged by year. The final database is a repeated

cross-section at the individual level.
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4.4 Modeling Strategy

In this section, the model specification is presented. In the first part, I present an ordinary
least squares approach (OLS) to provide a guide about the sign of the factors that can affect
any of the five outcomes: (1) size of secondary graduation cohort (2) score on the Saber 11
exam, (3) probability of enrollment in higher education, and (4) probability of entry into
the formal labor market. In the second part, an instrumental variables (IV) approach is
developed to obtain causal estimators of the mine’s operation on each of the four outcomes
mentioned above. Finally, in the third part, we follow the |Callaway and Sant’Annal (2021))

methodology to aggregate the results of the difference and difference (DiD) approach.

4.4.1 OLS Approach

The model is based on models used by |Balza et al.| (2021)) and |Bonilla Mejia; (2020)). I estimate
the impact of mining activity on educational and labor market outcomes using information
from the mines that are located near secondary schools. I control for the size of the mine
and the extracted product, extending the analysis of |[Bonilla Mejia, (2020) beyond gold mines
and complementing the analysis of Balza et al.| (2021) in reaching the full extractive sector.

Using school location and detailed information from the Colombian Mining Census, I
incorporated not only the number of mines around each school, but also the moment when
these mines started to operate. In short, the model compares a student’s outcomes before and
after the operation time of the closest mine to the school. To do so, I created my variable of
interest OM = Closestmineisoperating as a dummy variable that takes the value of 1 when
the closest mine to each school starts its operation OM = 1 and the value of zero OM = 0
when the nearest mine is not operating. Mines can be out of business or not yet working.
The treatment is assigned to each student through his or her secondary school and year of
graduation; this means that the treatment group consists of those students who took the

Saber 11 exam during the mine’s period of active operation. The possibility of identifying
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how one mine simultaneously impacts different schools located in different municipalities
helps me avoid selection problems due to the municipality in the results. However, a control

for departmental fixed effects is included. Equation 4.1 shows the regression approach model:

Yiop =i+ 0+ pOMi sy + X; B+ €isy (4.1)

In this equation, Y; s represents one of the four outputs that are analyzed: (1) size of
secondary graduation cohort (2) score on the Saber 11 exam, (3) probability of enrollment in
higher education, and (4) probability of entry into the formal labor market. Some tables will
show a small variation of output (4) extending it only to those who enrolled in works related
to the formal labor market in the mining sector. The variable of interest is "OM" a dummy
variable that equals 1 if individual "i" graduated from a secondary school “s” whose nearest
mine was operating in the year "t" and 0 otherwise. The parameter p denotes the rate of
change in output Y; ;; due to the closest mine’s operation. The control «; incorporates all
the time-invariant characteristics of each individual, including gender, Saber 11 score (used
as a proxy for academic ability), household income, parents’ education, ethnicity, and year
of birth. The parameter §; captures time-varying drivers. The vector X includes observable
predictors for the outputs that are linked to the student by his/her school Distance to the
closest mine, Distance square, Time of operation of the closest mine, Number of mines in
certain ratios, Size of the closest mine, Sector of the school, if school is coed, if school is
in urban area, if school conducts to academic (regular degree), the calendar of the school
(starting the academic year in January), the location of the school.

It is important to acknowledge that this model, while aligned with previous research
and pertinent to our inquiries, faces limitations in establishing causality. Notably, the
nonrandom assignment of education levels poses a significant challenge in studying the
connection between education and earnings. Individuals make deliberate choices concerning
their educational paths, considering opportunity costs (as emphasized by Wood| (2009)).

To mitigate potential econometric challenges such as sample selection and endogeneity, we
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employ an instrumental variables approach to estimate the Local Average Treatment Effect
(LATE) of the mine in operation. Additionally, it is crucial to recognize that effects may
vary across different cohorts, as mines commence operations at various locations and times.
To address this concern, we utilize Callaway and Sant’Annal (2021))’s framework to estimate
the Average Treatment Effect on the Treated (ATT). This strategy enables us to investigate

variations in the effects of education on earnings among diverse subgroups.

4.4.2 Instrumental Variables Approach

The use of instrumental variables is an appropriate methodology when addressing potential
endogeneity concerns. In this study, we employ a two-stage least squares (2SLS) estimator
to systematically address these issues. To do so, we utilize the price index for metals from
the IMF (PETA) interacted with the number of mines within a 1 km radius of schools in
the year preceding the start of their operation plus one, similar to the approach used by
Balza et al.| (2021)); Black et al. (2005); Bonilla Mejia (2020); Dube and Vargas (2013) and
Michaels (2011). This interaction serves as an instrumental variable, representing a proxy
for the supply of mines per school, to quantify the probability of the mines commencing
operations.

Therefore, our approach involves estimating a first step to predict the probability of start
operation, employing our instrument as an independent variable. The vectors of control
variables «; ,0; and X, s, remain consistent with Equation 4.1. The first step equation is

formally specified as follows:

OM; oy = c; + 0y + pPET Ay x Mines; g1+ X; 8 +cise  (4.2)

The instrument used in this study is exogenous, as it is derived from a set of prices in
the international market, where Colombia has no control over these prices and acts as a

price taker. Moreover, mines are not established with the direct consideration of schools.
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Therefore, the instrument can incentivize mine operation (relevance assumption), as an
increase in prices would make mining more attractive. Simultaneously, a congested region
near schools can discourage mine establishment in certain locations. However, the instrument
itself cannot directly impact any of the outputs (exchangeability assumption), as it does not
share common causes with the outcomes. International prices and rents do not directly affect
students, households, or schools (exclusion restriction).

In Equation 4.3, we utilize the estimated probability of a mine commencing operations,
obtained from Equation 4.2, as an instrument for "OM". Given that our instrument satisfies
the relevance assumption, exchangeability assumption, and exclusion restriction, as explained
earlier, the exogenous variation provided by the instrument in the IV approach yields a
precise LATE. Hence, the results in Equation 4.3 can be interpreted as the causal effect of

an operational mine on the analyzed output.
Yier =i+ 0+ pOM g+ X, B+eise  (43)

4.4.3 Heterogeneous Difference in Differences (DiD) Approach

The conventional DiD approach typically employs a 2X2 model involving two time periods
and two groups. In the initial period (t=0), both groups exhibited similar characteristics
and lacked exposure to the treatment. In the subsequent period (t=1), some individuals
receive the treatment, forming a "treated" group (OM=D=1), while others remain "controls"
(OM=D=0) without the treatment. This fundamental model aligns with the interpretation
presented in Equation 1, where t=0 corresponds to the year preceding the commencement of
the nearest mine’s operations, and t=1 represents the subsequent year when the mine begins
to operate. Equation 4.4 outlines the foundational framework for a DiD analysis based on

Equation 4.1.

Yigp =i+ 0+ pOMis x t+ X, B+ cisy (4.4)
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In this framework, each individual has two potential outcomes: one with treatment
and one without treatment. However, our observations are restricted to the outcomes
corresponding to each group (treated or not treated) in t=1. In theory, these outcomes

should diverge due to the presence or absence of the treatment and can be expressed as:

}/;st(OM) = OM’LS X }/zst(l) + (1 - OM?,S) X }/;st(o) (45)

Under the assumption that the treated group would follow a predetermined trajectory
in the absence of treatment, any deviation from this path can be attributed to the causal
impact of the treatment on this group. This deviation, denoted as the ATT, is described in

Equation 4.6.

ATT = E(Yig (1)|OM;; =1) —  E(Yi1(0)[OM;; =1)  (4.6)

/

~
A=Observed outcome for treated B=Unobserved outcome for treated

In Equation 4.6, we have information about the value of part A, as it represents the
observed outcome for the treated group in t=1 after the treatment. However, in regard to
part B (as defined in Equation 4.6), the path that the treated group would have followed in
the absence of treatment is unknown. To make this estimation, we rely on the assumption
that this path would be parallel to the trajectory followed by the control group. This
assumption is referred to as the Parallel Trend Assumption (PTA). In simpler terms, we
assume that the unobserved path taken by the treated group (B) in the scenario where they
did not receive treatment is the same as the observed path in the control group (Equation

A7),

E(Y;s,l(o) - Y;js7O|OMis - 1) = E(Y;s,l - }/;;8,0|0Mi5 - 0) (47)

Finally, using Equation 4.7 in Equation 4.6, we can construct a feasible estimator for the

ATT that will be given by:
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ATT = [E(Y51(0) — Yiso|OMis = 1)] — [E(Yis1 — Yiso|OMis = 0)]
= E (Y;1|OM;s = 1) — E (Yis1(0)[OM;, = 1) (4.8)

While the PTA can be challenging to satisfy in practice due to potential dissimilarities
between the treated and control groups, Callaway and Sant’Anna (2021)) propose a gener-
alized approach incorporating additional groups and fixed effects in the specification. DiD
designs often involve more than two periods or treated groups, further complicating the
PTA assumption. To mitigate this, Sant’Anna and Zhao (2020)) suggest using the PTA for
groups with identical pretreatment characteristics (o and X '), minimizing bias due to group
differences. Let “W” represent the set of individuals () and mine-linked characteristics (X).
Here, 0 (W;s) is the AYj, if there was no treatment based on pretreatment characteristics.

With this updated assumption, the new DiD estimator is ﬁ (Equation 4.9).

E(Ks,l(o) - Y;S,O‘OMZ'S = 1; Wzs) - E(}/;s,l - Y:L'S,O‘OMis = 07 Wzs) - 9<W>
ATT, = B(YigslOM;, = 1) = [E(VisolOMi, = 1) + BO(W:,)OMi, = 1)] - (49)

Various approaches have been proposed in the literature to estimate the component
E(Q(VViSHOMiS = 1) from Equation 4.9. In this chapter, as it is a cross-sectional database
with many different individuals, we adopt the Outcome Regression approach (OR) estimator
proposed by [Sant’Anna and Zhao| (2020). The OR estimator employs a two-step procedure.
In the first step using data from the control group, we model E(6;5|W;s) = 0(W;,) as a
function of W, so E(0;|Wis = wis) = O(w;s) ¥V i|lOM;s = 0 . Then, E(0;s|OM;s = 1) is
estimated by substituting 6;, with the predicted outcome é(wis). Thus the OR estimator
for the ATT becomes:

ATTor = E(AY;,|OM;, = 1) — E(B(w;,)|OM; = 1) (4.10)
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To handle the varying timing and groups affected by mine operations, we adopt the frame-
work proposed by Callaway and Sant’Annal (2021)), building upon the work of [Sant’Anna
and Zhao (2020). This approach introduces a designated group "g" to represent the cohort
of mine operations, accommodating temporal variations marked by "t." Equation 4.11 illus-
trates how this framework allows us to track the evolution of the proposed ATT over time
within a specific group. In our estimation, we implement the methodology developed by
Rios-Avila et al.| (2021)), which is based on |Callaway and Sant’Anna (2021). This approach
dissects the combinations of groups and times into multiple 2X2 models and then aggregates
them based on "g." By following this approach, we can identify ATTs for each treated group

"G" at every time point "t" as ATT(g,t).

ATT(97 t) = E (Y;S,t - Y;s,g71|Gis = g) - (E (Ks,t(o) - Y;s,gfl‘Gis = g)) (411)

Following this process, we calculate an ATT and corresponding weights for each group
within each period. This enables us to consolidate the ATT over time, similar to an event
analysis as detailed in the results section, and by group to analyze the impacts within each
group and make comparisons. As previously mentioned, the groups may vary in their timing.
Thus, in this framework, the population, initially divided into two groups (treatment and
control), is now sorted into three sets: treated, not yet treated, and control. The final
step is to estimate the expected change in outcomes in the absence of treatment. For this
purpose, we apply the conditional PTA assumption to the "not yet treated" group. The

PTA assumption is defined as:

E (}/is,t(o) - }/is,g—l‘Gis - g) =k (}/is,t - )/is,g—llGis - 0) (412)
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Therefore, Equation 4.13 describes the final ATT to be estimated using the PTA for not

yet treated.

ATT(ga t) = E (}/is,t - )/is,g—llGis - g) - (E (Y;s,t - Yis,g—1|Gis - O)) (413)

This framework allows us to estimate the causal impact of each period in which mines
start to operate in the census and examine how this impact changes over time. We implement
both the Simple and Event aggregation methods from |Rios-Avila et al. (2021). These

aggregation methods are defined as:

> wy ATT (g,t)

t>g

ATTsimmie = 4.14
Simpl S, (4.14)
t>g
> wyATT (g,1t)
AT Ty = 2577 4.15
Event Z Wey ( )
t+e=g

4.5 Results

In this section, we first analyze the outcomes derived from the Panel Ordinary Least Squares
(OLS) model (Equation 4.1, estimated using the |Correial (2017) s command “reghdfe”).
Then, we proceed to present the findings from the IV approach, specifically focusing on the
LATE estimation as outlined in Equation 4.2 (estimated as a probit in Stata) and Equation
4.3 (estimated using|Correial (2018)’s “ivreghdfe”). To conclude, we analyze the results of the
heterogeneous DiD results (ATT estimation) in accordance with Equation 4.14 (estimated

using [Rios-Avila et al.| (2021))’s “CSDID”).

4.5.1 OLS Results

The duration of the nearest mine’s operation has a positive and significant impact on
secondary school cohort size and higher education enrollment. Conversely, it has a negative
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and significant effect on Saber 11 test scores. Interestingly, it does not significantly affect
the probability of labor market enrollment (Table 4.2).

Moreover, schools located farther from the nearest mine tend to have smaller cohorts,
lower Saber 11 test scores, and a lower probability of college enrollment. However, they do
exhibit a slightly higher probability of enrolling in the labor market. Longer mine operation
positively influences all four output variables of interest. Notably, having more mines within
a 1 km radius negatively affects cohort size, Saber 11 test scores, and college enrollment but
positively impacts the probability of labor market enrollment (Table A4.2).

Examining the materials extracted, CO-AS extraction has a negative influence on cohort
size, Saber 11 test scores, and labor market enrollment. Conversely, gold extraction has a

positive impact on cohort size, test scores, and enrollment in higher education (Table 4.3).

4.5.2 Instrumental Variables Results

The initial phase in obtaining the NL2SLS estimator involves using instruments and regular
controls from Equation 4.1 to estimate the probability of the nearest mine’s operational status
in Equation 4.2. Various instruments, including the price index PMETA, as well as well as the
prices of aluminum, gold, iron ore, and zinc, were tested, and all yielded robust instruments.
In Table A4.3, Columns 1 to 5 present the results for Equation 4.2 using these instruments.
PMETA was selected as it comprises a sample of metals that offers greater accuracy given
the diversity of mines in the country. In the subsequent step, employing PMETA as an
instrument for OM, the Equation 4.3 was estimated. The coefficients obtained represent the
LATE and reveal the causal impact of the mine’s operation on various outcomes (Table 4.3).

The primary findings indicate that the coefficient for the Saber 11 test score is not
statistically significant, while the probability of enrollment in the labor market is negative
and significant. In contrast, the size of the cohort (6%) and the probability of enrolling in
college (4.5%) are positive and significant, and their effects are stronger than those found in

the OLS section.
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Specifically, Co-As and metals are associated with a 16.3% and 15.7% reduction in cohort
size, respectively, while gold, construction, and other mines positively impact cohort sizes
by 14.4%, 5%, and 26.3%, respectively. Regarding Saber 11 test scores, there is an average
increase of 3.8 points when the nearest mine extracts gold. In contrast, there are reductions
of 3.6 points and 2.13 points when the nearest mine extracts metals or other materials,
respectively.

Despite the decline in test scores, the probability of enrolling in college increases for
students whose closest mine extracts construction products. Conversely, students closer to
a mine that extracts metals experience a decrease in the probability of enrolling in college.
There is no significant effect for Co-As, gold, and Other in terms of the probability of college
enrollment.

Finally, the results show that the probability of securing formal employment decreases
by 2 percentage points if the closest mine to the school is operational. The negative impact
is generally small, but there is significant heterogeneity across most mine types. If the closer
mine extracts Co-As or other products, the probability of enrolling in the labor market
decreases by 1% and 1.6%, respectively. However, if the secondary school is located near a
mine that extracts construction products, gold, or metals, the probability of enrolling in the

labor market increases by 1.1%, 1%, and 4.6%, respectively.

4.5.3 Heterogeneous Difference in Differences Results

In this subsection, we aim to analyze the ATT for the closest mine in operation, employing
the heterogeneous DiD results from Equation 4.14.

To support the results, the framework rely on the PTA, which requires the pretreatment
average to be nonsignificant. In cases where the pre-treatment differs from zero, it is neededa
significant change in trend (inverting the sign with significant values) after the treatment,

along with other tests to support the results. In this case, the results for the Saber 11 test
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score and the enrollment in the labor market hold the PTA test, allowing to rely on the
reported ATT.

Regarding the size of the cohort, the ATT reports an increase of approximately 7.2%,
slightly higher than the 6% reported by the IV approach and the 3.5% from the OLS. The
Saber 11 test score shows an increase of 3.8 points (impact of 8.2% compared with the control
mean), which is positive and significant, differing from the result from LATE and with the
opposite sign from the report from the OLS (Table 4.2).

The probability of enrolling in college increases by 12.2% according to the ATT if the
closer mine starts to operate. This coefficient is positive and significant, aligning with the
positive results from the IV approach and the OLS. The ATT approach reports a reduction
of 8.6% in the probability of enrolling in the labor market. This result is negative, similar
to the LATE approach result but also stronger than the LATE coefficient. I also examined
whether the impact of the closer mine was specific to the mining sector, and I found similar
results in the ATT and LATE, reporting a decrease in the probability of enrolling in the
labor market in the mining sector of 1 percentage point (Table 4.2).

Finally, as the Saber 11 test score and Enrollment in the Labor market satisfy the PTA
assumption, the aggregation using Equation 4.15 enables us to investigate the impact of the
closest mine in operation, resembling an event study. Figure 4.3 illustrates that although the
increase in the Saber 11 test score averages approximately 3.8 points, it actually peaks at 17.9
points in the ninth year after the mine starts operating. The average for the posttreatment
period is 7.28 points. Figure 4.4 presents the time event for the probability of enrollment in
the labor market. In this case, there is a decline of 25.7% in the ninth year after the mine
commences operation, and the full posttreatment period records a decrease in the probability

of labor market enrollment of 13%.
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4.6 Conclusions

The key findings of this study highlight significant disparities across different types of mined
products and their impacts on various outcomes. Consistent with Angrist and Kugler| (2008]),
the observed increase in student cohort size of approximately 6% is notable. The positive
influence of the nearest operational mine on cohort size is evident across all three analyzed
approaches. However, schools in proximity to gold or Co-As and metals extraction mines
show a notable decrease in cohort size. Possible reasons for this decline include the estab-
lishment of new schools, student migration due to contamination concerns, or the emergence
of informal businesses drawing students away from academics. Wood (2009)’s framework
suggests that students with lower academic performance may discontinue their education
due to high opportunity costs, especially if the mine encourages informal employment.
While the study revealed no major changes in academic performance, as evidenced by
higher Saber 11 test scores, it showed that legal gold mines tend to improve the Saber 11 test
score, contrary to the findings of Bonilla Mejial (2020) for both legal and illegal gold mines,
whereas other metal extractions have negative impacts. It is important to highlight that the
effect of an operational mine nearby is positive, resulting in an increased cohort size annually
without compromising academic performance (as measured by the Saber 11 test score) or
even enhancing the quality of education (as measured by the increased probability of college
enrollment). This effect occurs even as the demand for education outpaces the fixed supply,
which is particularly relevant as establishing a new school requires time. Remarkably, the
system has effectively managed potential issues related to overcrowding in cohorts, leading
to a rise in the participation of secondary graduates in college, and subsequently reducing the
likelihood of immediate entry into the formal labor market. These consistent trends suggest
that students are actively choosing to prioritize their continued education over immediate
employment, underscoring the positive impact of the mine on educational aspirations.
Additionally, the distance from the mine significantly affects cohort size, Saber 11 test

scores, and the probability of college enrollment, with a positive effect on labor market
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participation. Although the size of the mine has a significant but minimal influence, the type
of extracted product plays a crucial role. Notably, gold mining has been shown to increase
student cohort sizes and Saber 11 scores without affecting the likelihood of college attendance,
a result similar to what is found in schools closer to mines extracting other products. These
findings contrast with the effects observed in schools closer to mines extracting construction
materials, where an increase in cohort size affects the Saber 11 score but not the probability
of college enrollment or labor market participation.

Ultimately, this research serves as a vital tool for policymakers grappling with the
intricate balance between the economic benefits of mining operations and the imperative
of sustainable resource management. It underscores the need for effective regulations and
enforcement measures in the extractive industries, safeguarding both the environment and
the long-term well-being of Colombian citizens. Proper regulation and enforcement mecha-
nisms are vital to ensure that mining operations remain sustainable, avoid illegal practices,
and contribute positively to local communities, preserving the life path of the nation’s young

students.
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Table 4.1: Main Results -Full Output-

@ @ 3) @
Variables mean sd min max
Size of cohort (in units) 101.5 104.8 1 1,316
Size of cohort (in log) 4.3 0.8 0 7
Saber 11 score 50.7 28.9 1 100
Enrolled in higher education 50.6 50.0 0 100
Enrolled in formal labor market 8.0 27.2 0 100
Enrolled in formal labor market (mining sector) 0.1 2.8 0 100
PMETA (IMF metals index) 135.1 51.7 41.3 209
Closest mine is operating 67.9 46.7 0 100
Distance to closest mine (in km) 7.1 47 0.03 2,899
Mine operation time (in years) 5.0 8.1 -12 23
Number of mines in a ratio of 1 km 0.1 0.7 0 35
Number of mines in a ratio of 3 km 2.0 4.5 0 115
Number of mines in a ratio of 5 km 5.9 10.2 0 128
Number of mines in a ratio of 10 km 22.6 27.5 0 250
Number of mines in a ratio of 25 km 95.9 81.1 0 565
Number of mines in a ratio of 50 km 250.9 170.0 0 900
Year of birth 1990 5.1 1950 2000
Female 54.2 49.8 0 100
Public school 71.0 45.4 0 100
Household income 2.0 1.1 0 9
Father's years of education 9.5 3.8 0 17
Mother's years of education 9.6 3.7 0 17
Ethnicity group 5.5 22.8 0 100
Coed high school 94.9 22.1 0 100
Urban high school 76.5 42.4 0 100
Academic degree 52.7 49.9 0 100
School calendar from January to December 96.8 17.5 0 100
Size of the mine (in Ha) 374 4,172 0 205,888
School latitude 5.97 2.62 -4.22 23.75
School longitude -74.84 1.32 -99.11 -65.87

Note: Table shows the mean, standard deviation, minimum, and maximum for the main characteristics of all secondary school graduates
who took Saber 11 test from 2002 to 2012. Dummies in percent.

Table 4.2: Main Results

() 2 3) @ ©))
Enrolled in
Size of cohort Enrolled in Enrolled in formal labor
. Saber 11 score higher formal labor market
(in log) ) .
education market (mining
Variables sector)
Panel A. Closest mine is operating 0.035*** -0.113%%* 0.011*** 0.000 -0.000***
OLS (0.001) (0.033) (0.001) (0.000) (0.000)
Panel B. IV Closest mine is operating (LATE) 0.060%** 0.011 0.045%** -0.002*** -0.001***
approach (0.002) (0.055) (0.001) (0.001) (0.000)
Panel C. Closest mine is operating (ATT) 0.072%** 3.871*** 0.122%%* -0.086*** -0.001*
DID (0.010) (0.371) (0.007) (0.001) (0.000)
approach Pre-Treatment (avg) 0.349%%* 0.644 0.055%** -0.006 0.002
(0.023) (0.481) (0.009) (0.007) (0.001)
Control mean 8525 4717 04914 0.1 0.001
(in units)
Observations 5,710,986

Note: Table shows the coefficients of interest for size of cohort, Saber 11 test score, probability of enrollment in higher education,
probability of enrollment in the labor market and in the mining sector of the labor market. Panel A estimated following specification
in Equation 4.1, Panel B following specification in Equation 4.3 (first step of IV approach can be found in the Appendix). Panel C
estimated with specification in Equation 4.13 for ATT and in Equation 4.15 for pre period for pretreatment check. Robust standard
errors in parentheses. ***p<0.01, **p<0.05, *p<0.1.

146



Table 4.3: Results with Extracted Product

Full sample By extracted product
Co-As Construction Gold Metals Other
Variables (1) 2) 3) 4 (5) (6)
Panel A. OLS
Size of cohort (in log) 0.035%** -0.065%** 0.040%** 0.064*** 0.003 0.185%**
(0.001) (0.005) (0.001) (0.004) (0.014) (0.004)
Saber 11 score -0.174%** -0.974*** -0.088** 0.608%*** -0.315 -0.060
(0.033) (0.205) (0.037) (0.140) (0.456) (0.151)
Enrolled in higher education 0.011%** 0.004 0.011%** 0.006** -0.080%** 0.007**
(0.001) (0.004) (0.001) (0.003) (0.009) (0.003)
Enrolled in formal labor market 0.000 -0.006*** 0.002%** 0.002 0.016%** -0.015%**
(0.000) (0.002) (0.000) (0.001) (0.005) (0.001)
Panel B IV approach
Size of cohort (in log) 0.060%** -0.163%** 0.050%** 0.144%** -0.157%** 0.263%**
(0.002) (0.007) (0.002) (0.007) (0.023) (0.007)
Saber 11 score 0.011 0.671** -0.309%** 3.833%** -3.594%** -2.133%%*
(0.055) (0.306) (0.061) (0.268) (0.721) (0.252)
Enrolled in higher education 0.045%** 0.004 0.036%** 0.007 -0.115%** 0.007
(0.001) (0.006) (0.001) (0.005) (0.014) (0.005)
Enrolled in formal labor market -0.002%** -0.010%** 0.011%** 0.010%** 0.046%** -0.016%**
(0.001) (0.003) (0.001) (0.003) (0.008) (0.002)
Observations 5,710,986 190,625 4,843,896 321,301 42,258 312,906

Note: Table shows the coefficients of interest for size of cohort, Saber 11 test score, probability of enrollment in higher education,
probability of enrollment in the labor market and in the mining sector of the labor market. Panel A estimated following specification in
Equation 4.1 (full results can be found in the Appendix), Panel B following specification in Equation 4.3 (first step of IV approach and
full regression results can be found in the Appendix). Co-As is coal and asbestos- Robust standard errors in parentheses. ***p<0.01,

**p<0.05, *p<0.1.

Figure 4.1: Location of Legal Mines in Colombia

Note: The map shows the location of the mining titles according to the geolocation made by Activisual. The Colombian mining census

data for 2014 from Tierra Minera was downloaded in 2017.
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Figure 4.2: Location of secondary schools in Colombia
Q

S } ~ i I/ ,’/.J‘ﬂ “\4‘\‘.‘
Note: The map shows the schools’ location according to the Ministry of Education’s geolocation and the cross-check made by Activisual.
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Figure 4.3: ATT — Saber 11 test score

Estimated ATT (In units)

-5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10
Years Before and After Treatment
(Closest mine to school in operation)

Output Regression Estimator OR - Sant'/Anna & Zhao (2020)
Confidence interval was removed if P-value>0.05

Notes: The figure shows the estimated ATT coefficients for the Saber 11 test score. The treated group consists of individuals who
presented the Saber 11 test while they were enrolled in a secondary school whose closest mine was not in operation at the moment of
the exam (dotted horizontal line in Y=0). The X-axis represents the years before and after the closest mine starts operation, while
the whiskers depict the 95 percent confidence intervals. Confidence interval was removed if Pvalue>0.05. The coeflicients are obtained
utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 4.15) through the Rios-Avila et al. (2021) methodology
for the Sant’Anna and Zhao (2020) OR estimator (Equation 4.11). For further details on the variables used as controls, readers can
refer to Table 4.1.

Figure 4.4: ATT — Saber 11 test score

Estimated ATT (In percent)

-5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10
Years Before and After Treatment
(Closest mine to school in operation)

Output Regression Estimator OR - Sant'/Anna & Zhao (2020)
Confidence interval was removed if P-value>0.05

Notes: The figure shows the estimated ATT coefficients for the probability of enrollment in the labor market. The treated group
consists of individuals who presented the Saber 11 test while they were enrolled in a secondary school whose closest mine was not in
operation at the moment of the exam (dotted horizontal line in Y=0). The X-axis represents the years before and after the closest mine
starts operation, while the whiskers depict the 95 percent confidence intervals. Confidence interval was removed if Pvalue>0.05. The
coefficients are obtained utilizing the framework proposed by Callaway and Sant’Anna (2021) (Equation 4.15) through the Rios-Avila
et al. (2021) methodology for the Sant’Anna and Zhao (2020) OR estimator (Equation 4.11). For further details on the variables used
as controls, readers can refer to Table 4.1.
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Table A4.1: Status of Mines According with Census in 2014

Department Status

In progress Reactivated Discontinued | Total
Antioquia 1,580 8 1 1,589
Arauca 44 0 0 44
Atlantico 98 2 0 100
Bogota 34 0 0 34
Bolivar 444 0 0 444
Boyaca 1,634 3 1 1,538
Caldas 396 1 1 398
Caqueta 60 0 0 60
Casanare 147 2 0 149
Cauca 216 0 0 216
Cesar 382 0 2 384
Choco 162 0 16 178
Cordoba 103 0 1 104
Cundinamarca 993 4 0 997
Guainia 32 2 0 34
La Guajira 53 0 0 53
Guaviare 14 0 0 14
Huila 211 0 0 211
Magdalena 73 1 0 74
Meta, 226 0 0 226
Narino 206 0 0 206
N.Santander 709 0 0 709
Putumayo 52 0 0 52
Quindio 68 0 0 68
Risaralda 69 0 0 69
Santander 673 1 0 674
Sucre 67 0 0 67
Tolima 595 0 2 597
Valle Del Cauca 304 0 0 304
Vaupes 9 0 0 9
Vichada 6 0 0 6
Total 9,545 24 24 9,593

Source: Agencia Nacional de Mineria (National Agency for Mining) -~-ANM-; Tierra Minera.
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Table A4.2: First Step. Marginal Effects

A. Selected Index] B. Other ores price indexes
PMETA Aluminium Copper Gold Iron Zinc
(n 2) (3) (4 (5) (6)
Closest mine is | Closest mine is Closest mine is Closest mine is Closest mine is Closest mine is
Variables operating operating operating operating operating operating
Price Index x (Mines 1 km+1) -0.000%** 0.000%** -0.000%** -0.000%** -0.000%** 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Distance to closest mine (in km) -0.000%** -0.000%** -0.000%** -0.000%** -0.000%** -0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Distance? 0.000%** 0.000*** 0.000%** 0.000*** 0.000*** 0.000***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Mine operation time (in years) 0.032%** 0.032%** 0.032%** 0.032%** 0.032%** 0.032%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 1 km -0.000 -0.012%** -0.001*** 0.001* -0.002%** -0.011%**
(0.000) (0.001) (0.000) (0.000) (0.000) (0.001)
Number of mines in a ratio of 3 km -0.001%** -0.001*** -0.001*** -0.001*** -0.001*** -0.001***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 5 km 0.000%** 0.000%** 0.000%** 0.000*** 0.000*** 0.000***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 10 km 0.000%** 0.000%** 0.000%** 0.000%** 0.000%** 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 25 km -0.000%** -0.000%** -0.000%** -0.000%** -0.000%** -0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 50 km 0.000%** 0.000%** 0.000%** 0.000%** 0.000%** 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Year of birth -0.000%** -0.000%** -0.000%** -0.000%** -0.000%** -0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Female -0.001*** -0.001*** -0.001*** -0.001*** -0.001*** -0.001***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Public school -0.009%** -0.009%** -0.009%** -0.009%** -0.009%** -0.009%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Household income 0.001%** 0.001*** 0.001*** 0.001*** 0.001*** 0.001***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Father's years of education 0.001%** 0.001*** 0.001*** 0.001*** 0.001*** 0.001***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Mother's years of education -0.000%** -0.000%** -0.000%** -0.000*** -0.000*** -0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Ethnicity 0.001 0.001 0.001 0.001 0.001 0.001
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Coed high school -0.032%** -0.031%** -0.032%** -0.032%** -0.032%** -0.031***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Urban high school 0.026%** 0.026%** 0.026*** 0.026*** 0.026*** 0.026***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Academic degree -0.003%** -0.003*** -0.003*** -0.003*** -0.003*** -0.003***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School calendar from Jan to Dec -0.012%** -0.012%** -0.012%** -0.012%** -0.012%** -0.012%**
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Size of the mine 0.000%** 0.000*** 0.000*** 0.000*** 0.000%** 0.000***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School latitude 0.019%** 0.019%** 0.019%** 0.019%** 0.019%** 0.019%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School longitude 0.008%** 0.008*** 0.008*** 0.008*** 0.008*** 0.008***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Observations 5,710,986 5,710,986 5,710,986 5,710,986 5,710,986 5,710,986
PS R? 0.520 0.520 0.520 0.520 0.520 0.520
Chi%p — value 0 0 0 0 0 0

Note: The table displays the coefficients of interest for the first step in the IV approach (Equation 4.2). Panel A presents the results for PMETA,
while Panel B divides the results by other types of commodities. The estimations follow the specifications outlined in Equation 4.2 with a probit
model, with the regression incorporating time and departmental controls (not shown). Marginal effects for the output are shown. Robust standard
errors are reported in parentheses. ***p<0.01, **p<0.05, *p<0.1.
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Table A4.3: Size of cohort (OLS)

A. Full sample B. By extracted product
Co-As Construction Gold Metals Other
(1) (2) (3) (4 (5) (6)
Size of cohort | Size of cohort Size of cohort Size of cohort Size of cohort Size of cohort
Variables (in log) (in log) (in log) (in log) (in log) (in log)
Closest mine is operating 0.035%** -0.065*** 0.040*** 0.064*** 0.003 0.185%**
(0.001) (0.005) (0.001) (0.004) (0.014) (0.004)
Distance to closest mine (in km) -0.000%** 0.019*** -0.001*** 0.000* 0.028*** -0.011***
(0.000) (0.001) (0.000) (0.000) (0.002) (0.000)
Distance? 0.000** -0.001*** -0.000%** 0.000*** -0.000%** 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Mine operation time (in years) 0.007*** 0.018*** 0.005*** -0.003%** -0.036%** -0.003%**
(0.000) (0.000) (0.000) (0.000) (0.003) (0.000)
Number of mines in a ratio of 1 km -0.046*** -0.009*** -0.057*** 0.000 0.378*** 0.046***
(0.001) (0.002) (0.001) (0.001) (0.029) (0.004)
Number of mines in a ratio of 3 km -0.005%** 0.003*** -0.002%** -0.031%** -0.388%** -0.146%**
(0.000) (0.001) (0.000) (0.000) (0.012) (0.002)
Number of mines in a ratio of 5 km 0.002%** 0.001 0.001*** 0.031*** 0.065*** 0.054***
(0.000) (0.001) (0.000) (0.000) (0.003) (0.001)
Number of mines in a ratio of 10 km 0.001*** 0.000** 0.001*** -0.003*** 0.024*** 0.008***
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Number of mines in a ratio of 25 km 0.000*** -0.002%** 0.001*** -0.001*** -0.007*** 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 50 km 0.000%** 0.001*** 0.000*** -0.000%** 0.004*** 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Year of birth 0.001*** 0.004*** 0.000* 0.003*** -0.018%** 0.010%**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Female -0.005%** 0.006* -0.007*** 0.029*** 0.018** -0.020%**
(0.001) (0.003) (0.001) (0.002) (0.008) (0.003)
Public school 0.418%** 0.733%%* 0.418*%** 0.371*** 0.325%** 0.350%**
(0.001) (0.005) (0.001) (0.005) (0.024) (0.004)
Household income 0.040%** 0.057*** 0.033*** 0.081*** -0.024%** 0.047***
(0.000) (0.002) (0.000) (0.001) (0.005) (0.001)
Father's years of education 0.008*** 0.006*** 0.008*** 0.009*** -0.006*** 0.013***
(0.000) (0.001) (0.000) (0.001) (0.002) (0.001)
Mother's years of education 0.008*** 0.006*** 0.007*** 0.015%** -0.015%** 0.014%**
(0.000) (0.001) (0.000) (0.001) (0.002) (0.001)
Ethnicity 0.089%** 0.069*** 0.073*** -0.148%** 0.287***
(0.002) (0.006) (0.002) (0.011) (0.006)
Coed high school -0.241*** 0.024** -0.267*** -0.189*** 0.202%**
(0.001) (0.011) (0.002) (0.010) (0.006)
Urban high school 0.507*** 0.477%%* 0.476*%** 0.540%** 0.511%*** 0.411%**
(0.001) (0.005) (0.001) (0.003) (0.023) (0.004)
Academic degree -0.194%** -0.180*** -0.196*** -0.148%** -0.169%** -0.242%**
(0.001) (0.004) (0.001) (0.003) (0.010) (0.004)
School calendar from Jan to Dec 0.145%** -0.144%** 0.125%** -0.085%** 0.416***
(0.002) (0.008) (0.002) (0.009) (0.011)
Size of the mine -0.000%** -0.000*** 0.000*** -0.000%** 0.000*** -0.000***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School latitude 0.040%** 0.025%** 0.031*** -0.057*** 1.079%** 0.095%**
(0.001) (0.005) (0.001) (0.003) (0.032) (0.005)
School longitude -0.014%** 0.187*** -0.016*** 0.067*** 0.247*** 0.044%**
(0.001) (0.006) (0.001) (0.004) (0.024) (0.007)
Constant -0.031 7.406*** 1.275%** 2.345%** 52.861*** -14.938%**
(0.180) (0.920) (0.199) (0.685) (2.719) (0.895)
Observations 5,710,986 190,625 4,843,896 321,301 42,258 312,906
R? 0.178 0.264 0.170 0.242 0.340 0.313
Note: The table displays the coefficients of interest for the size of the cohort. Panel A presents the results for the complete dataset, while

Panel B divides the results by the type of extracted product.

The estimations follow the specifications outlined in Equation 4.1, with the

regression incorporating time and departmental controls (not shown). Co-As represents coal and asbestos. Robust standard errors are reported in

parentheses. ***p<0.01, **p<0.05, *p<0.1.
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Table A4.4: Saber 11 test score (OLS)

A. Full sample B. By extracted product
Co-As Construction Gold Metals Other
(O] @) 3) @) 5) ©)
Saber 11 teset | Saber 11 teset  Saber 11 teset  Saber 11 teset  Saber 11 teset  Saber 11 teset
Variables score score score score score score
Closest mine is operating -0.174%%x -0.974%%x -0.088%* 0.608%** -0.315 -0.060
(0.033) (0.205) 0.037) (0.140) (0.456) 0.151)
Distance to closest mine (in km) -0.045%%x 0.038 0.175%%x 0. 137%%x -0.203%** 0.136%**
(0.001) (0.042) (0.003) (0.008) (0.057) (0.015)
Distance® 0.000%** -0.000 0.000%** 0.000%** 0.000*** <0.000%**
(0.000) (0.001) (0.000) (0.000) (0.000) (0.000)
Mine operation time (in years) 0.076%** 0.151%%* 0.046%** -0.049%*x -0.301%*x 0.045%%*
(0.002) (0.018) (0.002) 0.014) (0.110) 0.014)
Number of mines in a ratio of 1 km  -0.410*** -0.574%%x -0.301%%x 0.010 4.147%%x -1.063%%*
0.018) 0.078) (0.022) (0.047) 0.937) (0.146)
Number of mines in a ratio of 3 km  0.068*** 0.034 0.024%** 0.183%%* 0.566 0.607%**
(0.005) (0.036) (0.006) (0.018) (0.378) (0.055)
Number of mines in a ratio of S km  0.045*** 0.041* 0.064%** -0.257H%x -0.364%%* -0.081 %%
0.003) (0.022) (0.003) 0.015) (0.106) 0.027)
Number of mines in a ratio 0f 10 km  -0.053*** 0.021%** -0.069%** -0.041%%x -0.012 -0.025%%*
(0.001) (0.007) (0.001) (0.005) (0.037) (0.005)
Number of mines in a ratio 0f 25 km ~ 0.003*** -0.013%%x 0.003%** 0.022%** 0.040%** 0.010%**
(0.000) (0.002) (0.000) (0.002) (0.008) (0.002)
Number of mines in a ratio of 50 km ~ 0.012*** 0.004%** 0.011%** 0.017%** -0.024% %% 0.008%**
(0.000) (0.001) (0.000) (0.001) (0.004) (0.001)
Year of birth 0.637%** 0.521%** 0.639%** 0.557%** 0.489%** 0.637%**
(0.003) 0.016) (0.003) 0.012) (0.030) 0.013)
Female 4.122%%% -3.565%%* 4.182%%x -3.528%%x -3.898% 4 -3.858 %%
(0.022) 0.119) (0.024) (0.089) (0.251) (0.096)
Public school -1.851%Hx -0.912%%x -1.584%%x 2,897 %4 6.623%%* -6.632%%
(0.030) (0.206) 0.032) 0.177) (0.786) 0.162)
Houschold income 4.553%%% 4.098%** 4.538%%x 3.839%%* 2.956%%* 4.046% %
(0.012) (0.070) 0.014) (0.053) 0.174) (0.053)
Father's years of education 0.670%** 0.497%%* 0.675%** 0.472%%* 0.683%** 0.732%%*
(0.005) (0.029) (0.006) (0.020) 0.061) (0.024)
Mother's years of education 0.871%** 0.672%** 0.874%%* 0.784%%* 1.197%%* 0.929%**
(0.006) (0.031) (0.006) (0.022) (0.068) (0.026)
Ethnicity -0.940%** -2.943%%x -0.605%** <1.710%%* -0.035
0.054) 0.232) (0.059) 0.407) (0.206)
Coed high school -13.858%%* -9.042%%x -13.796%%* -6.968%** -15.306%%*
(0.052) (0.461) (0.055) 0.357) 0.221)
Urban high school 1.605%** 3.714%%% 1.881%** -0.020 -0.389 -0.341%%
0.031) 0.187) (0.035) 0.110) 0.731) 0.153)
Academic degree -0.865%%* -0.675%%* -0.959%%x BRI VAL -2.370%%* 0.686%**
(0.026) (0.150) (0.029) (0.104) (0.332) (0.128)
School calendar from Jan to Dec 4.472%%* -7.899%%* -3.953%%* 22.788%** -8.231%%*
0.071) 0.311) 0.077) (0.346) (0.404)
Size of the mine -0.000%** -0.000 -0.002%** -0.000%** -0.002%** -0.001%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School latitude -0.952%%x 2.018%%x -1.563%%* -3.888%Hx -1.945* 2.044%%*
0.027) (0.194) 0.032) 0.113) (1.046) 0.172)
School longitude 2.424%%* 1.945%%* 2.446%%* 0.670%** 4.123%%% 3.868%%*
(0.035) (0.253) (0.043) (0.144) 0.777) 0.267)
Constant -1,043.409%** -848.206*** -1,038.699%** 994.499*** .1203.749%** 944 734%**
(6.317) (37.606) (7.012) (25.661) (88.077) (32.382)
Observations 5,710,986 190,625 4,843,896 321,301 42,258 312,906
R? 0.161 0.136 0.158 0.223 0.135 0.175

Note: The table displays the coefficients of interest for the Saber 11 test score. Panel A presents the results for the complete dataset, while Panel
B divides the results by the type of extracted product. The estimations follow the specifications outlined in Equation 4.1, with the regression
incorporating time and departmental controls (not shown). Co-As represents coal and asbestos. Robust standard errors are reported in parentheses.
*kkp 20.01, **p<0.05, *p<0.1.
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Table A4.5: Enrollment in Higher Education (OLS)

A. Full sample B. By extracted product
Co-As Construction Gold Metals Other
(1) @) 3) @) () ©)
Enrolled in Enrolled in Enrolled in Enrolled in Enrolled in Enrolled in
higher higher higher higher higher higher
Variables ducati ducati ducati ducati ducati ducati
Closest mine is operating 0.011%** 0.004 0.011%** 0.006** -0.080%** 0.007**
(0.001) (0.004) (0.001) (0.003) (0.009) (0.003)
Distance to closest mine (in km) 0.000%** 0.002** -0.000 0.001%** 0.000 0.001%**
(0.000) (0.001) (0.000) (0.000) (0.001) (0.000)
Distance? 0.000%** -0.000%** -0.000%** 0.000%* 0.000 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Mine operation time (in years) 0.000*** -0.000 0.000 0.001%** 0.012%%* 0.001%**
(0.000) (0.000) (0.000) (0.000) (0.002) (0.000)
Number of mines in a ratio of 1 km ~ -0.004*** 0.001 -0.003%%* -0.002* 0.046%** -0.002
(0.000) (0.001) (0.000) (0.001) 0.018) (0.003)
Number of mines in a ratio of 3 km -0.000* -0.001 0.000%** 0.000 0.035%** 0.005%**
(0.000) (0.001) (0.000) (0.000) (0.007) (0.001)
Number of mines in a ratio of 5 km  0.001*** 0.000 0.001%** -0.000 0.001 0.004%**
(0.000) (0.000) (0.000) (0.000) (0.002) (0.000)
Number of mines in a ratio of 10 km  -0.000%** 0.000 0.000%** -0.000 0.003%** -0.000
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Number of mines in a ratio 0f 25 km 0.000 -0.000%** 0.000 -0.000 -0.000 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 50 km ~ 0.000*** 0.000 0.000*** 0.000*** -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Year of birth 0.026%** 0.025%** 0.026%** 0.026%** 0.025%** 0.028%**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Female 0.015%*%* -0.004* 0.015%*%* 0.008%** -0.007 0.015%*%*
(0.000) (0.002) (0.000) (0.002) (0.005) (0.002)
Public school 0.055%%* 0.059%%* 0.054%%* -0.060%** 0.015 -0.088%**
(0.001) (0.004) (0.001) (0.003) 0.015) (0.003)
Household income 0.039%** 0.048%** 0.038%** 0.036%** 0.041%** 0.034%%%
(0.000) (0.001) (0.000) (0.001) (0.003) (0.001)
Father's years of education 0.003%** 0.002%** 0.003%** 0.003%** 0.002 0.002%**
(0.000) (0.001) (0.000) (0.000) (0.001) (0.000)
Mother's years of education 0.005%** 0.005%** 0.005%** 0.005%** 0.006*** 0.005%**
(0.000) (0.001) (0.000) (0.000) (0.001) (0.000)
Ethnicity 0.011%%* -0.034%%x% 0.010%** 0.079%%* 0.002
(0.001) (0.004) (0.001) (0.008) (0.004)
Coed high school -0.099%** 0.129%** -0.099%** -0.023%** 0.095%**
(0.001) (0.009) (0.001) (0.007) (0.004)
Urban high school 0.032%%* 0.034%%* 0.035%%* 0.023%** -0.014 0.015%%*
(0.001) (0.003) (0.001) (0.002) 0.014) (0.003)
Academic degree 0.008%** 0.006** 0.009%** 0.018%** -0.028%** 0.013%**
(0.000) (0.003) (0.001) (0.002) (0.006) (0.002)
School calendar from Jan to Dec 0.102%%* 0. 1124 -0.100%** -0.090%** 0.145%%%
(0.001) (0.006) (0.001) (0.007) (0.007)
Size of the mine -0.000%* 0.000%** 0.000%** 0.000*** 0.000* -0.000%*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School latitude 0.004%** -0.004 0.003%** 0.013%%x* 0. 111%H* 0.009%**
(0.000) (0.004) (0.001) (0.002) 0.020) (0.003)
School longitude 0.004*** 0.010%* 0.006*** 0.020%** 0.004 0.025%**
(0.001) (0.005) (0.001) (0.003) (0.015) (0.005)
Constant SS1.166%%% | 48.859%%%  .50.746%%*  -51.636%%*  49.968*¢*  .52.724%%
0.114) (0.696) 0.127) (0.488) (1.646) (0.587)
Observations 5,710,986 190,625 4,843,896 321,301 42,258 312,906
R? 0.079 0.081 0.079 0.084 0.093 0.085

Note: The table displays the coefficients of interest for the probability of enrollment in higher education.
complete dataset, while Panel B divides the results by the type of extracted product. The estimations follow the specifications outlined in Equation
4.1, with the regression incorporating time and departmental controls (not shown). Co-As represents coal and asbestos. Robust standard errors

are reported in parentheses. ***p<0.01, **p<0.05, *p<0.1.
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Table A4.6: Enrollment in labor market (OLS)

A. Full sample B. By extracted product
Co-As Construction Gold Metals Other
(1) 2) 3) @) () ©)
Enrolled in Enrolled in Enrolled in Enrolled in Enrolled in Enrolled in
formal labor | formal labor  formal labor  formal labor  formal labor  formal labor
Variables market market market market market market
Closest mine is operating 0.000 -0.006%** 0.002%** 0.002 0.016%** -0.015%%*
(0.000) (0.002) (0.000) 0.001) (0.005) 0.001)
Distance to closest mine (in km) 0.000%* -0.001%** 0.000%** 0.000 -0.001** -0.001%**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Distance?* 0.000 0.000%* -0.000%** -0.000 0.000** 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Mine operation time (in years) 0.000%** 0.000%* 0.000%** 0.000 -0.006%** 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Number of mines in a ratio of 1 km  0.002*** -0.001 0.002%** 0.001 0.003 0.000
(0.000) 0.001) (0.000) (0.000) 0.010) 0.001)
Number of mines in a ratio of 3 km  -0.001*** -0.001%** -0.001%** -0.000 0.007* 0.001%*
(0.000) (0.000) (0.000) (0.000) (0.004) (0.001)
Number of mines in a ratio of 5 km -0.000 0.001%** -0.000 -0.000 0.004%** -0.001**
(0.000) (0.000) (0.000) (0.000) 0.001) (0.000)
Number of mines in a ratio of 10 km  0.000** -0.000%** 0.000%** 0.000 -0.001%** -0.000*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio 0f 25 km  0.000*** 0.000 0.000%** 0.000 -0.000 -0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 50 km  -0.000** -0.000* -0.000** -0.000%** 0.000 0.000*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Year of birth -0.020%%* -0.019%%* -0.021 %% -0.018%%* -0.017%%x -0.019%%*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Female -0.023%%x -0.030%** -0.022%%* -0.027%%* -0.037%%x -0.022%%*
(0.000) (0.001) (0.000) (0.001) (0.003) (0.001)
Public school -0.001** 0.006%** -0.001 %% 0.003 0.014* 0.002
(0.000) (0.002) (0.000) (0.002) (0.008) (0.002)
Houschold income -0.003%** -0.003%** -0.002%** -0.004%** -0.005%** -0.001**
(0.000) (0.001) (0.000) (0.001) (0.002) (0.000)
Father's years of education 0.000%* 0.000 0.000* -0.000 -0.000 0.000
(0.000) (0.000) (0.000) (0.000) 0.001) (0.000)
Mother's years of education -0.000%** 0.000 -0.000%** -0.000 0.001 -0.001**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Ethnicity -0.001 0.001 -0.000 -0.003 -0.004**
0.001) (0.002) 0.001) (0.004) (0.002)
Coed high school 0.020%** 0.011%* 0.021%** -0.001 0.013%%*
(0.001) (0.004) (0.001) (0.004) (0.002)
Urban high school -0.001 %% -0.001 -0.001** 0.002%* 0.020%** -0.006%**
(0.000) (0.002) (0.000) 0.001) (0.008) 0.001)
Academic degree 0.003%** 0.007%** 0.004%** 0.003%** 0.004 -0.002
(0.000) (0.001) (0.000) (0.001) (0.003) (0.001)
School calendar from Jan to Dec -0.010%** 0.003 -0.010%%* -0.027%%x -0.012%%x
0.001) (0.003) 0.001) (0.004) (0.004)
Size of the mine -0.000 0.000 -0.000* -0.000* 0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School latitude -0.003%** 0.001 -0.003%** -0.002%* 0.018* 0.001
(0.000) (0.002) (0.000) 0.001) 0.011) (0.002)
School longitude 0.001%** 0.008%** 0.003%** -0.007%** 0.002 0.005*
(0.000) (0.002) (0.000) (0.001) (0.008) (0.002)
Constant 40.894%** 38.361%** 4]1.581%** 35.308*** 34.855%%% 39.192%%*
0.061) (0.364) (0.068) (0.265) 0.923) 0.300)
Observations 5,710,986 190,625 4,843,896 321,301 42,258 312,906
R? 0.117 0.104 0.120 0.105 0.115 0.104

Note: The table displays the coefficients of interest for the probability of enrollment in the labor market. Panel A presents the results for the
complete dataset, while Panel B divides the results by the type of extracted product. The estimations follow the specifications outlined in Equation
4.1, with the regression incorporating time and departmental controls (not shown). Co-As represents coal and asbestos. Robust standard errors
are reported in parentheses. ***p<0.01, **p<0.05, *p<0.1.
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Table A4.7: Size of cohort (IV)

A. Full sample B. By extracted product
Co-As Construction Gold Metals Other
(O] @) 3) @) ) ©)
Size of cohort | Size of cohort  Size of cohort  Size of cohort  Size of cohort  Size of cohort
Variables (in log) (in log) (in log) (in log) (in log) (in log)
Closest mifie is operating 0.060%** 0.163%%* 0.050%** 0.144%%* 0.157%%* 0.263%%*
0.002) 0.007) 0.002) 0.007) 0.023) 0.007)
Distance to closest mine (in km) -0.000%** 0.020%** -0.001 %% 0.000 0.028%** -0.010%%*
(0.000) (0.001) (0.000) (0.000) (0.002) (0.000)
Distance?® 0.000 0.001%** -0.000%** 0.000*** -0.000%** 0.000***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Mine operation time (in years) 0.006%** 0.021%%* 0.005%** -0.007%** 0.035%%* -0.005%**
(0.000) (0.000) (0.000) (0.000) (0.003) (0.000)
Number of mines in a ratio of 1 km -0.046%** 0.011%** 0.057%** 0.001 0.260%** 0.044%*x
(0.001) 0.002) (0.001) (0.001) 0.024) (0.004)
Number of mines in a ratio of 3 km ~ -0.005*** 0.003%** -0.002%%* 00314 -0.456%%* -0.142%%%
(0.000) (0.001) (0.000) (0.000) 0.011) (0.002)
Number of mines in a ratio of 5 km 0.002%** 0.001** 0.001%** 0.030%** 0.014%*x 0.053%**
(0.000) (0.001) (0.000) (0.000) (0.003) (0.001)
Number of mines in a ratio of 10 km ~ 0.001*** 0.000 0.001%** -0.003%%* 0.048%** 0.008%**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Number of mines in a ratio 0of 25 km ~ 0.000%** -0.002%** 0.001%** 0.001%** 0.007%** 0.000*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 50 km ~ 0.000*** 0.001%** 0.000%** -0.000%** 0.003%** 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Year of birth 0.001%** 0.004*** 0.000* 0.003%** -0.001 0.005%**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Female -0.005%** 0.006* -0.007%** 0.029%** 0.018%* 0.021 %%
(0.001) (0.003) (0.001) (0.002) (0.008) (0.003)
Public school 0.418%** 0.734%%x 0.418%** 0.375%%* 0.367%** 0.356%**
(0.001) (0.005) (0.001) (0.005) 0.020) (0.004)
Household income 0.041%%* 0.057%%* 0.033%%* 0.082%** -0.019%%x* 0.046%**
(0.000) (0.002) (0.000) (0.001) (0.006) (0.001)
Father's years of education 0.008*** 0.006*** 0.008*** 0.009*** -0.008%** 0.014*%*
(0.000) (0.001) (0.000) (0.001) 0.002) (0.001)
Mother's years of education 0.008%** 0.006%** 0.007%** 0.015%** -0.016%%* 0.015%**
(0.000) (0.001) (0.000) (0.001) (0.002) (0.001)
Ethnicity 0.089%** 0.061%** 0.073%%x -0.146%** -0.188%** 0.283%%x
0.002) (0.006) 0.002) 0.011) (0.049) (0.006)
Coed high school -0.240%%* 0.020* 0.267*%* -0.189%*x* 0.198%**
(0.001) 0.011) (0.002) 0.010) (0.006)
Urban high school 0.506%** 0.475%%* 0.475%%* 0.544%%x -0.082%** 0.419%**
(0.001) (0.005) (0.001) (0.003) 0.020) (0.004)
Academic degree -0.194%%x* -0.180%** -0.196%** -0.148%%* -0.189%*x* -0.235%%%
(0.001) (0.004) (0.001) (0.003) 0.010) (0.004)
School calendar from Jan to Dec 0.145%%* -0.149%** 0.124%*x -0.084%** 0.400***
0.002) (0.008) 0.002) 0.009) 0.011)
Size of the mine -0.000%** -0.000%** 0.000%** -0.000%** 0.000%** -0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School latitude 0.039%** 0.022%** 0.030%** 0.057%** -0.043%** 0.096%**
(0.001) (0.005) (0.001) (0.003) (0.005) (0.005)
School longitude -0.016%%* 0.187%%* -0.016%%* 0.060%** -0.013 0.112%%*
(0.001) (0.006) (0.001) (0.004) 0.012) (0.006)
Constant 0.000 7.960%** 1.090*** 0.561 0.000 0.000
(0.000) (0.925) 0.195) 0.673) (0.000) (0.000)
Observations 5,710,986 190,625 4,843,896 321,301 42,258 312,906
R? 0.178 0.262 0.170 0.241 0.300 0.311
IV F-Stat 3.309¢+06 153559 2.781e+06 120348 25610 175608

Note: The table displays the coefficients of interest for the Size of cohort. Panel A presents the results for the complete dataset, while Panel
B divides the results by the type of extracted product. The estimations follow the specifications outlined in Equation 4.3, with the regression
incorporating time and departmental controls (not shown). First step for the IV approach in Table A4.2. Co-As represents coal and asbestos.
Robust standard errors are reported in parentheses. ***p<0.01, **p<0.05, *p<0.1.
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Table A4.8: Saber 11 test score (IV)

A. Full sample B. By extracted product
Co-As Construction Gold Metals Other
) @) 3) @) 5) ©)
Saber 11 score | Saber 11 score Saber 11 score Saber 11 score Saber 11 score Saber 11 score
Variables
Closest mine is operating 0.011 0.671%* 20.309%%* 38334k 3.594%%% 213344k
(0.055) (0.306) 0.061) (0.268) 0.721) (0.252)
Distance to closest mine (in km) <0.083%%x* 0.030 0.176%** 0141 %% -0.246%** 0.134%%x
0.001) 0.042) 0.003) 0.008) 0.052) 0.015)
Distance? 0.000%** -0.000 0.000%** 0.000%** 0.000%** -0.000%**
(0.000) (0.001) (0.000) (0.000) (0.000) (0.000)
Mine operation time (in years) 0.066%** 0.090%** 0.054%%* -0.186%** 0604+ %% 0.113%%x
0.003) (0.020) 0.003) 0.017) 0.103) 0.014)
Number of mines in a ratio of 1 km -0.453%%* -0.540%%* -0.304%%* 0.058 1.268* -1.095%**
0.019) (0.078) (0.022) (0.047) (0.762) (0.146)
Number of mines in a ratio of 3 km  0.073*** 0.039 0.024%** 0.174%%x 1.115%%* 0.702%%*
0.006) 0.036) 0.006) 0.018) (0.340) (0.055)
Number of mines in a ratio of 5 km 0.040%** 0.032 0.064%** -0.259%%* 0.052 -0.138%%*
(0.003) (0.022) (0.003) 0.015) 0.102) 0.027)
Number of mines in a ratio of 10 km  -0.055*** 0.023%** “0.069*** “0.038%%* “0.154%%% “0.028%%*
0.001) (0.007) 0.001) (0.005) (0.029) (0.005)
Number of mines in a ratio of 25 km  0.003*** -0.012%%* 0.003%** 0.019%** -0.011* 0.013%%*
(0.000) (0.002) (0.000) (0.002) (0.006) (0.002)
Number of mines in a ratio of 50 km ~ 0.010*** 0.004%** 0.011%%* 0.017%%* 0.000 -0.000
(0.000) 0.001) (0.000) 0.001) (0.002) 0.001)
Year of birth 0.202%%* 0.521%%* 0.639%** 0.558%%* 0.227%%* 0.333%%*
(0.001) 0.016) (0.003) 0.012) 0.016) (0.008)
Female 4. 158 %% -3.565% % 4. 182%%* -3.526% %% -3.942% %% 3881
0.022) 0.119) 0.024) 0.089) 0.252) 0.096)
Public school -LLETTHN* -0.930%** -1.586%%* 2.731%%* 11.300%** -6.346%%*
(0.030) (0.206) (0.032) 0.178) (0.633) 0.162)
Household income 4.566%%* 4.094%%x 4.537%%x 3.885%%* 3.000%** 4.060%**
0.013) 0.070) 0.014) 0.053) 0.175) 0.053)
Father's years of education 0.685%** 0.502%%* 0.675%%* 0.453%%* 0.703%%* 0.737%%*
(0.005) 0.029) (0.006) (0.020) 0.061) (0.024)
Mother's years of education 0.910%** 0.679%** 0.874%%x 0.788%** 1.224%%* 0.948%%*
0.006) 0.031) 0.006) 0.022) (0.068) 0.026)
Ethnicity A1 113%0kx -2.812%kx -0.609%** <7.624%%* -11.339%%* -0.064
(0.054) (0.233) (0.059) (0.407) (1.541) 0.207)
Coed high school -14.190%** -8.984 ¥ -13.805%** -6.963% %% -15.504% %
0.052) 0.461) (0.055) 0.357) 0.221)
Urban high school 1.705%%* 3.745% % 1.890*** 0.139 3.261%%* 0.449%%*
0.031) 0.187) (0.035) 0.111) 0.617) 0.151)
Academic degree “0.907*** 0.674%%* 0958+ %% ~1.409%** “2.260%%* 1.016%**
0.026) 0.150) 0.029) 0.104) 0.327) 0.128)
School calendar from Jan to Dec 4.413%%% <7.822%%% -3.947%%* 2.75T%** -8.993%%*
0.071) 0.311) 0.077) (0.346) (0.403)
Size of the mine <0.000%** -0.000 <0.002%%* <0.000%** <0.002%%* <0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School latitude -1.093%%* -1.972%%* -1.553%%* -3.903%%* -2.430%%* 1.692%%*
0.027) 0.194) (0.032) 0.113) 0.170) 0.173)
School longitude 4.841%%x 1.945%%* 2.440%%* 0.360%* 4.608%** 8.923%%*
0.032) 0.253) 0.043) (0.145) 0.367) 0.217)
Constant 0.000 -833.749%%% -1,042.201%** -1,016.934*** 0.000 0.000
(0.000) (37.777) (6.884) (25.195) (0.000) (0.000)
Observations 5,710,986 190,625 4,843,896 321,301 42,258 312,906
R? 0.157 0.136 0.158 0.222 0.130 0.172
IV F-Stat 3.309¢+06 153559 2.781e+06 120348 25610 175608

Note: The table displays the coefficients of interest for the Saber 11 test score. Panel A presents the results for the complete dataset, while Panel
B divides the results by the type of extracted product. The estimations follow the specifications outlined in Equation 4.3, with the regression
incorporating time and departmental controls (not shown). First step for the IV approach in Table A4.2. Co-As represents coal and asbestos.
Robust standard errors are reported in parentheses. ***p<0.01, **p<0.05, *p<0.1.

163



Table A4.9: Enrollment in Higher Education (IV)

A. Full sample B. By extracted product
Co-As Construction Gold Metals Other
(1) 2) 3) @) 5) ©)
Enrolled in Enrolled in Enrolled in Enrolled in Enrolled in Enrolled in
higher higher higher higher higher higher
Variables ducati ducati ducati ducati ducati ducati
Closest mine is operating 0.045%%* 0.004 0.036%** 0.007 0. 115%%x* 0.007
0.001) 0.006) 0.001) 0.005) 0.014) 0.005)
Distance to closest mine (in km) -0.002%%* 0.002%* 0.000 -0.001 %% 0.004%** -0.001**
(0.000) (0.001) (0.000) (0.000) (0.001) (0.000)
Distance? 0.000%** -0.000%** -0.000%** 0.000%* <0.000%** <0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Mine operation time (in years) -0.001 %% -0.000 -0.001 %% -0.001 %% -0.014%%x 0.001%**
(0.000) (0.000) (0.000) (0.000) (0.002) (0.000)
Number of mines in a ratio of 1 km  -0.006*** 0.000 -0.003%%* -0.002* 0.105%** -0.005%*
(0.000) 0.001) (0.000) 0.001) 0.014) 0.003)
Number of mines in a ratio of 3 km 0.000 -0.001 -0.000** 0.000 0.031%** 0.003**
(0.000) (0.001) (0.000) (0.000) (0.006) (0.001)
Number of mines in a ratio of 5 km  0.000*** 0.000 0.001%** -0.000 0.018%** -0.000
(0.000) (0.000) (0.000) (0.000) 0.002) (0.000)
Number of mines in a ratio of 10 km  -0.000*** 0.000 -0.000%** -0.000 -0.008%** -0.000**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Number of mines in a ratio of 25 km  0.000** -0.000%** -0.000 -0.000 -0.001 %% 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 50 km  -0.000*** 0.000 0.000%** 0.000%** -0.000%** -0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Year of birth 0.005%** 0.025%** 0.026%** 0.026%** 0.008%** 0.011%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Female 0.016%** -0.004* -0.015%%* -0.008%** -0.010%* -0.017%%x*
(0.000) (0.002) (0.000) (0.002) (0.005) (0.002)
Public school -0.046%** -0.059%%* -0.054%%x* -0.060%** 0.219%** -0.071 %%
0.001) 0.004) 0.001) 0.003) 0.012) 0.003)
Household income 0.039%** 0.048%** 0.038%** 0.036%** 0.042%%* 0.034%%*
(0.000) (0.001) (0.000) (0.001) (0.003) (0.001)
Father's years of education 0.003%** 0.002%** 0.003%** 0.003%** 0.002%* 0.003%**
(0.000) 0.001) (0.000) (0.000) 0.001) (0.000)
Mother’s years of education 0.007%** 0.005%** 0.005%** 0.005%** 0.007%** 0.006%**
(0.000) (0.001) (0.000) (0.000) (0.001) (0.000)
Ethnicity -0.020%%* -0.034%%x -0.010%%* -0.079%%* -0.394%%x -0.003
0.001) 0.004) 0.001) (0.008) 0.029) 0.004)
Coed high school 0. 115%%x -0.129%%x -0.098%** -0.023%%x -0.107%%*
(0.001) (0.009) (0.001) (0.007) (0.004)
Utban high school 0.036%** 0.034%** 0.034%** 0.023%** 0.137%%* 0.053%**
0.001) 0.003) 0.001) 0.002) 0.012) 0.003)
Academic degree -0.011%%x 0.006** -0.009%** -0.018%%* -0.023%%x 0.007%**
(0.000) (0.003) (0.001) (0.002) (0.006) (0.002)
School calendar from Jan to Dec -0.100%** 0. 112%%% -0.100%** -0.090%** 0191 %%
0.001) 0.006) 0.001) 0.007) 0.007)
Size of the mine 0.000%** -0.000%** -0.000%** 0.000%** 0.000 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School latitude -0.003%%* -0.004 0.001%* -0.013%%x -0.028%%* -0.005
(0.001) 0.004) 0.001) 0.002) 0.003) 0.003)
School longitude 0.121%%* 0.010%* 0.007%** -0.020%** 0.189%** 0.293%%*
(0.001) (0.005) (0.001) (0.003) (0.007) (0.004)
Constant 0.000 48.710%**  50.411%%* 5] 3]12%%* 0.000 0.000
0.000) 0.699) 0.124) 0.479) 0.000) 0.000)
Observations 5,710,986 190,625 4,843,896 321,301 42,258 312,906
R? 0.046 0.081 0.079 0.084 0.063 0.060
IV F-Stat 3.309¢+06 153559 2.781e+06 120348 25610 175608

Note: The table displays the coefficients of interest for the probability of enrollment in higher education. Panel A presents the results for the
complete dataset, while Panel B divides the results by the type of extracted product. The estimations follow the specifications outlined in Equation
4.3, with the regression incorporating time and departmental controls (not shown). First step for the IV approach in Table A4.2. Co-As represents
coal and asbestos. Robust standard errors are reported in parentheses. ***p<0.01, **p<0.05, *p<0.1.
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Table A4.10: Enrollment in labor market (IV)

A. Full sample B. By extracted product
Co-As Construction Gold Metals Other
(1) 2) 3) @) () ©)
Enrolled in Enrolled in Enrolled in Enrolled in Enrolled in Enrolled in
formal labor | formal labor  formal labor  formal labor  formal labor  formal labor
Variables market market market market market market
Closestmimopemting -0.002%** -0.010%** 0.011%** 0.010*** 0.046*** 0.016%**
0.001) (0.003) 0.001) (0.003) (0.008) (0.002)
Distance to closest mine (in km) 0.001%** -0.001%** 0.000%** 0.000 -0.005%** -0.001%**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Distance? -0.000%** 0.000** -0.000%** -0.000 0.000*** 0.000***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Mine operation time (in years) 0.000%** 0.001%** -0.000%** -0.000 0.010%** -0.001%**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Number of mines in a ratio of 1 km 0.003*** -0.001 0.002%** 0.001* -0.031%%* 0.002*
(0.000) 0.001) (0.000) (0.000) (0.008) 0.001)
Number of mines in a ratio of 3 km  -0.001*** -0.001%** -0.001%** -0.000 -0.037%%x -0.004%**
(0.000) (0.000) (0.000) (0.000) (0.004) (0.001)
Number of mines in a ratio of 5 km 0.000*** 0.001*** -0.000 -0.000 -0.006%** 0.003***
(0.000) (0.000) (0.000) (0.000) 0.001) (0.000)
Number of mines in a ratio of 10 km  0.000*** -0.000%** 0.000%** 0.000 0.005%** 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 25 km 0.000 0.000 0.000*** 0.000 0.000*** -0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Number of mines in a ratio of 50 km  0.000*** -0.000 -0.000** -0.000%** 0.000%** 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Year of birth -0.003%** -0.019%** -0.021%%* -0.018%%* -0.005%** -0.007%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Female -0.021 %% -0.030%** -0.022%%* -0.027%%x -0.035%%x -0.020%**
(0.000) (0.001) (0.000) (0.001) (0.003) (0.001)
Public school -0.007%** 0.006*** -0.001%%* 0.003* -0.100%** -0.012%%*
(0.000) (0.002) (0.000) (0.002) 0.007) (0.002)
Houschold income -0.003%** -0.003%** -0.002%** -0.004%** -0.007%** -0.001**
(0.000) (0.001) (0.000) (0.001) (0.002) (0.001)
Father's years of education -0.000%** 0.000 0.000 -0.000 -0.001 -0.000*
(0.000) (0.000) (0.000) (0.000) 0.001) (0.000)
Mother's years of education -0.002%** 0.000 -0.000%** -0.000 0.000 -0.001%**
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Ethnicity 0.006*** 0.001 0.000 -0.003 0.254%%% -0.000
0.001) (0.002) 0.001) (0.004) 0.017) (0.002)
Coed high school 0.033%%* 0.011%* 0.021%** -0.001 0.022%**
(0.001) (0.004) (0.001) (0.004) (0.002)
Urban high school -0.005%** -0.001 -0.001%%* 0.003** -0.059%%* -0.035%%*
(0.000) (0.002) (0.000) 0.001) 0.007) 0.001)
Academic degree 0.005%** 0.007%** 0.004%** 0.003%** 0.003 -0.016%**
(0.000) (0.001) (0.000) (0.001) (0.004) (0.001)
School calendar from Jan to Dec -0.012%%* 0.003 -0.010%** -0.027%%* 0.022%%*
0.001) (0.003) 0.001) (0.004) (0.004)
Size of the mine -0.000%** 0.000 -0.000 -0.000 0.000%** -0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
School latitude 0.003*** 0.000 -0.003%** -0.003%* 0.016*** 0.011%**
(0.000) (0.002) (0.000) 0.001) (0.002) (0.002)
School longitude -0.093%*x 0.008%** 0.003%** -0.008%** 0. 112%%% -0.194%%x
(0.000) (0.002) (0.000) (0.001) (0.004) (0.002)
Constant 0.000 38.306*** 4]1.555%%* 35.243%%% 0.000 0.000
(0.000) (0.366) (0.066) (0.260) (0.000) (0.000)
Observations 5,710,986 190,625 4,843,896 321,301 42,258 312,906
R? 0.047 0.104 0.120 0.105 0.069 0.052
IV F-Stat 3.309¢+06 153559 2.781e+06 120348 25610 175608

Note: The table displays the coefficients of interest for the probability of enrollment in the labor market. Panel A presents the results for the
complete dataset, while Panel B divides the results by the type of extracted product. The estimations follow the specifications outlined in Equation
4.3, with the regression incorporating time and departmental controls (not shown). First step for the IV approach in Table A4.2. Co-As represents
coal and asbestos. Robust standard errors are reported in parentheses. ***p<0.01, **p<0.05, *p<0.1.
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Chapter 5

Conclusions

This thesis examines the impact of specific events during secondary and higher education
on academic performance, education system indicators, and salaries. The analyses in all
three essays are based on sophisticated databases that use the individual as the unit of
analysis. These databases are unique worldwide and enable a detailed examination of these
phenomena.

The first essay focuses on the impact of SPADIES, a program implemented to reduce
dropouts in higher education across Colombia. There are no similar studies in the literature,
and the few documents in this area are limited in scope. This study, in contrast, uses a
comprehensive dataset covering the entire country for more than ten years to demonstrate
the program’s effectiveness in reducing the dropout rate and improving graduation rates.
The collaborative efforts of the Ministry of Education, academia, and higher education
institutions were crucial for the program’s success. The evidence presented in this chapter
indicates that the program has significant implications for future student income.

Chapter 3 demonstrates the importance of college graduation for an individual’s future
earnings. The improvements resulting from the SPADIES program were particularly pro-
nounced among the most vulnerable populations. The program helped more students stay in

school and enabled many students who had previously dropped out to return and graduate.
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Over the span of ten years, SPADIES played a pivotal role in averting the dropout of around
14,000 students, supporting the graduation of 12,000 individuals, and ensuring the timely
completion of studies for 8,000 students. These outcomes are especially significant when
considering that the typical size of a Colombian higher education institution is 8,000 students.
Furthermore, the cost incurred per college graduate student is noteworthy. SPADIES cost
the Colombian Government only USD$ 374 in 2022 prices per student saved from dropout
and graduated, a figure slightly surpassing 2 minimum monthly salaries (USD$ 235 in 2022).
The primary limitation of this study pertains to the limited time horizon of the available
data. Although the dataset covers almost 20 years, the requirement of complete cohort
information to accounting for attrition or graduation and the waiting period to determine
dropout status restricts the analysis to a maximum of 10 years. Future research would benefit
from access to more recent data to evaluate the program’s long-term effects. Moreover,
incorporating dynamic individual information, such as employment status while studying,
household income, and the residential location at the beginning of each academic year could
provide additional insights. Furthermore, the Saber Pro test score, which serves as the
college exit exam, represents an interesting variable to include in future analyses. While
the first essay demonstrated the benefits of using SPADIES to improve efficiency, further
research is needed to clarify its effects on educational quality. The second essay presents a
longitudinal analysis of the impact of higher education on students who completed secondary
education in Colombia from 2002 to 2015. The study provides detailed information about
the secondary schools, and higher education institutions (HEIs) attended by students, their
academic performance, and salaries received. The essay aims to investigate two main areas:
(i) the returns to higher education, by comparing the outcomes of students who pursued
higher education with those of their peers who did not; and (ii) the returns to obtaining
a degree, by examining the sheepskin effect and comparing the earnings of students who
received a degree with those who did not but had completed the majority of their academic

program.
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The contribution of this essay to the literature is significant, as it provides a comprehen-
sive analysis of a country’s total population over an extended time horizon, with a level of
detail not previously seen in the literature. Previous studies have focused only on students
who have graduated from college, while this dissertation follows students from the moment
they finish secondary school. Additionally, the essay provides an excellent case study for
the sheepskin effect. The Colombian experience allows for comparing individuals without a
degree to those with the same level of education who have obtained one. This study’s findings
demonstrate the importance of timely graduation, as it significantly improves students’
income. The analysis also reveals that the sheepskin effect and returns to education are very
similar. The income of absentees and candidates (dropouts in both cases) is comparable to
that of students who never attended higher education. Furthermore, the study notes a slow
improvement in the gender wage gap and social mobility since implementing the SPADIES
program.

However, the time horizon is a significant limitation of the essay, as the analysis only
includes data up to 2013. Incorporating salary information through 2018 or 2020 would
extend the longitudinal analysis, providing a more robust understanding of the relationship
between education and income. Additionally, including data on doctoral degree earnings,
Saber Pro test scores, and the field of work of the student (when in the labor market) would
also strengthen the analysis, enabling the measurement of college student quality while
controlling for the field of work. These additions would complement previous research, such
as that by MacLeod et al. (2017), and extend the time horizon to include college students
who did not graduate.

The third essay of this dissertation delves into an investigation of the influence of mining
activities on educational and labor market outcomes, specifically examining academic per-
formance and the pathways to higher education or the formal labor market. The notable
findings of this study underscore substantial variations across different types of mined prod-

ucts and their effects on diverse outcomes. The presence of an operational mine in close
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proximity manifests a positive impact, resulting in an annual increase in cohort size without
compromising academic performance, as measured by the Saber 11 test score. Moreover, it
contributes to enhancing the quality of education, as indicated by the heightened probability
of college enrollment. This effect persists even as the demand for education surpasses
the fixed supply, a matter of particular significance given the time-consuming nature of
establishing new educational institutions. Remarkably, the educational system has adeptly
navigated potential challenges associated with cohort overcrowding. This has resulted in
a heightened participation of secondary graduates in college, concurrently diminishing the
likelihood of immediate entry into the formal labor market. These consistent trends suggest a
deliberate choice by students to prioritize continued education over immediate employment,
emphasizing the positive impact of mining on educational aspirations.

The findings of this study have important implications for education system planning,
policymakers, practitioners, administrators, and students and their families. The study
provides valuable insights into the effectiveness of anti-dropout strategies and programs in
higher education. It can guide the government’s decisions on where to build schools or
where families should reside. By demonstrating the value of a college degree, this study
can motivate students to pursue higher education and encourage countries and universities
worldwide to implement programs that reduce barriers to graduation. Finally, this study’s
results can motivate policymakers to strive for greater improvements in the higher education

system.
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