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Abstract

Transition metal complexes can play a variety of important roles in regard to catalysis,
materials synthesis, photochemistry, and biological systems through use of their unique
electronic structure, and the resulting chemical versatility. These complexes can be tuned
towards a multitude of different applications through careful design of their ligand struc-
ture. Electronic structure methods can provide great insight into these aspects, being able
to predict compound properties even before any synthetic efforts have taken place, or in
elucidating reaction mechanisms and unexplained compound behaviour afterwards. The
results from one such project are detailed in the first chapter of this work, describing the
oxidative splitting of water molecules by a bimetallic Nill complex, with special attention

toward the metal-metal cooperativity.

Furthermore, transition metal complexes often exhibit spin transitions in response to ex-
ternal stimuli such as changes in temperature and pressure, a phenomenon known as spin
crossover (SCQI). This phenomenon goes hand in hand with changes in physical proper-
ties, and the attainable bi- or multistabilities grant these types of complexes wide potential
application as molecular switches in display, memory and sensing devices. It is no surprise
that they have gathered significant interest for decades, and many attempts are made to
design SCO complexes with specific characteristics. Especially of interest currently are
complexes containing two or even more transition metal centers. However, it is crucial to
balance ligand field stabilization and spin pairing energies to reach magnetic multistability
conditions. Again, electronic structure methods should be able to further the understand-
ing of these aspects. However, the widely used general gradient approximation density
functional calculations provide only qualitatively correct results, being known to overes-
timate the stability of low-spin ([S)) states. Higher level methods on the other hand are

often not available for systems of any significant size.

The aim of this work then is to firstly demonstrate the application of a range of tech-
niques involving density functional theory (DET]), which are currently in everyday use for
the validation and explanation of experimental observations. From there on, this work
extrapolates from these commonly used methods to develop a methodology to improve
DFT techniques both in accuracy and in the range of applicable systems. Specifically, it
is attempted to describe the spin states of a [2x2| Fe!l grid complex in a self-consistent, ab
initio approach. Wave function methods are applied to the investigation of smaller model

systems, with the result being used to parameterize a local hybrid functional.
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Chapter 1

Introduction

Transition metal complexes

Transition metal complexes play a highly important role in regard to catalysis,
materials synthesis, photochemistry, and biological systems [1-3|. Their unique
electronic structure results in versatile reactivities, which can be tuned towards a
multitude of different applications. In general terms, these systems consist of one
or more transition metal center, surrounded (and possibly connected) by a ligand
structure. The chemical behaviour is mostly determined by the interaction between

the s and p molecular orbitals of the ligands and the d orbitals of the metal(s).

Catalytic reagents containing first row transition metals, such as iron, cobalt or
nickel, have been extensively investigated due to their relative abundance, low cost,
and ease of handling when compared to lower row transition metals [4]. These
complexes can potentially catalyse a wide range of processes, including oxidation,
reduction, hydrogenation, carbon-carbon bond formation, and the splitting of water
molecules; to name just a few examples [5,/6]. These applications have the potential

to contribute greatly to advancements in both industry and academia.



CHAPTER 1. INTRODUCTION

Spin-crossover

Another important aspect of materials containing transition metals is the potential
for spin-crossover (SCO) events. Since their initial discovery in 1931 [7], materials
exhibiting this behaviour have garnered immense interest. The reason lies in their
possible application as molecular switches for use in display, memory, and sensing
devices, possibly even as qubits in quantum computation |8-13]. These materials
are commonly based on d* to d” transition metals [14-20], with complexes based on

Fe'! possibly the most notable example [21}22].

In general terms, a SCO describes the transition between a low-spin (LS) and high-
spin (HS) state, brought on by external stimuli such as temperature, pressure or light
irradiation [23-25], and it requires a suitable ligand field at hand [26]. In octahedral
Fe'l complexes, occupation of the to, orbitals is favored for large ligand-field splitting
energies, resulting in the 'A;, S=0 LS state. For weaker ligand fields, with a spin-
pairing energy larger than the ligand-field splitting energy, both ty, and e, orbitals
are occupied, resulting in the Ty, S=2 HS state. Transitions between the spin states
are generally accompanied by changes to the geometry of the metal environment,
explained by the shift of electron density between bonding e, and anti-bonding to,
orbitals. In octahedral Fe!' complexes, the Fe-ligand bond is elongated by around
0.2 A on average, absent other factors such as a distorted ligand environment [26].

Some notable examples of such SCO complexes are shown in figure [I.1]

Up till now, these materials have been composed mainly of single center complexes
with abrupt and well-defined transitions. However, supramolecular complexes com-
bining multiple metal centers have come into focus in recent times [28-30]. They
exhibit unique SCO properties not found in their single-center counterparts, allowing
for hysteretic and multistep transitions, as well as cooperative effects, since changes
to one metal center can be communicated to another through changes to the ligand
backbone structure. One such complex of interest is the [2x2| Fe!l grid complex,
synthesized by Meyer and coworkers in 2010 [30], and shown in figure [1.2]

Describing the spin states of SCO complexes from a theoretical perspective has been
attempted in a multitude of studies. Because of the inherent difficulties in computing

the spin states accurately, internal references are often adopted [31,32]. Calculations
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(a) [Fel (NHz)g|** (b) [Fe' (NCH)g]**

o

(c) [Fel(Ha0)g)**

Figure 1.1: Examples of common small Fe'' complexes. Complexes (a) and (b)
exhibit the SCO phenomenon. All structures are in the LS state. Fe atoms are
orange, N blue, C grey, O red, H white. Visualized with PyMOL .

are carried out on both the target and a reference complex, and the resulting values
can be discussed in terms of relative trends instead of absolute values. This approach

gains viability the more closely related targets and references are to each other.

It is yet a matter of debate which theoretical approaches are most reliable for the
simulation of the energetics of Fe(II) SCO complexes. The aforementioned compar-
ison to benchmark data is hampered, since experimental measurements will always

include some sort of environment effect and fully converged electronic struc-

3



CHAPTER 1. INTRODUCTION

Figure 1.2: Molecular structure of the [2x2] Fe!! grid complex. Fe atoms are orange,
C grey, N blue. H atoms are omitted for visual clarity. Visualized with PyMOL [27].

ture descriptions are unattainable for systems of any relevant size. Multireference
approaches have been reported, including the use of RASSCF/RASPT2, CASS-
CF/CASPT2, NEVPT2 and SORCI [34-39]. Other studies rely on single-reference
methods, such as coupled-cluster methods, though whether this is sufficient has ul-
timately not been completely determined. Divergence between CASPT2 values
and singlet-quintet gaps computed at the CCSD(T) level can be interpreted
as a failure in the single-reference description of coupled-cluster. As the weight of
different configurations depends on the ligand in question, the validity of a coupled-

cluster approach has to be assessed system by system. It is unfortunately unclear
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which methods can be relied upon to produce the best results for those cases where

multireference becomes a greater issue.

Triple excitations have a sizeable contribution when comparing different spin states,
which can be observed by comparing CCSD and CCSD(T) values in several pre-
vious studies [41,/42]. Second-order perturbation theory, even in a multi-reference
framework, might not reliably capture all of the dynamical correlation differences
upon transition. A balance between the two types of correlation is crucial [43].
This issue also arises in regard to the selection of the electron space to be expanded
in correlated calculations. Pierloot and coworkers highlighted the importance of
electronic correlation effects from the (3s3p) electrons in 2017 [36]. The study also

demonstrates the strong basis set dependence in spin gap energetics.






Chapter 2

Theoretical Background

2.1 Density Functional Theory

2.1.1 Introduction

Density functional theory (DFT) is a widely used computational method to investi-
gate the electronic structure of chemical many-body systems. The theory holds that
ground-state properties are uniquely determined by the electron density of a system,
offering a cost-effective approach when compared to wave function-based methods.
In 1998 Walter Kohn was awarded the Nobel Prize in chemistry “for his development
of the density-functional theory” [44], a clear statement to the importance of this
method.

The basic workings of DFT can be derived in the following manner, starting with

the time-independent Schrédinger equation [45/-47]

H|U) = E|D) (2.1)

where H is the Hamilton operator, ¥ the wave function and E the energy of the
system. The Born-Oppenheimer approximation (BOA]) [48/49] allows for separation
of the Hamiltonian into nuclear and electronic terms, because of the large difference
between their respective masses. For a system containing N nuclei and n electrons

the Hamiltonian can be written as
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ﬂzflii 7izv2 ZZ ZZ +ii YAVA
2 I=1 MI =1 I=1 IRI - I ‘ i=1 j>i ‘I‘ - I']‘ I=1 J>I ‘ RJ 2 2)
Tx T Ven Vee VNN

where M are nuclear masses, Z nuclear charges, R nuclear position vectors, r electron
position vectors. Ty and T, denote the kinetic energy operators for the nuclei and
electrons, while VeN, Vee and VNN denote nucleus-electron, electron-electron, and
nucleus-nucleus potential energy operators, respectively. In this "clamped nuclei"
approximation the nuclei are considered to be stationary, resulting in a constant

potential energy (VNN:const.) The electronic Hamiltonian can now be written as

~

I:Iel(r) = Te(r) + Vee(r) + VNe(r) + Vax - (2.3)

By repeatedly solving the electronic Schrodinger equation for sets of different nu-
clear positions a potential energy surface (PES) E,(R) can be constructed, which

describes the energy of the system as a function of the molecular structure.

The Hartree-Fock method [504,51] is the simplest approach for obtaining a so-
lution to the electronic Schrodinger equation. The wave functions are approximated
by a single Slater determinant, constructed from the molecular orbitals. A set of
N-coupled equations for the N spin orbitals can be derived, which yield the [HE wave
function and the energy of the system. For simple molecules, this energy amounts to
about 99% of the total energy, with the remaining 1% referred to as the correlation
energy. Recovering this 1%, or parts thereof, requires higher levels of theory. Some

examples are discussed in the next sections.

Hohenberg-Kohn theorems

Pierre Hohenberg and Walter Kohn postulated two theorems regarding systems of
electrons moving under the influence of an external potential, which are integral to
density functional theory (DET]) [52]. The first, as alluded to in the beginning of this
chapter, states that the electronic ground-state of a system is uniquely determined

by the electron density. The second theorem states that the variational principle |53]

8



2.1. DENSITY FUNCTIONAL THEORY

can be applied to the calculation of the ground state electron density. The variational
principle establishes that the ground state energy Ej,.;,; calculated with a trial wave
function ® has to be greater than the true ground state energy Fy. Thus, Ey can
be found by minimizing the expectation value of the Hamiltonian through variation

of the parameters of ®:

Epias = (O|H|®) > E . (2.4)

Since the wave function is completely defined by the electron density, the principle
applies to the calculation of the electron density as well. This reduces the computa-
tional effort significantly. Using pg for the ground state electron density, the ground

state energy can now be calculated with

Ey[po] = Tlpo] + Exelpo] + Eee[po] + Vv - (2.5)

Kohn-Sham approach

Introduced by Walter Kohn and Lu Jeu Sham [54], the Kohn-Sham method simplifies
the many-body problem of interacting electrons in a static external potential to a
problem of non-interacting electrons moving in an effective potential. The nucleus-
electron interaction Ene[po] and the classical part of the electron-electron interaction
Jee[po] can be calculated exactly. The kinetic energy Tg|[p| is calculated from a non-
interacting reference system with the same electron density, where the wave function
can be represented as a Slater determinant [55] of orbitals. An effective potential is
used to consider the indirect interaction of these Kohn-Sham orbitals. The unknown
terms are combined into the exchange-correlation functional Exc[po], accounting for
both the quantum mechanical exchange of identical particles, and the effects of
electron correlations due to the Coulomb repulsion between the electrons. In the

Kohn-Sham approach the ground state energy can be calculated with

Eolpo] = Tslpo] + Exelpo] + Jeelpo] + Exclpo] + Vix - (2.6)
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2.1.2 Exchange-correlation functionals

The exact terms for the exchange-correlation functional are unknown, except for
select model systems like the free electron gas. Molecular properties can only be
calculated in this manner by making approximations, leading to various levels of
accuracy in the results. The different types of functionals can be classified according
to their sophistication [56{{58].

LDA

The simplest type of these approaches is the local density approximation (LDAI),
where Fxc[po] is approximated for each point in real space by the exchange-
correlation energy of a homogeneous electron gas. This is an acceptable assumption
for the field of solid state physics, but for chemical systems it leads to an overesti-
mation of bond energies. The first LDA was already proposed by Kohn and Sham.
Another example is the VWN functional [59].

GGA

The generalized gradient approximation (GGAI) offers an improvement by taking
into account both the local electron density and its gradient Vp. This offers a bet-
ter description of the local variance of the electron density inherent to molecular
systems. Functionals based on this approximation demand for comparatively little
computational effort and offer good results, especially concerning structural param-
eters, but are less reliable for other properties. Examples for commonly used GGA
type functionals are PBE [60] and BP86 [61,62].

Meta-GGA

Meta-GGA type functionals are an extension of the GGA type, containing higher-
order derivatives of the electron density. Nowadays this definition has shifted slightly
to typically include a dependence on the kinetic energy density. Examples include
TPSS [63] and MO06-L [64].

10



2.1. DENSITY FUNCTIONAL THEORY

Hybrid-GGA

Hybrid-GGA type functionals [65] replace a percentage of the GGA exchange energy
with the exact [HE] exchange energy [50,51], according to the general formula

By = ESSY +a (BYF — ESOY), (2.7)

whereby a is the parameter governing the amount which is exchanged. This is consid-
ered an improvement because it alleviates the self-interaction error that GGA type
functionals suffer from [66]. The GGA exchange energies are computed differently
depending on the functional. For example, the PBE functional is used in the case of
PBEO [67,68|, the Slater-Dirac/B88 exchange energies in the case of B3LYP [69]).
The amount of replaced exchange a is found to have a major impact on a variety of
properties, indicating that it might be possible to adapt hybrid functionals to best
represent a specific system. This is further explored in chapter 4] This type of func-
tional is the currently dominant choice when more complex electronic configurations

are of importance, for example in complexes containing transition metals |70}71].

Range-separated hybrid-GGA

For range-separated hybrid GGA type functionals, the two-electron operator for the
exchange is split into a short-range and a long-range term, according to the general
formula [72,73|

11— [a+ Berf(pr)] o+ Berf(urz)

= , 2.8
"2 T12 * T12 ( )

whereby «, 8 and p are adjustable parameters. The first term governs the short-
range regime, the second term the long-range. At zero interelectronic distance the
admixture of the HF exchange would be determined by «, while at larger distances
it would be determined by a + 3. In short, the amount of [HEl exchange varies
depending on the distance, which is especially useful in the case of metallic solid
state systems, where pure hybrid-GGA functionals tend to overestimate exchange
in the long-range regime |74]. Examples are CAM-B3LYP |73| and wB97 [75].

11



CHAPTER 2. THEORETICAL BACKGROUND

Local hybrid functionals

Local hybrid functionals are a recent class of functionals, using admixtures of exact
exchange dependent on the real-space geometries [76-78|. Specifically the local hy-
brid functional PBEOr [79}[80] is used extensively in this work, and will be discussed

in the following.

The approach of the PBEOr functional is based on the idea of formulating the Fock
term in a basis of local orbitals |x,) and implementing range separation by truncat-
ing the sum over four-center integrals, rather than dividing the Coulomb interaction
into short- and long-range contributions. The local orbitals |x,) are divided into sets
a € Cg, which are centered at a specific atom identified by the index R. The orbital
index a holds atomic site, angular momenta and spin indices as well as additional

quantum numbers.

The exchange energy in the local approximation can be calculated with

B = — Z > (aBhoy s (2.9)

R «,8,7,06CRr

whereby (a/3|yd) are the 4-center, 2-electron integrals. The one-particle reduced
density matrix can be calculated from the occupations f,, and Kohn-Sham wave

functions |1,,)

p(l)(avﬁ) = Z(ﬂ'a|¢n>fn<¢n‘7rﬁ>v (2.10)

n

as well as the local orbital projector functions (m,|. These projector functions obey
the bi-orthogonality condition (m,|xs) = da, meaning that the approximate sign
becomes an identity if local orbitals span at least the same Hilbert space as the
Kohn-Sham wave functions. Eq. can be understood as an approximation of the
exact exchange, since the four-center terms are limited to quadruples centered on the
same atom. This breaks up the Coulomb interaction into atomic contributions. By
dividing the hybrid terms into atomic contribution it allows to change the admixture
of the HF exchange atom by atom. There are different approaches to finding the
optimal parameterization [81-84], which will be discussed further from chapter

onward.

12



2.2. COUPLED-CLUSTER THEORY

To avoid double counting of the exchange term, it is required to subtract the re-
spective PBE exchange. This is achieved by dividing the Coulomb interaction into
the contribution of individual atoms using cutoff functions gr(7). Specifically, the

electron density is partitioned into local contributions

ne(@® =Y Y (7 alxa)plhxsl7, o) (2.11)

a,fECr O
and the cutoff functions defined as gr(7) = ng(7)/ Y p nr (7).

The double counting correction is simplified by evaluating both cutoff functions at

the same position 7. This results in the simple expression

PBEOr 5 nr(F) -
EDC,approx - ;/d r n(F) nR(F)exc(r)- (2'12)
Within the Car-Parinello Projector Augmented Wave ([CP-PAW]) code [85],/86], the
density n(7) is expressed in terms of partial wave expansion, while ng(7) is repre-

sented by local orbitals.

Range separation is achieved by disregarding offsite four-center integrals from the
exchange and the corresponding double counting term. This provides a reasonable
description of the atomic physics, specifically the atomic self-interaction correction.
This makes PBEOr an appropriate functional for the description of transition metal

compounds with partially filled d-shells.

2.2 Coupled-cluster theory

Coupled-cluster theory [87,88| offers an ab initio size-consistent and non-variational
wave function approach for the computation of electron-electron correlation energy.
It is asymptotically converging on the exact results, though this accuracy carries a

hefty computational cost when compared to DFT.

The wave function is constructed with an exponential ansatz in the following form

Woc) = e |@) | (2.13)

13
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whereby |®g) is the reference wave function, typically a single Slater determinant
constructed from molecular orbitals. T is the cluster operator, which yields a
linear combination of excited determinants when acting upon |®g). It is constructed

in the following form

whereby Ty is the operator for all single excitations, T» the operator for all double
excitations, and so forth. T,, acting upon |®g) generates excited Slater determinants

in the same order

occ wvir

T, | @) = ZZt P? (2.15)

occ wvir

Ty |0o) = ) >ty (2.16)

1<j a<b

whereby ¢ denotes the expansion coefficients, also called amplitudes. The exponen-
tial eT of equation can also be written in the form of a Taylor expansion

A A A

2 T3 Tk

R e 0 B
el =14+T+—+ +..._Zk!,

>t (2.17)
k=0

demonstrating the distinct advantage that upon truncation of the cluster operator,
the wave function still contains contributions from higher order substitutions. Using

~

T = T, as an example, the Taylor expansion contains the term %'f%, yielding a
fourfold excitation \@gjb,gﬁ when acting upon |®). Using no truncation would mean
that the order of the cluster operator is equal to the total number of electrons in the
system, and the calculation would converge upon the full configuration interaction
(FCI) limit. In practice, some truncation is necessary, since considering the whole
number of excitations is computationally not feasible, except for systems with a very
small number of electrons, using a small basis set. The most common approach only
includes single ("S") and double ("D") excitations (T = Ty + T3), consequently
denoted as CCSD [89,(90]. Adding triple ("T") excitations (Ts3) yields CCSDT

14



2.3. NUDGED ELASTIC BAND METHOD

[91,92], though a perturbative treatment of the triples CCSD(T) [93] is a more cost
effective approach, while yielding excellent results for a wide range of systems. For
these reasons CCSD(T) has become known as the "gold standard" of computational

chemistry [94].

2.3 Nudged elastic band method

The nudged elastic band (NEB|) method [95H97] can be used to find a minimum
energy path (MEP]) on a[PES] connecting a given reactant and product state. This
can be utilized to determine the transition states of reactions and thereby gain an

estimate of the activation energies.

The method generates an initial path by creating a string of discrete intermediate
structures, referred to as "images". This can be achieved by simple linear interpo-
lation of the Cartesian coordinates, though more advanced methods exist [98,99].
The number of these images can be adapted according to the complexity of the
[MEPl During the calculation the images are iteratively optimized toward the
using the atomic force component perpendicular to the current path, while the
reactant and product states remain fixed. Virtual spring forces between neighbour-
ing images are included to ensure roughly equal spacing along the path, typically
in the range of of 0.01-1.0 Eh/Bohr?. These can also be energy-weighted, in order
to increase the density of images in the vicinity of the barrier [100]. A maximum
along the [MEP| corresponding to a first order saddle point on the [PES] signifies
the transition state of the reaction. It is exceedingly unlikely to generate an image
exactly at the maximum. Rather, the highest energy image can be converted to a
"climbing image", which is pushed uphill in energy along the tangent to the path
while relaxing downhill in orthogonal directions. The spring forces are disregarded
for this image. In this manner the energy is minimized in respect to all degrees of
freedom other than the one degree of freedom corresponding to the direction of the
tangent, so that the image converges to the maximum of the MEP] i.e. the transi-
tion state. To ascertain the convergence a frequency calculation can be employed.
Since the transition state is located at a first order saddle point of the [PES] the
structure should exhibit exactly one imaginary frequency, also corresponding to the

atomic motion relevant to the reaction.
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CHAPTER 2. THEORETICAL BACKGROUND

2.4 Molecular dynamics simulations

Treating the movement of the nuclei classically, Newton’s equations of motion can
be used to simulate the molecular dynamics (MD)) of a system [101}/102], with

. Fy(x(t

In(t) = %, (2.18)
whereby & denotes the acceleration and m the mass of nucleus N, while F' is the
force acting upon it at time t. As the force is determined by the negative deriva-
tive of the with respect to the position zy(t), this is a coupled system of N
differential equations. Solving this system analytically is not feasible for all but
the simplest of systems. Instead numerical integration methods are applied, based
on approximating the movement by taking time steps of finite length. Three com-
mon examples for these methods are the Verlet [103], velocity Verlet [104] and the
leapfrog algorithm [105].

For the propagation of positions x(t) and velocities v(t), the velocity Verlet algorithm

reads

2i(t 4 At) = z;(t) + vi(t) At + %?Aﬂ : (2.19)

Fi(t) + Fi(t + At)

At
Zmi

vi(t + At) = v(t) + : (2.20)
with At as the length of the timestep. Choosing a suitable At is crucial, since the
computational cost decreases linearly with the size of the step. On the other hand,
atomic motions such as the stretching vibration of hydrogen bonds (on a femtosecond
timescale) can be lost when choosing too large a step. The initial atomic structure
is given by the system, while initial velocity distributions can be obtained from a

Maxwell-Boltzmann distribution, for example.

Following these equations the system would simulate the microcanonical NVE en-
semble, with constant particle number N, volume V, and total energy E. The temper-

ature T would deviate from its initial value, since some amount of the initial kinetic
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2.5. BAYESIAN OPTIMIZATION

energy will be exchanged with potential energy contributions, for example bond
stretching. This runs counter to experimental conditions, which are often main-
tained at a constant temperature. To simulate the corresponding NV'T ensemble, it
is necessary to add a temperature control, referred to as a thermostat [106]. Com-
mon examples are the Andersen [107], Berendsen [108], and Nose-Hoover [109-111]

thermostat.

2.5 Bayesian optimization

Moving away from atomistic simulation methods, the Bayesian optimization (BQ))
method is a general data analysis tool applied in this work. The machine learning
tool is frequently used for optimizing objective functions with long evaluation times.
The objective function f is considered a derivative-free function, signifying that the
function can only yield f(x), not any of the derivatives. It is further assumed that
f is a continuous function and that it lacks any special structures, like concavities
or linearities. In general terms, the Gaussian process regression (GPR]) technique
is used after the evaluation of f to quantify the uncertainty of the sampled space.
This information is then used by an acquisition function to decide on the next
point to be sampled. This process can be repeated as often as needed, leading to
the optimization of the objective function. The following describes the two main
components of the technique, the and the acquisition function, in further
detail [112,/113].

Gaussian process regression

Firstly the objective function f is evaluated at a finite collection of points
T1, %o, ..., vp € RY with d as the number of dimensions to the domain [114]. The
resulting values can be collected into a vector [f(x1), f(z2),...f(xx)]. Tt is assumed
that this vector is drawn at random by a probability distribution prior to the [GPRI
By evaluating a mean function ug at each x;, a mean vector is constructed. For
each pair of points x;, z; a covariance function or kernel ¥, is evaluated, yielding
a covariance matrix. From this, a normal probability distribution can be computed
with
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CHAPTER 2. THEORETICAL BACKGROUND

f(x1.x) ~ Normal(po(z1.x), Xo(T1k, T1:8)) (2.21)

Using Bayes’ Theorem [115|, a posterior probability distribution can be obtained,
offering a numerical value for the uncertainty of each point. If the prior distribution
is acquired using n distributions, the value of f at a new point x can be inferred by

calculating the conditional distribution:

f@)|f (zr) ~ Normal(py (), o7 (x)) - (2.22)

In this, u,(z) is the posterior mean, an average between prior mean pg(x) and an

estimate based on f(x1.,), weighted based on the kernel. It is obtained with

pin () = Xo(2, Z1:n) Lo (T 10, $1:n)71(f(961:n) — po(z1.0)) + po(x) . (2.23)

2

o-(x) is called the posterior variance and offers a measure of the uncertainty for the

calculated prediction. It is obtained with

o2(x) = Bo(z, ) — Bo(2, 21:50) B (L1100, T1:0) " 22110, ) . (2.24)

n

Kernels are required to be positive semi-definite functions. They typically correlate
points more strongly the closer they are in the input space. Two common examples

are described in the following.

The Gaussian kernel (also called power exponential) is expressed as

So(z,7') = agexp(—|lz — /][?), (2.25)

whereby ||z —2'|[> = 320, ay(2; — )% and aq.q are parameters of the kernel. Varying

a influences how quickly f(z) changes with x. The Matérn kernel is expressed as

So(z, 2') = a % (Ve — 2|} K, (Vawllz — '), (2.26)
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2.5. BAYESIAN OPTIMIZATION

whereby K, is the modified Bessel function. The mean function is commonly chosen

to be constant, with po(z) = p.

Acquisition function

The acquisition function is employed to determine the next point to be sampled,
using the posterior probability distribution from the [GPRl Most commonly used is
the expected improvement function [116|, which will be described in the following.
It proposes that the best next point to be sampled is the one where the expected

improvement to the optimization is highest. The function is defined as

EL () = Eu[[f(2) = f2]"], (2.27)

whereby f is the point with the best value observed so far. The improvement to
this value then is either given by f(x) — f* or set to 0, should it be negative. By
maximizing the expected improvement function on the posterior probability distri-
bution, the next point to be sampled is determined [117]. This is solved analytically

by employing the normal density function, resulting in

oy 2 [ @ =D —00(2) a0
0 if o0,(z) =0

b

with Z = M, whereby ¢ and ® describe the cumulative density and the prob-

on(x)
ability density functions of the normal probability distributions [118|.
f is evaluated at the point of highest improvement and the result included in the
next iteration of the posterior probability distribution. This in turn can be used
again by the acquisition function. This optimization loop finishes upon reaching

either a convergence criterion or a maximum number of iterations set beforehand.
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Chapter 3

Oxidative HoO addition to a bimetal-

lic Ni!l complex

The findings presented in this chapter and appendiz [A] are currently being prepared
for journal publication. In part they have been published in the PhD thesis of Roland
Alexander Schulz as well [119]. The content of this chapter and the publication will
carry stmilarities to both works, even though no further explicit citation is given.

I want to explicitly thank Dr. Roland Alexander Schulz and Prof. Dr. Franc Meyer,
who were responsible for the experimental part of this publication, as discussed in

the introduction of this chapter.

3.1 Introduction

As mentioned in the introduction [I, complexes that can catalyze the splitting of
water are of great interest. Many of the complexes currently used in large-scale
applications are based on late transition metal complexes |120], making them in
general more costly and difficult to handle. Few first-row transition metal complexes
capable of activating water are known, though in recent years progress has been
made in various ways. Homolytic activation of water has been reported with nickel
complexes, where the H-atom equivalent is stored in noninnocent ligand scaffolds
[121122]. Other approaches employ spectator ligands, and the water splitting results
in M-OH and M-H bonds forming, with either mono- or bimetallic complexes [123].
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Figure 3.1: Reaction scheme of the oxidative water addition to a bimetallic Ni'!
complex, including related reactions.
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3.1. INTRODUCTION

Bimetallic Ni"/™! complexes capable of activating a variety of molecules have recently
been reported and characterized extensively by Meyer and coworkers [124./125]. Asis
shown in figure [3.1], the complex is composed of a pyrazolate-bridged compartmental
ligand with S-diketiminato (nacnac) chelate arms, providing highly preorganized two

pincer-type binding pockets, containing the Ni centers.

Roland Schulz was able to demonstrate the oxidative addition of water to the dinickel
complex A.1, resulting in the separation into hydride and hydroxyl groups connected
to the Ni centers, A.3. The release of Hy forming A.1 has also been previously
demonstrated [125]. This results in A.2(K), which can perform the addition as
well. For A.3 the potassium cation can be sequestered by the addition of a crone
ether, resulting in complex A.3(K). Both A.3 and A.3(K) decompose to A.u-OH
when heated above -25 C°.

The role of [DFT] in this project was to elucidate the exact manner of the oxidative

H,;O addition, as well as the characterization of the products from this reaction,
A.3 and A.3(K).
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3.2 DFT characterization

The ORCA 4.2.1 program package [126],|127] was used for all calculations in this

section. Default settings were applied, unless otherwise noted.

3.2.1 Structure optimizations

Crystallographic structure data of complex A.2(K) was obtained from [125]. This
data was translated into the XYZ format, which could then be used for the calcula-

tions in this section.

The geometry optimizations were performed using the BP86 functional [61,62] with
the def2-SVP basis set [128], including def2/J auxiliary basis set [129] and Grimme’s
D3 dispersion correction with Becke-Johnson damping [130}/131].

The BP86 functional is known to yield reasonable structures when used for the
geometry optimization of transition metal complexes [132]. The double-zeta basis
set def2-SVP is sufficient as well. The use of higher order basis sets has a negligible
effect on the structure, though energies and properties should be computed at a
higher level of theory [133}/134].

After successfully optimizing the structure of complex A.2(K), structures for A.1,
A.2, A.3, A3(K) and A.u-OH were derived by initially adding the respective
atoms in the approximate positions and optimizing again at the same level of theory
as described above. The broken state symmetry formalism was used for the opti-
mization of the structures of complexes A.2(K) and A.2, to account for the lone
electron present at both Ni centers. The optimized structures of complexes A.1,
A.2(K), A.2, A.3, A.3(K) and A.u-OH are shown in Figure 3.2 The structural
data of complex A.2(K) and the input file for the geometry optimization is shown

in appendix [A]
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3.2. DFT CHARACTERIZATION

(e)

Figure 3.2: DFT optimized molecular structure of (a) A.1, (b) A.2(K), (c) A.2, (d)
A.3, (e) A.3(K) and (f) A.u~-OH. Ni atoms are green, C grey, H white, K purple,
N blue, O red. Most H atoms are omitted for clarity. Visualized with PyMOL .
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3.2.2 Reaction pathway

The release of Hy from complex A.1 has already been well described [125], leading
to complex A.2(K) or A.2, respectively. The most important reaction to under-
stand then is the addition of HyO to these complexes. The full description of a
reaction pathway requires the reactants, products and the transition state, accord-
ing to transition state theory [135]. The [NEBl method can be a useful approach in
the search for transition states, provided that there are reasonably good guesses for

the structures of reactants and products. The method is discussed in further detail

in 2.3

Complex A.3 is already a reasonable structure for the product of the NEBl To
search for a reasonable structure for the reactant, HoO molecules were placed in
multiple positions around complex A.2 and the structure optimized at the same
level of theory as described in Some of the local minima found in this manner
are clearly unsuitable as the reactant structure for the NEB] since the HyO has been
moved to other areas of the complex (see figure , or away from the complex
altogether. However, for one of the local minima, A.4, the H,O has been positioned
just slightly above the cleft between the two Ni centers (see figure . Manually
moving the H,O further into the cleft before optimizing actually results in complex
A.3, with the HyO split into H and HO, connected to the two Ni centers. For these

reasons complex A.4 has been adopted as a reasonable structure for the reactant of

the NEDBI

The method was employed using BP86-D3/def2-SVP and 8 virtual images,
which converged upon a and a climbing image, providing a good estimate
for the transition state. This was further improved by using the transition state
optimization feature implemented in ORCA, while calculating the exact Hessian.

The resulting structure for the transition state A.TS1 is shown in figure |3.4]
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3.2. DFT CHARACTERIZATION

Figure 3.3: Local minimum structures after DFT optimization of H,O placed in the
vicinity of complex A.2(K). For (a) the HoO has been moved far away from the
active site, while in (b) the HoO has remained quite close, making it a reasonable
structure for the NEB reactant, i.e. A.4. Ni atoms are green, C grey, H white,
K purple, N blue, O red. Most H atoms are omitted for clarity. Visualized with

PyMOL [27.
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Figure 3.4: Molecular structure of the transition state A.TS1 for the concerted
pathway for the oxidative HyO addition. Ni atoms are green, C grey, H white,
K purple, N blue, O red. Most H atoms are omitted for clarity. Visualized with

PyMOL [27.
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Figure 3.5: Relative electronic energies for the reaction pathway of the concerted
oxidative HoO addition to A.4. All energy values are relative to that of reactant
A4,
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3.2. DFT CHARACTERIZATION

Examining the eigenmodes of A.TS1 yields exactly one imaginary frequency, which
is a crucial characteristic for the recognition of a transition state. Furthermore,
the atomic motion connected to this frequency, a stretching of the H-OH bond, is
exactly what would be expected for this transition state. For these reasons this has
been accepted as a possible reaction path. Figure [3.5/shows the relative energies for
this concerted pathway for the oxidative H,O addition. The structural data for A.3,
A.4 and A.TS1, as well as the input files related to the search for the transition

state can be found in appendix [A]

A.5 was another local minima found in the previous step, as shown in figure [3.6
The presence of this minima alluded to the potential existence of another pathway
with two distinct steps. The first step of this second pathway would be the approach
of the HyO into the cleft of A.4, resulting in A.5 as an intermediate. In the second
step the H,O would be split, resulting in A.3 as a final product. Figure [3.7] shows
a diagram of this hypothetical pathway. However, A.5 is already 9.8 kcal/mol
higher in energy than A.4., making it similar in energy to A.TS1 of the concerted
pathway, as can be seen in the next section [3.2.3] The respective transition states
of this stepwise pathway would likewise be even higher in energy than A.TS1.
It has to be concluded that this process would not be competitive in respect to
the concerted pathway, even if theoretically possible. For this reason it was not

investigated further.
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Figure 3.6: Molecular structure of a hypothetical intermediate step A.5 for the
stepwise pathway for the oxidative HyO addition. Ni atoms are green, C grey, H

white, K purple, N blue, O red. Most H atoms are omitted for clarity. Visualized
with PyMOL .
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and A.TS3 not calculated.

Figure 3.7: Relative electronic energies for a hypothetical stepwise addition of HyO
to A.4. Energies of A.4, A.3 and A.5 calculated with BP86-D3/def2-SVP. A.TS2

30



3.2. DFT CHARACTERIZATION

3.2.3 Exact energies

To improve the accuracy of the proposed reaction path, the electronic energies of
A.4, A.3 and A.TS1 were recalculated using the def2-TZVP basis set [128] and the
conductor-like polarizable continuum model ([CPCM)]) solvation model with default

settings for THF |1

30].

Furthermore, frequency calculations (using BP86-D3/def2-SVP) were carried out,

yielding an approximation for the zero-point vibrational energy (ZPVE]) of each

complex. Adding the [ZPVE] to the electronic energies results in an approximate
Gibbs free energy (G°). The resulting relative energies for A.4, A.3 and A.TS1
are shown in figure , with a barrier height of kcal /mol.
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Figure 3.8: Relative energies for the reaction pathway of the oxidative HoO addition
to A.4, with approximations for G°. All energy values are relative to that of the

reactant A.4.
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The Eyring equation can be used to calculate the rate of a chemical reaction &,
with kg being the Boltzmann constant, 7" the Temperature, h the Planck constant,
AG* the barrier height and R the ideal gas constant [137H139].

T *
k= %e—ﬁ (3.1)

The half-life of a reaction can then be calculated with £/, = Z”TQ For a barrier of
9.7 kcal/mol at a temperature of 213 K (the experimental conditions) the half-life
would be 2.8 ms. This is in good agreement to the experimental observation of the

reaction occurring almost instantaneously [119].

3.2.4 Further characterization of A.3

Especially of interest was the interaction between the hydroxyl proton and the hy-
dride connected to the Ni center in A.3, so an effort was made to further characterize

this complex.

Molecular Dynamics

To investigate the evolution of the proton-hydride interaction over time, multiple
IMDI simulations were performed, each running for 5000 timesteps with intervals of
1.0 fs. The Berendsen virtual thermostat was set to 250 K, in accordance with
the experimental conditions. For this large amount of calculations the PBEh-3c
functional [140] was used instead of BP86-D3/def2-SVP. PBEh-3c is significantly
less computationally intensive while still producing reasonably accurate structures
of transition metal complexes [141]. These simulations were performed for
A.3, A3(K), and for an A.3 with an additional explicit THF molecule,
representing the solvent, the structure of which is shown in figure 3.9 Figure [3.10
shows the evolution of the proton-hydride distance from the simulations. An example
for the input file for the simulation can be found in appendix [A]
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Figure 3.9: Molecular structure of A.3 with an additional explicit THF molecule,
representing the solvent. Ni atoms are green, C grey, H white, K purple, N blue, O
red. Most H atoms are omitted for clarity. Visualized with PyMOL [27].
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Figure 3.10: Simulated evolution of the dihydrogen bond distance in (a) A.3, (b)
A.3(K) and (c) A.3 with explicit THF. Each timestep represents the evolution of
the system by 1.0 fs.
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Torsional barrier

To determine the strength of the intramolecular proton-hydride interaction a rota-
tion of the hydroxyl group was simulated. Multiple "relaxed scans" were performed
(using BP86-D3/def2-SVP), meaning that certain aspects of the structure are set to
specific values, while the rest of the structure is allowed to relax during optimization.
In this case it pertains to the H-O-Ni-N dihedral angle, which is being changed by
30 degrees for every step, mimicking a rotation. This scan was first performed for
complex A.3. Then the potassium cation was removed from the structure and the
energies recalculated, approximating the torsion for complex A.3(K) as well. The

resulting energy profile is shown in figure [3.11]
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Figure 3.11: Torsional energy profile of A.3 (in purple) and A.3(K) (in red). All
energies are relative to the structure at 0° of torsion, with the hydrogen atoms facing
each other.

For A.3 it is evident that 0°, with the two hydrogen atoms facing each other, is
indeed the most stable orientation. For A.3(K) the most stable configuration would
probably be between 0° and -30°, in a region not directly covered by the scan. The
differences in energy between this minimum and the height of the torsional barrier

are 20 and 14 kcal /mol, respectively.
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However, it has to be noted that this rotation is also inhibited by the repulsion
between the hydroxyl group and the aryl rings. In an effort to differentiate between
proton-hydride interaction and steric hinderances another torsional scan was per-
formed with a truncated structure, where the aryl rings of A.3 have been exchanged
with a single H atom. It has to be noted that for this structure the K* has to be
fixed in position, lest it is moved away during the relaxation. The rest of the struc-
ture was still allowed to relax as described previously. The resulting energy profile

is shown in figure m, with a maximum torsional barrier of 14 kcal/mol.

Taking both effects into account allows for an estimation of the strength of the
intramolecular proton-hydride interaction of around 10 kcal/mol, which is well in

line with previously reported values for dihydrogen bonds [142].
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Figure 3.12: Torsional energy profile of both A.3 (in purple) and the truncated
A.3 (in red), with aryl rings replaced by H atoms. All energies are relative to the
structure at 0° of torsion, with the hydrogen atoms facing each other.
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IR spectrum

The frequency calculations in [3.2.3] allowed for the simulation of an infrared absorp-
tion spectrum, depicted in figure [3.13] Figure [3.14] shows a comparison of the ex-
perimental and the simulated spectrum, with the latter shifted by -72 cm™!, so that
the nickel-hydroxyl stretching vibrations at 3409 cm™! overlap. Scaling or shifting
of simulated IR spectra is commonly done to aid in the comparison to experimental
spectra, since this approach of deriving the spectra does make rather large approxi-
mations, such as the disregard of anharmonicity [143|. Nonetheless, after overlaying
the nickel-hydroxyl stretching vibrations the rest of the relevant absorption peaks
are in very good agreement. The nickel-hydride stretching vibration can be assigned
to the absorption band at 1890 cm™! in the experimental spectrum, and 1962 cm™?

in the simulated spectrum.
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Figure 3.13: Simulated IR absorption spectrum of complex A.3, using the numerical
frequency routine of ORCA at BP86-D3/def2-SVP level of theory. Marked are the
nickel-hydroxyl stretching vibrations at 3481 cm™! and the nickel-hydride stretching
vibration at 2034 cm ™.
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Figure 3.14: Comparison of simulated and experimental IR spectra. The simulated
spectrum is shifted by -72 ecm™!, so that the nickel-hydroxyl stretching vibrations
overlap at 3409 cm™!.

3.3 Discussion

In summary, it was possible to employ various [DET] methods to great effect. Opti-
mizing the relevant complexes of the oxidative HyO addition offered a more detailed
picture of the structural information than experimental methods such as NMR or
X-ray diffraction are able to provide by themselves. It might be possible to devise
experiments to determine energetic values such as the barrier height of the tran-
sition state or the strength of the dihydrogen bond, but such experiments would
likely prove complicated and costly, while DFT methods allow for comparatively
easy access. Comparisons to benchmark values, such as between measured and sim-
ulated dihydrogen bond lengths or IR spectra, allow for the confidence that other
simulated results can be relied upon as well, within the margin of error inherent to

all computational methods.
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3.3. DISCUSSION

A probable reaction pathway for the oxidative HoO addition was demonstrated,
elucidating the metal-metal cooperativity of the two Ni'! atoms and the role of
the intramolecular cleft. The splitting of water, which is otherwise quite costly in
energy (119 kcal/mol) [144], would not occur in this manner without this specific

configuration.

The product of the addition was characterized as well. The structure of the in-
tramolecular cleft promotes close proximity of the hydride and hydroxyl group after
splitting. The extend of the dihydrogen bonding interaction, previously only inferred
by NMR and NOE spectroscopy [119], was determined through the investigation of
the torsional barrier. The MD simulations further detailed this interaction, demon-
strating that the hydride and hydroxyl group are oriented toward each other most
of the time, with only small and short deviations in the dihydrogen bond length.
The role of the potassium cation was elucidated as well, keeping the cleft closed
through its attractive interaction with the negatively charged aryl rings. Removing

the cation leads to on average longer bond lengths of the dihydrogen bond, as shown

in figure [3.10b|
However, as already mentioned in section [2.1] it has to be acknowledged that [DET]is

far from being the perfect solution to all problems when it comes to computational
chemistry. is not a "black box" method, and the computational parameters,
such as the functional and basis set, have to be chosen thoughtfully. There is an ever
growing field of functionals and functional types, purporting ever more accuracy, but
also complicating these decisions. For example, it has been shown that Hybrid-GGA
type functionals, while generally reliable in terms of computed structures, can be
problematic when it comes to other properties, such as spin transition energies [34].
In such cases the computed values become directly dependent upon the amount
of exact [HE] exchange used, making this a crucial factor to consider in cases of

transition metal compounds exhibiting spin-crossover behaviour.

The severity of these problems, as well as approaches to their resolution, will be the

topic of the next chapter(s).
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Chapter 4

Parameterization of DFT functionals

for Fell SCO

The findings presented in this chapter and appendiz[B have previously been published
in MDPI’s journal Molecules [145]. The content of this chapter and the publication
will therefore be similar, even though no explicit citation is given. Authors retain
full copyright over all articles published in MDPI journals.

I want to explicitly thank Lukas Hasecke, who was responsible for development and
application of the UCCSD(T*)-F12B method and the Bayesian optimization proce-
dure, and Prof. Dr. Peter E. Blochl, who contributed with his knowledge about the
CP-PAW method.

4.1 Introduction

As described in the Introduction [I| there are many and varied efforts to improve
the computational description of the spin crossover (SCQ]) phenomenon in Fe™ com-
plexes. The findings of Phan et al. [146] were especially interesting, suggesting a
strong correlation between the spin state of homoleptic diimine complexes of Fell
and the N-N distances in these diimine ligands. This raised the question whether
hybrid density functionals can be adequately parameterized to capture the effects

of ligand field stabilisation under various geometric constraints.
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This approach differs from previous benchmark studies, which focused on altering
the chemical properties of the compound. It makes use of the most basic model sys-
tem for a Fell complex with N-coordinating ligands, specifically the [Fe!!(NH3)g]?*
species. A series of standard benchmark tests is established that can be ap-
plied to other centers and coordination structures as well, focusing on the ligand
structure. The primary point of interest is the adiabatic HS-LS energy difference
AFyr, = Fus(Rus) — Ers(Ris), where Fxs(Rxs) refers to the energy of the HS/LS
states in their respective geometries. Only electronic energies are discussed, without
consideration for environmental effects such as solution or solid-state interactions,

although these can be introduced through standard embedding procedures.

4.2 Preparation of the [Fe!'(NH;)g|*" model system

@ HS ® LS

2.20 ) o (@)

25 2.6 2.7 2.8 2.9 3.0 3.1
dnon /A

Figure 4.1: Left panel: Conceptual diagram of the [Fe'(NH;)g)?*T model complexes.
The N-N distances were restricted pairwise to set values, marked by the dotted lines.
All other geometry parameters are optimized for both HS and LS states.

Right panel: Influence of the N-N pair distance restraint upon the Fe-N distance.

Taking the work of Phan et al. [146] as a starting point, a range of model systems
was constructed to mimic different ligand geometries. Since many SCO complexes
contain bidentate ligands, pairwise restrictions were imposed on the N-N distances
of the [Fe!'(NH;)g|** model, as depicted in figure[4.1] No symmetry constraints were
applied. The range of N-N distances was set from 2.5 to 3.1 A in steps of 0.1 A,
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covering the optimal SCO range of 2.8-2.9 A predicted by Phan et al. and extending
beyond. The complex geometries were optimized for all degrees of freedom other
than the pairwise N-N distance, using the PBEOr [147] level of theory. This local
hybrid functional is discussed extensively in section [2.1.2]

All calculations with PBEOr were carried out using the code package [85),
86]. Initial geometry optimizations were carried out using 12.5% exact exchange for
all atom types. An example of a corresponding input file is provided in appendix [B]
Also provided are the structures of the model system in HS and LS state with 2.5,
2.8 and 3.1 A pairwise N-N distance in XYZ format.

As observed from the optimized geometries in figure 4.1}, constraining the N-N dis-
tance to shorter values also leads to a reduction of the Fe-N coordination distance.
The LS geometries exhibit a slightly more pronounced effect. This relationship is
determined by the overlap between the nitrogen lone pairs and the Fe e, orbitals.
When the distance between the coordinating nitrogen atoms is reduced, the orbital
overlap can be partially preserved by also shortening the Fe-N distance, and vice
versa. This change has a less destabilizing effect on the S=0 state, as it can more

readily accept density in the e, levels.

4.3 Coupled-cluster benchmark calculations

Coupled-cluster calculations were carried out to obtain benchmark values for the
high-spin ([HS))-low-spin (L) gap AFEgp. A detailed breakdown of the values dis-

cussed in this section can be found in the appendix [B]

Explicit correlation methods [148| were utilized to reach almost complete basis set
limit accuracy while reducing computational costs as much as possible. The bench-
mark reference results were obtained using the unrestricted coupled-cluster (UCC)
F12B method [149|, which includes single, double, and perturbative triple excitations
with the fixed amplitude 3C(FIX) ansatz [150], implemented in MOLPRO [151]. Ad-
ditional complementary auxiliary basis set (CABS]) singles correction and scaling of
the perturbative triples were applied [152]. The method-specific cc-pVTZ-F12 basis
sets were used for the ammonia ligands [153], while the aug-cc-pwCVTZ basis was

chosen for iron [154] to allow for adequate recovery of the 3s3p correlation. Following
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the prior work on explicit correlation methods on transition metal complexes from
Bross et al. , their aug-cc-pwCVTZ/MP2FIT was utilized as the density fitting
basis and as the CABS for the resolution of identity. For the density fitting of the
Fock matrices, def2-QZVPP was used. The Hartree-Fock calculations for the
recovery of the relativistic contributions to the F12B energy were performed using a
cc-pwCVQZ-DK /cc-pwCVQZ basis for iron and cc-pVQZ-DK/cc-pVQZ
for the remainder. The results for AFEyy, are presented in figure [1.2]
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Figure 4.2: Computed HS-LS gap for the [Fe''(NH;)6]?t complex with varying N-N
distances at the coupled-cluster level (including the DK correction and the scaled
triples).

It can be observed that the restraints placed on the ligands contribute to a significant
reduction of the AFyp, from —12.9 kcal/mol down to —4.3 kcal/mol. However,
within the applied range, this reduction is not sufficient to invert t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>