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Summary

Global climate warming affects species, ecosystems and entire biomes around the world. Shifts of range borders and distribution patterns along with changing climatic conditions were observed for many plant species. Successful range shift is realized by dispersal to, and establishment in novel habitats. Different abilities to reach and colonize novel habitats results in different range shift patterns and velocities among species.

The overall aim of this thesis was to investigate mechanisms of plant range dynamics under climate warming with a focus on local establishment of novel species in a resident community. Specifically, this thesis explores (1) how ecological profile, expressed as a combination of traits related to competition and defence, affects establishment success of novel plant species in a resident community and (2) how local population dynamics and mesoscale dispersal processes can be integrated to fully describe species range dynamics under climate warming on a macroscale.

To address objective (1), I combined a greenhouse experiment and a spatially explicit trait- and individual-based simulation model to assess local plant population dynamics. In the greenhouse experiment, I investigated the effect of biotic pressures, namely herbivory and competition, on the establishment success of eight species from the Mediterranean in a plant community of Central Europe. The experiment assessed how well seed size as a proxy trait of competitive strength explains the response of species to high density of the native community as proxy of competitive pressure. The experiment was conducted with and without herbivore presence. The simulation model was developed based on the greenhouse experiment and added defensive traits to the plant trait profiles. The model assessed population response to initial densities of the resident community and the novel species, composition of the native community, competition intensity and herbivore pressure.

The greenhouse experiment confirmed the potentially large impact of competitive pressure
Summary

from resident plants on the performance of novel intruders. However, the relative strength of the negative response was greater for those species labelled as strong competitors than for those labelled as weak competitors. Despite visible herbivore damage on many plants, herbivory did not have a significant impact on plant performance. These two results underline the importance of tolerance to biotic pressures for early establishment in a novel community.

The local individual-based model used the Zone-Of-Influence approach to model competition between plants. Model analysis showed that competitive ability was strongly correlated with individual survival, albeit too many individuals of strong competitors resulted in a self-thinning effect. Herbivory did not markedly affect population growth, but had a slight positive indirect effect on survival of weak competitors. As compared to the experiment, drop-out rate was overestimated in the model. This may be compensated by implementing tolerance mechanisms in future model versions. Furthermore, the degree of competitive asymmetry had a significant effect on plant performance. This calls for including inter- and intraspecific variability in the degree of competitive asymmetry in future model versions to improve model realism by introducing niche differentiation. A sensitivity analysis of the model revealed the importance of interactions of traits with the form of biotic pressures.

With respect to objective (2), I developed a model concept based on macrosystems ecology for scaling up local population dynamics to regional species range dynamics. This concept considers processes on a macro-, meso- and microscale and identifies major cross-scale interactions and cross-scale emergence of patterns. The origin of this concept is the observation that the sum of local colonization and extinction events forms the overall range dynamics pattern on a broader spatial scale. As part of this concept more potential interaction types should be addressed on the local scale than I assessed in the greenhouse experiment or in the model. By assessing a broader picture of possible community interactions as well as interactions across scales in an implementation of this concept, I expect to gain more realistic insights into the processes underlying range dynamics in the future.

Overall, I conclude that range dynamics is more than just the sum of its parts and usually emerges from a highly complex interaction web. This thesis revealed the importance of interactions of species traits and biotic pressures for early establishment of novel plant species. For realistic assessments of future range dynamics of plant species, I join the claim
to exploit the wealth of the continuously growing data repositories by implementing novel
techniques of data analysis and modelling across disciplines.

**Zusammenfassung**


Um Ziel (1) zu erreichen, habe ich einen Gewächshausexperiment und ein räumlich explizites merkmals- und individuenbasiertes Simulationsmodell kombiniert, um die Dynamik der lokalen Pflanzenpopulation zu untersuchen. In diesem Gewächshausexperiment habe ich untersucht, welchen Einfluss die biologischen Interaktionen Herbivorie und Konkurrenz auf den Etablierungserfolg von acht Arten aus dem Mittelmeerraum in einer mitteleuropäischen Pflanzengemeinschaft haben. Das Experiment untersuchte, wie das Merkmal Samengröße als Indikator für Konkurrenzstärke den Einfluss erhöhter Pflanzdichte der einheimischen Gemeinschaft auf neue Arten erklärt. Dabei war die Pflanzdichte ein Indikator für den Konkurrenzdruck, der mit und ohne Herbivorenpräsenz untersucht wurde. Das Simulation-


Im Hinblick auf Ziel (2) habe ich ein Modellkonzept entwickelt, das das bestehende "macrosystems ecology"-Konzept nutzt, um lokale Populationsdynamiken auf regionale

Introduction and scientific context

Global climate warming is altering bioclimatic conditions on a global, regional, and local scale (IPCC, 2014; Williams et al., 2007). Severe negative impacts on biodiversity and ecosystem stability are expected worldwide (Bellard et al., 2012; Jump and Penuelas, 2005; Thuiller et al., 2005; Urban, 2015). Plants are locally affected not only by the rise of mean temperatures, but also by associated effects such as changes in precipitation patterns, shift of seasonality or extreme weather events and these changes can alter local habitat suitability and interaction balances within a community (see chapter 1).

A global trend of shifting ranges has been observed during the last decades with a prevailing direction towards higher latitudes and altitudes (Parmesan and Yohe, 2003; Root et al., 2003; Thomas, 2010). Recently, exceptions from that directional trend were more strongly appreciated. In fact, most studies on observed range shifts were reported with outliers of species not moving at all or even in opposing directions (Lenoir and Svenning, 2015; Parmesan and Hanley, 2015). Even for species from the same species pool, movement is not necessarily uniform (Chen et al., 2011; le Roux and McGeoch, 2008; Zhu et al., 2012). Differences in direction as well as speed of range shift may lead to community reshuffling, changing interaction patterns (Alexander et al., 2016; Ma et al., 2017), or spatial segregation of taxa from the same original community (Fei et al., 2017). To give a reasonable prediction of species movement and subsequent reshuffling of local communities, it is important to understand the drivers and processes underlying range shift dynamics.

Diverging movement patterns emerge from different combinations of species’ ability to reach a novel habitat, local survival and subsequent establishment success. Species’ functional traits can be a mediator for local community assembly, determining overall habitat suitability (Bellauau and Shipley, 2018) and affecting biotic interactions or vice versa (Gross et al., 2009). The inherent generality of trait-based approaches makes them highly suit-
able for an application to range shifts in heterogeneous landscapes and changing bioclimatic conditions (McGill et al., 2006; Violle et al., 2007). Additionally, using traits instead of taxonomic identity to assess interactions could markedly facilitate the analysis of multispecies systems (Berg et al., 2010). This generality may become increasingly important under the assumption of arising no-analogue communities through climate warming-induced range shifts (Williams and Jackson, 2007) and allows for climate warming-related extinction risk assessment beyond taxonomic limitations (Butt and Gallagher, 2018; Estrada et al., 2016; Zakharova et al., 2019).

Range shift of species can be differentiated into stages of movement to, and establishment in novel habitats. For each stage, specific trait sets may be relevant (Estrada et al., 2016). Strong dispersal capacity can help species to react novel habitats faster and thus allow for keeping pace with rapid climate change, but simultaneously increase the possibility to arrive in locations with very different environmental conditions, especially in regions with steep environmental gradients (Boeye et al., 2013; Hargreaves et al., 2015; Phillips, 2012). Relevant dispersal traits are for example the shape of the dispersal kernel (Urban et al., 2013), the capacity of long-distance dispersal (Soons and Ozinga, 2005), or the reliance on dispersal vectors, which can determine prevailing direction and distance for realized dispersal of passively dispersing organisms such as plants (Cunze et al., 2013; Fei et al., 2017). Once propagules of a species have reached a novel habitat, biotic interactions may promote or inhibit colonialization and subsequent establishment in the novel habitat (Estrada et al., 2018; Levine et al., 2004; Morriën et al., 2010; Svenning et al., 2014; Van Der Putten et al., 2010). Factors that inhibit establishment contribute to the biotic resistance of a local community, most prominently the exclusion by superior competitors or herbivory (Erneberg, 1999; le Roux et al., 2012). Assuming that traits mediate competitive interactions (Goldberg and Landa, 1991; Howard and Goldberg, 2001; Kunstler et al., 2016), some species should be less affected by competitive exclusion than others. For example, great biomass is associated with the ability to pre-empt available resources (Schwinning and Weiner, 1998) and may decrease effectiveness of biotic resistance if the novel species is equipped with traits such as larger biomass or seed size (Radny et al., 2018). This effect might be enhanced further when the novel species experiences less herbivory than the resident community (Bossdorf, 2013), for example when the host plant can disperse faster than their specialist enemies. Enemy release is a common motive in intercontinental
range expansions (Chun et al., 2010) and has also recently been recognized for climate warming-induced range shifts (Engelkes et al., 2008; Lakeman-Fraser and Ewers, 2013; Morriën et al., 2010).

Recently, trait-based approaches become increasingly appreciated in modelling approaches (Zakharova et al., 2019). This may be also due to the ongoing development of modelling techniques. In the last decades, species distribution models have evolved from purely correlative models to more complex mechanistic species distribution models (Singer et al., 2016). These models consider more detailed biotic interactions as fundamental processes of spatiotemporal range dynamics and can outperform purely correlative models that imply interactions only implicitly, if at all. For example, Cabral and Kref (2012) were able to reproduce realistic distribution patterns for generic species by considering demography, biotic interactions and individual metabolism in their model. The divergence between potential distribution (fundamental niche) and actual distribution (realized niche) highlights the impact of biotic interactions on community assembly and subsequent species sorting. Hence, explicitly considering biotic interactions by including individual-based models into hybrid models may also increase the realism of macroscale predictions of range dynamics (Levy et al., 2014). Additionally, considering biotic interactions allows for more direct parametrization of species distribution models from experimental data (van der Putten et al., 2009).

The overall aim of this thesis was to investigate mechanisms of plant range dynamics under climate warming with a focus on local establishment of novel species in a resident community. Specifically, this thesis explores (1) how ecological profile, expressed as a combination of traits related to competition and defence, affects establishment success of novel plant species in a resident community and (2) how local population dynamics and dispersal processes on a mesoscale can be integrated in a context to fully describe species range dynamics under climate warming on a macroscale.
Introduction and scientific context

Thesis rationale and structure

This thesis aims to provide insights on climate warming-induced range dynamics of plant species. To this end, I assess early establishment success of novel species in a resident community based on traits that express their competitive and defensive ability. I provide a framework for subsequent modelling of range dynamics on a macroscale. The chapters reflect the consecutive parts of the thesis.

In chapter 1, I provide a brief overview on the mechanisms underlying global climate warming and how plant species are affected by short-term and long-term effects of climate warming. I describe current insights into response strategies of plants, i.e. in situ adaptation and spatial escape strategies. The chapter closes with a brief summary of trait-based approaches that predict the responses of plant species to climate warming. This chapter is a synthesis of the literature I screened during the course of this thesis on topics of global climate warming and its ecological consequences. While the main focus of the thesis is the climate warming-induced range dynamics of plant species, this chapter sets the broader ecological scope for the thesis.

Chapter 2 describes the results of the multispecies greenhouse experiment, conducted at the Netherlands Institute of Ecology NIOO-KNAW in Wageningen, The Netherlands. In cooperation with my co-authors (see full authors list and authors contributions on p. 29), I conducted this experiment to test the hypothesis that the response of plants to the biotic pressures competition and herbivory is mediated by species’ traits. This study has been published as Radny et al. (2018) in the journal Acta Oecologica. The contents of this chapter including the abstract is identical with the publication, additional figures are listed on p. 29. Experimental data were used as parameter basis for subsequent modelling.

In chapter 3, I describe the local-scale community model, where I simulated initial establishment of novel species in a resident community, and present and discuss the results of the model runs. I developed the model in close collaboration with my co-author Katrin Meyer (see authors list and declaration of contributions on p. 45). This chapter was published as pre-print and subsequently as peer-reviewed article in the journal PeerJ as Radny and Meyer (2018). The contents of this chapter is identical with the publication.

Appendix A comprises an alternative modelling scenario for herbivory in the model, which
was published as supplementary material for Radny and Meyer (2018). Authors list and authors contribution are included on p. 45.

In **chapter 4**, I propose a conceptual framework for modelling species range dynamics on a continental scale. The framework is embedded in the macrosystems ecology framework as proposed by Heffernan et al. (2014). I give a brief introduction into the concept of macrosystems ecology and describe a model framework operating on three spatial scales and organizational levels. The chapter closes with reflections on the implementation of the framework. This work has not been published before and has not yet been submitted to a scientific journal.

Finally, in **chapter 5** I briefly discuss the results of the thesis project.
1. Every step you take: The fate of plant species under climate warming

This chapter has not been part of a peer-reviewed publication to date (August 26, 2019), but is left open for publication in the future. JR established the concept and wrote the text. KM improved the manuscript with valuable comments.

Referenced literature is included in the full thesis literature.

Abstract

Recent global warming threatens biodiversity worldwide. For pro-active conservation management it is necessary to understand how climate warming affects plant species and how they can respond to changing conditions. Here, I summarize how climate warming affects plant species and briefly describe mitigation strategies of species. Accelerated climate warming is the result of an imbalance in the climate system and can be attributed in large parts to human activities. Plants are immediately affected by short-termed extreme weather events, e.g. heavy storms or drought. Long-term change of local climatic conditions can alter local habitat suitability for a species and lead to changes in community stability and composition. Plants can either adapt in situ to changing conditions, resulting in niche shifts or attempt to escape, i.e. shifting their range along with climatic conditions. Where plants fail to adapt or escape, extinction is likely. Which type of response a plant species will expose is highly context-sensitive, e.g. depending on type of environmental stress, community response and overall vulnerability of the focal species. Trait-based approaches can be a key to predict species responses. Explanatory traits should be chosen carefully and different trait sets are likely to be relevant in different stages of environmental changes and response strategies.
1.1. Introduction

Current global climate warming is a challenge for many organisms worldwide (Loarie et al., 2009; Parmesan and Yohe, 2003; Root et al., 2003; Walther et al., 2005). Global loss of biodiversity is alarming (Bellard et al., 2012; Thomas et al., 2004; Urban, 2015) and decreases the stability and resilience of ecosystems against climate extremes (Isbell et al., 2015; Oliver et al., 2015). Maintenance of crucial ecosystem services and stability is a major societal concern. Hence, for conservation managers as well as policy makers, it is important to know how species will respond to global warming scenarios. Drastically speaking, species’ options to face climate warming are: adapt, avoid, or disappear (Bellard et al., 2012; Berg et al., 2010). Here, I will give an overview on impacts of climate warming on plants and the mechanisms underlying their response strategies.

The peculiarity of current climate warming of the post-industrial age is its sheer speed, which is estimated to exceed any other warming phase during the last 66 million years (Diffenbaugh and Field, 2013; IPCC, 2014). Even with current recorded warming of about 1°C as compared to pre-industrial times, climate warming triggers changes on levels from genetics and individual physiology to ecosystem productivity and species abundance in terrestrial as well as aquatic ecosystems (Scheffers et al., 2016). A political target of below 2°C of global warming was agreed in the Paris agreement (UN, 2015), but pursuing this goal will necessitate resolute actions (Steffen et al., 2018). Under current socio-political developments, the achievability of this target is put in question (Urban, 2015). Additionally, climate warming interacts with further anthropogenic drivers, such as landscape fragmentation, habitat degradation, nutrient eutrophication and continual emission of CO₂ (Hautier et al., 2015; Pedrono et al., 2016; Thompson et al., 2017). Altogether, environmental stress might exceed adaptation potential of species to changing conditions and result in species disappearing on a local scale or even going globally extinct (Cahill et al., 2013).

In the following, I first give a brief introduction into the aspects of global warming that are relevant for plant species. I then review some current insights on in situ adaptation to altered conditions and on range shifts of plant species. To conclude, I discuss how trait-based approaches can be used to assess species’ response to climate warming.
1.2. Projections of climate warming and impacts on plant communities

1.2.1. Climate warming and imbalances of the climate system

Current climate warming describes the rise of average global temperatures in the industrial and post-industrial age, i.e. since 1850 (IPCC, 2014). In fact, rising temperatures are only the symptom of global climate change, emerging from an imbalance of the global climate system (fig. 1.1). Human activities are very likely to contribute in large parts to this imbalance at subsequent current global warming (Bindoff et al., 2013). This is mostly the emission of greenhouse gases (IPCC, 2014), but other activities aggravate the current development. For example, rapid urbanization creates heat islands and impervious surfaces (Shi et al., 2015); industrial agriculture (Lin et al., 2011) and deforestation (Davin and de Noblet-Ducoudré, 2010) result in large-scale transformation of the biosphere. Besides greenhouse gas emission from burning fossil fuels and stock farming, eutrophication of lakes and rivers creates sources of greenhouse gas, i.e. methane (Sepulveda-Jauregui et al., 2018). Due to the significant impact of humans on the climate system, it has been proposed to include the “anthroposphere” as additional component of the climate system (Gettelman and Rood, 2016).

All components of the climate system do not only influence the system, but in turn are influenced by the climate system as well. For example, rising temperatures cause the polar ice caps to melt, resulting in an altered albedo and further increased warming (Deser et al., 2000). Some parts of the world are expected to experience stronger changes than others (Urban, 2015; Williams and Jackson, 2007), and landscape structure, e.g. mountain ranges, can create further regional heterogeneity (Hannah et al., 2014; Loarie et al., 2009).

Climate warming effects manifest as locally and spatially restricted events, e.g. extreme weather, but also as events and processes that affect several continents through many years, e.g. alteration of large oscillation patterns (Yeh et al., 2009, see also fig. 1.2). Correspondingly, effects can be measured from the level of individual organisms up to the level of entire biomes (Scheffers et al., 2016).
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Figure 1.1. – The major components of the global climate system (WMO, 1966) and some major associated processes influencing global climate and weather systems. Each component influences, and in turn is influenced by, the entire system (Chapin et al., 2008) with stronger or weaker coupling. The disproportional emission of greenhouse gases changes the composition of the atmosphere and hence alters the current balance of the system (Chapin et al., 2008; IPCC, 2014). This can result in self-reinforcing feedback loops, for example melting of the polar ice-shelves or instability of tropical rainforest ecosystems (Lenton et al., 2008; Munson et al., 2018). Human activities (marked in red) affect balance in the system (“anthroposphere”).

1.2.2. Extreme weather events

Following the definition of the World Meteorological Organization (WMO) weather is the “[...] state of the atmosphere at a particular time, as defined by the various meteorological elements”, whereas climate is the long-term average of weather conditions in a specific area (WMO, 1966). The most immediate impact of climate warming on plant species is exerted by extreme weather events, for example severe storms with massive precipitation and associated windthrow, hail or landslides. Additional to these temporally and spatially restricted extreme weather events, persistence of weather events is expected to increase under climate warming (Francis et al., 2018; IPCC, 2014). This applies to drought and heat waves during summer months (Ummenhofer and Meehl, 2017), but also to cold waves during winter and early spring (Kreyling, 2010). Events such as the Central European heat waves of 2003 and 2018 stretch metabolism rates of individual plants to their limits, and can result in widespread mortality (Anderegg et al., 2013). They are also accompanied by proximate hazards, such as increased risk of wildfires (Balling et al., 1992; Turco et al., 2014), susceptibility to pest infestations, e.g. bark beetles in trees (Eatough Jones et al.,
1.2 Projections of climate warming and impacts on plant communities

Figure 1.2. – Temporal scales of expected climate warming impacts. Spatial extent of events usually corresponds with temporal extent, e.g. landslides from heavy precipitation events tend to be locally restricted whereas large oscillation patterns such as “El Niño” have a significant effect on a vast area. Abrupt changes on a global level are for example rapid decrease of permafrost in the taiga. Although “rapid” has to be understood in a geological context, thawing is expected to strike in a matter of decades or few centuries (Schuur and Abbott, 2011).

Vanishing glaciers became a symbol of climate warming. Here: Aletsch Glacier, Switzerland in October 2018 (own picture).

Comparison pictures reveal the impact of the 2018 drought on entire regions. Photos: NASA

2004; Temperli et al., 2013), or pave the way for more pronounced negative impacts of short-term extreme weather, such as increased risk for windthrow after drought (Peltola et al., 1999). Hence, the negative impact of extreme weather can be more or less pronounced depending on duration, frequency, preconditioning and seasonality of the event, as well as extreme values during the event (Ummenhofer and Meehl, 2017).

1.2.3. Local climatic conditions

For local populations of species or entire species ranges, long-term mean values, seasonality and variability of bioclimatic variables gain importance. These values describe the fundamental bioclimatic niche of the species (Bakkenes et al., 2002; Huntley et al., 1995). On a smaller scale, local populations can show adaptations, for example when comparing populations from the warmer range edge with populations from the colder range edge
The fate of plant species under climate warming

(Hampe and Petit, 2005; Rehm et al., 2015). Important bioclimatic variables for plants are for example precipitation regime and potential evapotranspiration, temperature minimum, maximum and mean levels, as well as onset and length of vegetation phase (Bakkenes et al., 2002). Inclusion of variability within and between years as well as seasonality, e.g. determining the wettest and driest quarter of the year, can further enhance the description of the climatic niche (Franklin et al., 2013). Additional to these climatic conditions, elevated CO$_2$ (eCO$_2$) levels can impact photosynthetic gas exchange and carbon assimilation, which directly affect plant growth (Gray and Brady, 2016).

Where climate warming alters prevailing local bioclimatic conditions beyond the bioclimatic niche of a given species, performance of its populations can be decreased to negative population growth and subsequent disappearance of the species from a given locality (Thuiller et al., 2005). However, response will be highly context-sensitive. For example, when Ernakovich et al. (2014) compared climatically related artic and alpine regions, they found higher productivity in arctic regions due to prolonged growing season while alpine communities are expected to decrease in productivity when earlier snowmelt decreases available water during the growing season.

Especially for long-term changes, i.e. alteration of conditions beyond the weather extremes of a year, community response and stability sets the context for the magnitude of species responses. The importance of community context is explained by the concept of species’ fundamental and realized niche (McGill et al., 2006, see also fig. 1.3). The fundamental niche is defined by abiotic and bioclimatic conditions, the realized niche is co-determined by biotic interactions. On the extreme, species can be excluded from habitats within their optimum fundamental niche, for example by a stronger competitor or lack of beneficial interaction partners. Current climate warming is expected to alter species interactions, when response to bioclimatic changes differs between species. For instance, in a mixed stand of oak (Quercus petraea) and beech (Fagus sylvatica), oaks were less affected by drought than beeches, and subsequently experienced competitive release (Cavin et al., 2013). With increasing frequency of drought events, this might result in a shift of community composition where oaks exclude beeches. Similar observations were made in alpine meadow communities (Klanderud, 2005). Where changing climatic conditions trigger different response rates and strategies among species, interaction webs can be altered or disrupted. Reshuffling
1.2 Projections of climate warming and impacts on plant communities

Figure 1.3. – Three determinants of habitat suitability. Climatic conditions, e.g. mean summer temperature, and other abiotic conditions, e.g. availability of nutrients, are properties of the fundamental niche of a species. Biotic interactions, e.g. competition or facilitation, determine whether establishment in an otherwise suitable habitat can be realized.

The accumulation of responses of local populations and communities can result in decreased overall community stability and productivity with important consequences for ecosystem services (Zhang et al., 2018). For example, in the Tibetan Plateau, climate warming extended the stability of the dominant species, but decreased species richness and hence community asynchrony and decreased stability of biomass production through the vegetation period (Ma et al., 2017). Local warming can also affect interactions on a higher trophic level (Harvey et al., 2010; van der Putten et al., 2004), e.g. beneficial interactions with soil biota (Compant et al., 2010) or pollinators (Byers, 2017; Straka and Starzomski, 2014), but also release from enemies (Engelkes et al., 2008).

The accumulation of responses of local populations and communities can manifest on higher organizational levels, i.e. metapopulations and metacommunities, up to the level of entire species and biomes. Chapter 4 (pp. 75 to 104) contains an elaboration of such higher-level responses to climate warming.
1.3. Plant responses to climate change

Vulnerability of species or populations to climate warming is determined by exposure to changing conditions, i.e. the magnitude and rate of locally changing conditions, but also the sensitivity of a species or population (Moritz and Agudo, 2013). How close is the population (already) to its physiological limits? How will changing interactions affect individual performance? To mitigate negative impacts, species response can be to adapt to hostile conditions or to escape from them. Extensive meta-analyses, analysing studies on 857 to 1598 species, comprising plants and animals in terrestrial and aquatic ecosystems, evidenced that between 40 and 76% of the studied species exposed long-term changes in phenology, range pattern, or morphology, and more than 80% of those changes were consistent with changing local climatic conditions (Parmesan and Hanley, 2015).

Escape or adaptation strategies are not mutually exclusive and plants can respond with a mixture of all response types (Bellard et al., 2012). In fact, change of physiological and morphological traits is often observed in the context of escape strategies, for example increased dispersal capability (Williams et al., 2016) or shift in phenology (Franks et al., 2007).

Similarly, range shift of phenotypes from warmer rear edges to more temperate zones of a species range can enhance adaptation potential and persistence of the receiving populations (Hampe and Petit, 2005; Rehm et al., 2015). In the following, I will focus on physiological and morphological changes that enhance a species’ persistence in situ and range shift promoting persistence ex situ.

The response strategy of a species is determined by the adaptive potential of the species as well as its ability and possibility to escape. Where the species-specific strategy cannot keep pace with rapidly changing bioclimatic regime and associated community effects, populations are deemed to go extinct on the long term (Cahill et al., 2013; Urban, 2015).

1.3.1. In situ response

Changes in morphology or physiology expressed as plastic or evolutionary responses to novel climatic conditions can aid a local population to persist in changing bioclimatic
1.3 Plant responses to climate change

Plastic response (phenotypic shift) is triggered by immediate environmental conditions (Hoffmann and Sgrò, 2011; Nicotra et al., 2010), i.e. “[…] the ability of a genotype to express a different phenotype […]” (Franks et al., 2014). Evolutionary changes (genotypic shift) manifest in the genetic structure of a population (Hoffmann and Sgrò, 2011). Whether change of the phenotype is related to plasticity or evolution is difficult to tell apart (Franks et al., 2014). For the scope of this overview, I will treat plastic and evolutionary responses equally and focus on the expression of changes.

Shifts in phenotype or genotype can be considered adaptive if they increase individual performance or prevent decrease of performance in changing conditions (Franks et al., 2014; Nicotra et al., 2010) and mitigate climate warming-induces stress. This stress can be caused by rising temperatures and altered precipitation regime, but also by elevated CO$_2$ level in the atmosphere (Becklin et al., 2016; Gray and Brady, 2016). As such changes allow the species to persist under novel bioclimatic conditions they can be considered as bioclimatic niche shift. For example, morphological changes were observed for leaf width of *Dodonaea viscosa* subsp. *angustissima* in Australia, decreasing towards the equator (Guerin et al., 2012). Herbarium data confirmed a constant change for the past 127 years and recorded a warming of 1.2°C during that period. The same study also revealed a negative correlation of leaf area with altitude. The changes might be related to maximum temperature (leaf width, latitude) and minimum temperature (leaf area, altitude). Further responses can affect root:shoot ratio, root biomass and architecture as response to drought and heat stress (as reviewed by Gray and Brady, 2016), or the shift of flowering time. Earlier onset of flowering can be enhanced by increasing mean temperature during winter and spring (Mohandass et al., 2015) or number of frost-free days (Park and Mazer, 2018). Another common predictor for shift of flowering onset is maximum summer heat peak, causing earlier flower onset for some species, but also a delay of flowering into post-heat time (Sherry et al., 2007). However, these responses to novel climatic conditions come at a cost. For example, Scheepens and Stöcklin (2013) transplanted high-elevation phenotypes of *Campanula thyrsoides* L. to sites at lower altitudes to test for plastic response under climate warming. The plants showed a clear correlation between earlier phenology and lower elevation, i.e. higher temperatures and lower precipitation. However, they also showed decreasing seed production along the down-slope gradient. On the long term, this response might result in overall population decline and hence manifest as maladaptation to
climate warming (Scheepens and Stöcklin, 2013).

Different types of the driving force, i.e. heat or drought stress, require different adaptations and are reported to trigger different, sometimes opposing responses (Becklin et al., 2016; Franks et al., 2014; Gray and Brady, 2016). As a further complication, it is very likely that different drivers act simultaneously and can counteract each other with a mitigation of negative effects or limiting positive effects, depending on the context. For example, drought and heat can inhibit growth enhancement under eCO\textsubscript{2} conditions (Reich et al., 2014), but eCO\textsubscript{2} can similarly increase the recovery from heat and drought damage after the stress peak (Roy et al., 2016). Other studies confirm a difference between functional groups, i.e. legumes in comparison with grasses, in simultaneous effects of eCO\textsubscript{2} and drought stress (AbdElgawad et al., 2015).

Additional to interactions of the bioclimatic drivers, i.e. temperature, precipitation and eCO\textsubscript{2}, further environmental conditions can critically influence the response capacity of a species and even switch the signs of its response. The study by Reich et al. (2014) was part of the long-term experiment BioCON, which was started in 1997. In this experiment, observations of response of C3 and C4 plants to eCO\textsubscript{2} and N initially delivered the expected result of higher biomass production under eCO\textsubscript{2} in C3, but not in C4 plants (Reich et al., 2018). However, this pattern was inverted after eight years, where C4 plants had a higher biomass production in eCO\textsubscript{2} environments than under ambient conditions, while C3 plants no longer benefitted from eCO\textsubscript{2}. Reich et al. (2018) attribute this effect to increased N supply (but see Nie et al., 2018). Assuming further increase of global N deposition (Kanakidou et al., 2016), such insights highlight the importance of holistic experimental and analytical approaches to predict the impact of environmental drivers on plant species.

Hence, to assess the adaptive capacity of a species, in plastic as well as evolutionary responses, it is necessary to set observations in context with simultaneously operating bioclimatic and environmental drivers, as well as community and species-inherent variables such as functional group, gene pool size and diversity. Further long-term research is required to find out whether those responses occur fast enough to keep pace with rapid climate warming and prove to be sustainably adaptive (Franks et al., 2014; Jump and Penuelas, 2005).
1.3.2. Range dynamics

Range dynamics, i.e. the shift of distribution patterns, has been observed not only for plant species, but through all taxa (Parmesan and Hanley, 2015; Parmesan and Yohe, 2003; Root et al., 2003; Walther et al., 2005). During range shift, populations of a species establish in habitats beyond their former range border. The zone of expansion is often called “leading edge”. The opposite “trailing edge” is characterized by disappearance of populations of that species. The ratio of colonialization on the leading edge and extinction on the trailing edge can result in net gain of range area (range expansion), net loss of range area (range contraction), or equilibrium (range shift, see also fig. 4.2). Classically, establishment of novel populations is the main focus of the respective studies, i.e. regarding dynamics on a species level. To assess the potential of adaptation of populations, it is very advisable to observe “intra-range shifts” as well. That is the shift of the genotype of a species, e.g. from more extreme range edges to more temperate zones (Hampe and Petit, 2005; Rehm et al., 2015), but also abundance shifts. Where range shift into novel habitats (“marching”) cannot be realized, the current range borders may remain while overall abundance of the species within the current range (“leaning”) shifts along with climate warming (Breshears et al., 2008). The prevailing directions of climate warming-induced range border shift are towards higher latitudes and altitudes (Parmesan and Hanley, 2015; Parmesan and Yohe, 2003; Thomas, 2010, but see Fei et al., 2017; Lenoir et al., 2010).

Related, and often discussed together, is the introduction of species from remote distances, e.g. different continents, which by definition is a range expansion process as well. Such species were introduced by anthropogenic means, either unintended as “blind passengers” in global trade and travel, or intentionally for economic or decorative reasons (Hulme, 2007; Meyerson and Mooney, 2007). It is highly unlikely that those species could have reached the remote location without human aid. In macroecology, exchange between such otherwise disconnected locations is termed “teleconnection” (Heffernan et al., 2014). Research on climate warming-induced range shifts is largely inspired by concepts from invasion biology, where intercontinental range expansion is examined. For the scope of this overview, I will only refer to species that shift their range within their projected dispersal envelope. I explicitly exclude species from remote distances, although I acknowledge their potential immense impact on native species and communities (Bauer, 2012; Walther et al., 2009).
While mobile species, i.e. animals, can actively follow their climatic niche, range expansion of plants follows to a certain degree more stochastic rules in a sense of non-directed dispersal of propagules. This implies that propagules of a species have very likely been dispersed to that novel site before, but establishment of a local population was not successful, i.e. the locality was outside of the species’ fundamental or realized niche (see fig. 1.3). Under climate warming, bioclimatic limitations on such a site may be relaxed, e.g. through increasing mean temperature or precipitation, and hence allow for colonization. The rate of bioclimatic change can affect the velocity of species range shifts. For example, when comparing range shift rates of tree species in three locations in Canada, Becker-Scarpitta et al. (2019) found no significant changes in elevational distribution and species richness in the site with the weakest recordings of bioclimatic changes, but high rates of elevational shifts and a significant decrease of species richness in the site with highest bioclimatic changes.

Not only velocity, but also direction of range shift can be determined from climatic conditions. A study observing 86 tree species, found a strong relation between the prevailing direction of range shift and species’ drought tolerance and functional type (Fei et al., 2017). The authors observed westward and poleward shifts, but species with lower tolerance to drought were almost fully excluded from westward shifts, where available moisture was a limiting factor.

Beyond abiotic conditions, biotic interactions are an important factor for the realization of novel population establishment. When climate warming alters local bioclimatic conditions, species arriving from more extreme climate zones may be preadapted to the locally novel conditions and hence have an evolutionary advantage over resident species. For example, Alexander et al. (2015) used an altitudinal transplanting approach to simulate success or failure of niche tracking through migration. They found that pre-adapted novel competitors had significant negative impacts on the transplanted focal species (failure scenario), whereas the effect of novel competitors was negligible when the focal species was pre-adapted (success scenario).

Competitive interactions might also be a reason why some species move “against the trend”, for example when some species of a pool shift to lower instead of higher altitudes. Lenoir et al. (2010) proposed that this might be related to climate warming-induced decrease of competitor performance that had before excluded the downward-shifting species from
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otherwise suitable habitats.

Diverging response rates of species from the same pool can lead to disruption of ecological networks during range shifts, shaping new communities. For example, from a mixed stand pool, Fei et al. (2017) observed a stronger westward expansion for angiosperms and a stronger poleward expansion for gymnosperms, resulting in forest types that differed strongly from the initial type during range shifts. Disruptions can also occur on higher trophic levels, e.g. with mutualistic species (Caddy-Retalic et al., 2018; Ehlers, 2011; Schweiger et al., 2008), but also enemies (Engelkes et al., 2008). Respecting biotic interactions on the same and higher trophic levels is crucial for realistic estimations of species persistence and abundance under climate warming (Van Der Putten et al., 2010). In fact, on a local scale, biotic interactions may even have a higher impact on individual performance than climatic variables (Tomiolo et al., 2015).

Before any establishment attempts, species must reach a novel habitat. To reach novel habitats in time will be increasingly difficult in modern times due to anthropogenic landscape fragmentation (Cobben et al., 2012; Honnay et al., 2002; Opdam and Wascher, 2004). To escape current climate warming, plants would need to move on average by 1km/year (Corlett and Westcott, 2013). But even in un-fragmented landscapes or under assisted dispersal, poleward range shift can be spatially limited by photoperiod (Saikkonen et al., 2012) or, more profoundly, by reaching a lands’ end such as a mountain summit or an ocean.

1.3.3. Extinction

Potential species loss through climate warming-related extinctions is estimated to accelerate with increasing temperature rise (Urban, 2015). The rate of global warming is expected to be higher in tropical lowland and subtropical regions as compared to higher altitudes and temperate zones (Loarie et al., 2009; Williams et al., 2007), with a correspondingly higher risk of extinction of species (Urban, 2015). High species loss in the Amazonian lowlands and rainforest might result in increasing instability of the entire rainforest ecosystem – which itself is a tipping point of self-reinforcing climate warming (Lenton et al., 2008). Extinctions may ultimately be related to the actual rise of temperatures, the failure to
adapt or maladaptation (e.g. Scheepens and Stöcklin, 2013), but also by more proximate processes such as loss of crucial interaction partners or suppression by species that are better adapted. Hence, it is difficult to put actual extinction risk through climate warming in definite numbers. To date, 20 extinctions have been declared to be directly attributed to climate warming (Cahill et al., 2013) – however, these are only the extinctions we detected by now and, under future projections of climate warming, they are only the tip of the rapidly melting iceberg (Urban, 2015).

1.4. Discussion - How to predict species response to climate warming?

In this overview, I summarized how climate warming affects plant species and how they can mitigate negative effects of climate warming. Understanding the impacts of climate warming and associated threats to species is necessary for pro-active conservation management (Dawson et al., 2011), such as assisted migration (Gallagher et al., 2015; Vitt et al., 2016) and measures to increase gene flow between populations (Hoffmann and Sgrò, 2011), but also for preventing undesirable climate-enforced invasions of harmful species (Bauer, 2012), decreased ecosystem stability and loss of ecosystem services (García-Palacios et al., 2018). Climate warming, the expected bioclimatic changes and the species responses to those changes are a highly complex system with many unknown variables and interactions of individual elements.

A key to assess species response might be a trait-based approach. Functional traits indicate habitat requirements of a species (Belluau and Shipley, 2018) and therefore can serve as proxies to assess the sensitivity of a species to expected local bioclimatic changes. Fei et al. (2017) were able to relate different directions of tree range shifts to dispersal mode (animal or wind dispersed), as well as drought tolerance of the tree species. Trait-based approaches promote the transferability of observations, as they have an inherent generality (McGill et al., 2006). Traits can be a key determinant of community composition with strong correlation to fine-scale drivers such as successional stage, disturbance regime and biotic interactions (Bruehlheide et al., 2018; Kunstler et al., 2016). Changes in trait combinations within communities can give valuable information on local community stability (Májeková et al., 2014) and may be the base for an early-alert of system transitions (Dakos et al., 2019).
However, traits are only meaningful when embedded in a broader context (MacLean and Beissinger, 2017). Despite a general consistency of explanatory traits for plant abundance (Bruehlheide et al., 2018), single or few traits may not be significant for the question at hand (Küster et al., 2008). For explaining invasive success of species, a shift of explanatory power of traits over time has been shown where traits that facilitate colonialization in a novel habitat may not necessarily be predictors for long-term persistence (Catford et al., 2019; Kempel et al., 2013). Therefore, it can be reasonable to decompose the overall problem into smaller steps, answering the fundamental questions: How do local changes in climatic conditions affect a focal species, how can that species mitigate bioclimatic stress, and how do biotic interactions affect individual performance? For each of these questions, different sets of traits will likely have the greatest explanatory power, as they emerge from different underlying processes. Estrada et al. (2016) have proposed such a framework, decomposing range shift into distinct stages and proposed some general trait categories relevant for each stage, including for example movement ability, ecological generalisation, persistence under unfavourable conditions and competitive ability. This framework was constructed to be applied to animals and plant species alike and might also be used in a multi-species context, for example when studying concurrent range dynamics of plant species and their mutualistic or antagonistic interaction partners on other trophic levels. Further implementation of environmental stress locally expected from climate warming and species mitigate that type of stress can additionally enhance such a framework, allowing for capturing niche loss and shift.

Recently, advances in big data handling and accessibility of large data repositories have opened the door for large-scale analysis of species traits. For example, Bruehlheide et al. (2018) used data on 26,000 species to investigate the relationship of trait composition, community interactions and environmental filtering. Combining this wealth of information with contemporary climate information may help to establish more accurate predictive models for assessing species responses to climate warming (see also chapter 4).
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Abstract

Climate warming enables plant species to migrate to higher latitudes and altitudes. Within Europe, the Mediterranean harbours many species that might expand their ranges towards Western Europe. Small seed size may facilitate dispersal, however, it may impair establishment of the range-expanding plant species in the novel vegetation. In a greenhouse
experiment, we examined effects of average seed size of Mediterranean plant species on their establishment in a mixed community of Western European plant species. Applying two levels of densities of the natives and a herbivory treatment, we tested how seed size is linked to response in plant growth and fitness in novel vegetation. While all non-native plant species showed a negative response to increased planting density, species with small seeds showed a less negative response. This effect persisted under herbivory. Our data suggest that small-seeded non-native plant species may tolerate competitive pressure from novel plant communities better than large-seeded species, so that small seed size may confer a higher probability of establishment of non-native species in novel communities.

2.1. Introduction

Global warming has caused range shifts of many plant and animal species to higher latitudes and altitudes and leads to the introduction of many non-native propagules into native recipient communities (Parmesan and Yohe, 2003; Root et al., 2003; Walther et al., 2005). Dynamics of such range shifts differ among species (le Roux and McGeoch, 2008). Drawing back on concepts of invasion biology, these differences are a result of variation in dispersal capacity and establishment success in a novel habitat (Hampe, 2011; Richardson and Pyšek, 2012). Predominantly, altogether habitat suitability determines initial establishment of plant individuals (Gerhardt and Collinge, 2007; le Roux and McGeoch, 2008).

Negative biotic interactions with the recipient community, i.e. biotic resistance, form a second obstacle to the successful establishment of plant individuals (Kempel et al., 2013; Parker and Hay, 2005; Taylor et al., 2016) and the formation of a new satellite population in a habitat beyond the former range. As part of the biotic resistance of a recipient community, competition is a major mechanism to inhibit the intrusion of novel species (Caño et al., 2007; Moorcroft et al., 2006; Svenning et al., 2014).

However, relatively little is known about the degree to which competition may inhibit establishment of range-shifting plant species in novel plant communities, especially because of the difficulty to detect plant invasions that failed (Zenni et al., 2014). While it seems intuitive that interspecific competition may drastically decrease establishment success, it is probably not sufficient for inhibiting the establishment of novel species (Levine et al.,
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In spite of the considerable support for the existence of biotic resistance in some studies, an increasing amount of studies question the role of biotic resistance in slowing down plant invasions (Jeschke et al., 2012; Levine et al., 2004).

Studies often are difficult to compare as they are dealing with a variety of native and non-native species, showing a vast spectrum of species-specific traits. Community ecology has emphasized the importance of traits in formation of a local community (McGill et al., 2006; Thuiller et al., 2012). It might therefore be exactly these specific traits that determine whether or not a non-native species is able to successfully establish among novel neighbours.

We examined whether the establishment of non-native species with different traits is affected by an increased biotic resistance in the form of increased intensity of competition conferred by native plant mixtures of different planting densities. We also applied a herbivory treatment to account for potential interactions between native plant density and herbivory in affecting non-native plant performance. We chose seed mass within a plant family as a trait expression that can be relevant for the response to increased planting density. Former studies have shown a positive relationship between seed size and seedling survival, as well as tolerance to hazards (Leishman et al., 2000; Metz et al., 2010; Westoby et al., 1996). Moreover, large seeds produce large plants that can reach above- and belowground resources better and faster than smaller neighbours (Jakobsson and Eriksson, 2000; Leishman, 2001; Westoby et al., 1996), which is expected to enhance their ability to capture resources in direct competition with natives (Schwinning, 1996; Schwinning and Weiner, 1998). Based on earlier findings (Dostál, 2011; Hierro et al., 2013), we tested the hypothesis that non-native species with large seeds will show a smaller negative response to increased density of natives than nonnative plant species with small seeds. Further, based on Kempel et al. (2013), we tested the hypothesis that herbivory will at least weakly reduce non-native plant performance. Overall, we expected increasing seed size to enhance establishment in novel vegetation.
2.2. Material and methods

2.2.1. Study organisms

The non-native species used in this study were annuals native to the Eastern Mediterranean (table 2.1) and species selection was based on the long-standing experience with the flora of the region of one of the authors (KT). Currently, many plant species from Mediterranean Europe are spreading to higher latitudes (Tamis et al., 2005; Walther et al., 2002). Nowadays, Mediterranean species are reported to comprise 21\% of the non-native flora in Switzerland (Wittenberg et al., 2006). Taking all non-native species from the same source pool allowed us a better estimation of the net trait effect (Pyšek and Richardson, 2007).

In May 2011, ripe seeds were collected in Israel from several populations and shipped to our lab. Most non-native species used in the experiment do occur at least casually in several European countries and are partly listed as established aliens (table 2.1), indicating that these species would generally be able to survive in Western Europe. We used seeds from the original range in Southern Europe in order to ensure that they have no evolutionary history in the novel range (Pyšek et al., 2009; Richardson and Pyšek, 2012). In order to control for the influence of plant family, we chose species from two families, Asteraceae and Poaceae, which are species-rich and widespread and are reported to harbour many species with a weedy tendency (Lambdon et al., 2008), making them potential candidates for range shifts (Tamis et al., 2005).

As native species, we chose two grass species (Agrostis capillaris L. and Festuca rubra L.) and two forb species (Hypericum perforatum L. and Plantago lanceolata L.). Earlier studies confirmed their wide distribution in Western Europe (Roscher et al., 2004). Seeds of native species were collected in the Netherlands.

2.2.2. Experimental design

We carried out the experiment in our greenhouse in Wageningen, NL, in 2011. We germinated seeds of all individual species separately on glass beads in a germination chamber at 22°/16°C (day/night) with a day length of 16 h, representing early summer conditions in
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Table 2.1. – List of non-native species used in the experiment. Initial seed sizes were determined directly as seed mass from the collected seeds and were averaged over 20 seeds. For the dimorphic species C. sancta, we used the heavier peripheral seeds in the experiment. Reports of establishment status is based on European Invasive Species Gateway (DAISIE, 2012). Note that several species are also reported as “not established” or “casual occurrence” in further European countries.

<table>
<thead>
<tr>
<th>Species</th>
<th>Initial seed size, mean ± standard error of the mean (mg)</th>
<th>European countries where this species is an established non-native species</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Asteraceae</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chrysanthemum coronarium (L.)</td>
<td>2.03 ± 0.13</td>
<td>Azores, France, Madeira</td>
</tr>
<tr>
<td>Cass. ex Spach</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crepis sancta (L.) Babcock</td>
<td>0.27 ± 0.005</td>
<td>Luxembourg, Switzerland, Spain</td>
</tr>
<tr>
<td>Filago palaestina Boiss.</td>
<td>0.10 ± 0.01</td>
<td>Azores, France, Madeira</td>
</tr>
<tr>
<td>Silybum marianum Gaertn.</td>
<td>28.38 ± 0.86</td>
<td>Azores, Denmark, Great Britain, Ireland, Sweden</td>
</tr>
<tr>
<td><strong>Poaceae</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avena sterilis (L.)</td>
<td>45.63 ± 2.24</td>
<td>Azores, Great Britain</td>
</tr>
<tr>
<td>Aegilops ovata (L.)</td>
<td>34.01 ± 4.40</td>
<td>Not established</td>
</tr>
<tr>
<td>Bromus fasciculatus (C. Presl)</td>
<td>1.25 ± 0.05</td>
<td>No data available</td>
</tr>
<tr>
<td>Stipa capensis (Thunb.)</td>
<td>3.31 ± 0.17</td>
<td>Casual occurrence</td>
</tr>
</tbody>
</table>

North-Western Europe. Pre-germination was necessary to ensure sufficient plant individuals per pot at the onset of the experiment, in order to isolate the direct effect of seed size and not its indirect effect via germination times or germination success. Thus, to obtain seedlings of similar size, we stored them upon germination until planting at 4°C at high light, to inhibit growth. We started the experiment when at least 50 seedlings of each non-native species and 700 seedlings of each native species were available. We planted the seedlings in pots of 18x18x22 cm with a volume of about 7 L, filled with sandy-loamy soil collected in a close-by riverine area where all four native plant species occurred. Soil was sieved to remove most seeds and medium-sized soil organisms, e.g. earthworms and insect larvae, and homogenized. The live status of the soil enabled interactions with the microbiological soil community from the range of the native species.

Each pot was planted with four individuals of one non-native species as well as either 12 or 44 native individuals, creating low or high density, respectively (fig. 2.1). We planted either three or eleven individuals per native species in a pot, so that each of the four native species contributed in equal shares to the community mixture. By increasing the number of natives only and keeping the number of non-native individuals constant, potential
intraspecific competition among non-natives stayed at a constant level, thus facilitating the focus on interspecific competition originating from different densities. Planting followed a 4x4 (low density) or 7x7 (high density) grid in each pot, in order to avoid clumping effects. Position of individuals along the grid was randomized.

Half of the pots were subjected to herbivory by the insect species *Locusta migratoria* and *Mamestra brassicae*. We chose these herbivores for their wide distribution within Europe (CABI, 2013) and their generalist feeding behaviour (Macel et al., 2005). Herbivores were added consecutively for one week per species. First we added three individuals of *L. migratoria* to the respective pots and removed them after one week of feeding time. We then visually inspected all plant individuals for feeding traces on leaves and seeds. This procedure was then repeated with three individuals of *M. brassicae*.

Greenhouse climate was adjusted to early summer conditions in the European species range (60% RH; day 21 ± 2°C; night 16 ± 2°C; 16 h of light with 250 µmol m⁻² PAR). We watered the pots with tap water every other day. During the first ten days, dead seedlings were replaced by new ones from stock. Later on, we considered death of an individual to be a natural part of the experiment rather than a side-effect of experimental manipulation such as root damage during planting.

For each species x treatment combination we had three replicates, yielding 2 families x
4 species x 2 competition treatments x 2 herbivory treatments x 3 replicates = 96 pots, having 384 non-native and 2688 native individuals overall. In each pot, above-ground plant biomass was harvested when nonnative individuals had produced ripe seeds and showed first signs of senescence. The experiment lasted 15 weeks. Shoots were dried for 48 h at 70°C and weighed separately for each species per pot to determine dry shoot biomass. We also measured the length of the longest shoot for each non-native species for Poaceae up to the last seed and for Asteraceae up to the lower end of the flower head. We determined seed number as a proxy of plant fitness. The average weight of 20 seeds was used for extrapolating total seed number from total seed weight.

2.2.3. Statistical analysis

We assessed the relationship between the response variables shoot biomass and length of longest shoot, respectively, and the explanatory variables competition treatment (high or low native plant density), herbivory treatment (with and without herbivory), family (Poaceae or Asteraceae), the continuous variable “average initial seed size” and their interactions with linear ANCOVA-type models.

After successfully checking that model assumptions were not violated, models were simplified by manually removing the largest non-significant interactions one after the other until only variables with at least one significant effect at \( p < 0.05 \) were left in the model. For the final shoot biomass model, one outlier was removed, which improved the Akaike Information Criterion. For number of seeds as a response variable, model assumptions of neither linear models nor generalized linear models were met. Therefore, we applied the loess-function as non-parametric smoother of the relationship between number of seeds and initial average seed size separately for high and low native plant density, with and without herbivory, and for the two plant families. To compare competition effects between families, relative interspecific effects of density were calculated as

\[
\frac{\mu_{\text{high}} - \mu_{\text{low}}}{\mu_{\text{low}}}
\]  

(Steidl and Thomas, 2001), where \( \mu \) stands for the average performance measure and the indices for high and low density of the native species mixture. More negative values indicate
stronger competitive effects of natives on non-natives. We calculated relative effects of
density for three performance measures, i.e. shoot biomass, length of longest shoot and
number of seeds. These effects were calculated for Poaceae and Asteraceae species and
for all species pooled per family.

Statistical analyses were conducted with R version 3.1.3 (Team, 2016), using the ggplot2
package (Wickham, 2009).

2.3. Results

Seed size generally was a good predictor of biomass under novel conditions (fig. 2.2, ta-
ble 2.2). Contrary to our expectations, high planting density decreased shoot biomass
much more strongly at larger seed sizes than at smaller seed sizes (fig. 2.2, table 2.2: Initial
seed size: Competition treatment interaction). For Poaceae, seed size was also generally
positively correlated with shoot length, but this correlation was negative for Asteraceae (fig.
2.3, table 2.2: Initial seed size: Family interaction). Seed size affected the number of
seeds in a hump-shaped form, peaking at smaller than medium seed sizes (fig. 2.4).

The competition treatment high planting density markedly decreased shoot biomass, shoot
length, and number of seeds of the non-natives (figs. 2.2 to 2.4, tables 2.2 and 2.3). Despite visible herbivore damage on most species, at time of harvest herbivory did not
have a significant impact on non-native plant performance. Overall visible damage was
very low for Asteraceae species (<15% of leaf area), whereas up to 90% of the seeds of
the grass species were consumed by locusts. The only exception was A. ovata which had
not produced seeds by the time we added locusts to the pots (see peak in the dotted
curve in fig. 2.4). There was a significant family effect: All three response variables on
average showed higher values for Asteraceae than for Poaceae (figs. 2.2 to 2.4, tables 2.2
and 2.3). In terms of mortality, only four of 144 non-native plant individuals died during
the experiment, with no obvious relation to species, herbivory or planting density.
### Table 2.2. Effects of initial seed size, family (Poaceae or Asteraceae), and competition treatment (high and low density of native plant species).

<table>
<thead>
<tr>
<th>Type of effect</th>
<th>Initial seed size</th>
<th>Family</th>
<th>Competition treatment</th>
<th>Shoot biomass</th>
<th>Length of longest shoot</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Estimate</td>
<td>S.E.</td>
</tr>
<tr>
<td>Reference factor levels</td>
<td>Intercept</td>
<td>Asteraceae</td>
<td>High</td>
<td>1.645</td>
<td>0.357</td>
</tr>
<tr>
<td>Main: Family</td>
<td>Intercept</td>
<td>Poaceae</td>
<td>Both</td>
<td>-0.225</td>
<td>0.392</td>
</tr>
<tr>
<td>Main: Competition</td>
<td>Intercept</td>
<td>Both</td>
<td>Low</td>
<td>3.119</td>
<td>0.472</td>
</tr>
<tr>
<td>Main: Initial seed size</td>
<td>Slope</td>
<td>Asteraceae</td>
<td>High</td>
<td>127.697</td>
<td>15.317</td>
</tr>
<tr>
<td>Interaction: Initial seed size and competition</td>
<td>Slope</td>
<td>Both</td>
<td>Low</td>
<td>189.091</td>
<td>20.828</td>
</tr>
<tr>
<td>Interaction: Initial seed size and family</td>
<td>Slope</td>
<td>Poaceae</td>
<td>Both</td>
<td>excl.</td>
<td>excl.</td>
</tr>
</tbody>
</table>

Estimates of intercepts and slopes at different combinations of factor levels are given for the response variables shoot biomass and length of longest shoot based on the results of a linear ANCOVA-type model after model simplification. The herbivory treatment was not part of any significant effect or interaction. Types of effect name the main effects and interaction effects that underlie the estimates. Adjusted R^2 were 0.72 and 0.34 for the models with shoot biomass and length of longest shoot, respectively. Residual standard errors were 1.766 on 90 degrees of freedom for the shoot biomass model and 18.93 on 91 degrees of freedom for the length of longest shoot model. Both – estimate applies to both factor levels, since there were no corresponding significant interactions; S.E. – Standard error; t – t-statistics; n.s. – not significantly different from 0 at p<0.05 (but included in the model, because part of a significant interaction); excl. – excluded during model simplification.

### Table 2.3. Relative competition effects of natives on the response variables shoot biomass, length of longest shoot and number of seeds of non-natives.

<table>
<thead>
<tr>
<th>Family</th>
<th>Relative competition effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shoot biomass</td>
</tr>
<tr>
<td>Asteraceae</td>
<td>-0.545</td>
</tr>
<tr>
<td>Poaceae</td>
<td>-0.440</td>
</tr>
<tr>
<td>Families pooled</td>
<td>-0.494</td>
</tr>
</tbody>
</table>
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Figure 2.2. Asteraceae species (left panel) and Poaceae species (right panel) showed increased dry shoot biomass per pot with increasing seed sizes. This increase was weaker at high (solid symbols, solid line) than at low (open symbols, dashed line) planting density of native species, especially for Poaceae. Dry shoot biomass did not significantly differ with herbivory (triangles) and without herbivory (circles). Each species is represented by its average initial seed size illustrated here by a vertical stack of points each. Lines represent significant linear regressions (see table 2.2 for complete statistics).

Figure 2.3. Length of longest shoot of non-native plant species. Asteraceae species (left panel) and Poaceae species (right panel) showed opposing effects of initial seed sizes on the lengths of the longest shoot. The length of the longest shoot was smaller at high (solid symbols, solid line) than at low (open symbols, dashed line) planting densities of native species. The length of the longest shoot did not significantly differ with herbivory (triangles) and without herbivory (circles). Each species is represented by its average initial seed size illustrated here by a vertical stack of points each. Lines represent significant linear regressions (see table 2.2 for complete statistics).
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Figure 2.4. – Number of seeds of non-native plant species. Asteraceae species (left panel) and Poaceae species (right panel) showed hump-shaped relationships between numbers of seeds and initial average seed sizes. In general, the curves generated by the smoothing function ‘loess’ peaked at lower numbers of seeds at high planting density (solid symbols, solid lines) than at low planting density (open symbols, dashed lines) of native species. Under the herbivory treatment (triangles), there tended to be fewer seeds than without herbivory (circles) at the end of the experiment, especially for Poaceae. This indicates a negative effect of granivory and competition on numbers of seeds which is most pronounced at medium initial seed sizes. Each species is represented by its average initial seed size illustrated here by a vertical stack of points each. Note that the scales of y-axes differ.

2.4. Discussion

Our overall findings indicate a potentially large role of the native plant community in determining the success of non-native plant species. Increased planting density of native species markedly decreased performance parameters of non-native plants, i.e. shoot biomass, shoot length, and fitness in terms of seed number. Interestingly, seed size affected establishment success of non-native species in the opposite manner as expected by our initial hypothesis: Small-seeded species appeared to cope relatively better with high density of native species than large-seeded ones. Note that our use of high and low densities of native species mixtures as proxies of high and low competitive pressure may not necessarily have simulated the maximum competitive effect possible. Instead, our planting densities represented gradual competitive differences.

The decreases in shoot biomass, shoot length, and seed production in the denser native community indicate a pronounced effect of competition on performance of all non-native species. This effect was similar for both families of non-native plants in the experiment.
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In the early establishment phase, individual fitness in terms of seed production will be important for intruding annual plant species, because it can influence population persistence and may ultimately co-determine the rate and extent of range shifts (Jackson and Sax, 2010; Kinlan and Hastings, 2005). Indeed, our results showed that seed production responded less negatively than shoot biomass to competitive pressure of native plants (table 2.3. This may be a result of past selection towards seed production in the face of high native plant densities. Only in the case of *C. sancta*, we observed complete inhibition of seed production in the densest native communities. Assuming that high density is a proxy of the intensity of competition, this finding is in line with the recent suggestion that competition does not necessarily select for high plant biomass, but rather for reproductive ability (Tracey and Aarssen, 2014).

An interesting finding was that large-seeded non-native species may be inhibited more in high-density communities than smaller-seeded species. This is in line with the view that whether the effect of a native community on invaders is negative (biotic resistance) or positive (facilitation) does not only depend on biotic pressures exerted by native species, but also on life history traits of the invading species (Gross et al., 2013) and thus also on the habitat that influenced the evolution of these traits in the original range (Hejda et al., 2015). The seeds in our experiments originated from the same region so that they may be adapted to similar environmental conditions. Although this may limit our insight into genetic and phenotypic variation within single species and differences in evolutionary pressures along latitudinal gradients, we can provide a snapshot of how species from a given community might differ in success of establishing satellite populations beyond their current habitat. Here, we show that life-history traits that are usually related to competitive dominance do not necessarily confer high biomass production and reproductive output during early establishment of non-native species under simulated competitive pressure from a native plant community. Our hypothesis that competitive pressure from native neighbours will have a stronger negative impact on smaller non-native species was not confirmed. One possible explanation lies in the difference between competitive effect and response ability (Goldberg, 1996). The ability to displace neighbours is determined by the rate at which a competitor acquires resources, which likely correlates with seed size. This effect is the basis of size-symmetric competition approaches to explain mortality and size-inequality patterns in plant communities (Schwinning, 1996; Schwinning and Weiner, 1998). However, the
ability to withstand and tolerate competition could include more traits than size alone. Our findings indicate that enhanced competitive response is associated with small, rather than large seed size. This may indicate that being small could be an advantage in resource competition as resource requirements are allometrically related to biomass (Peters, 1986; Schmitz, 2000). Smaller plants need fewer resources than larger plants and thus are less affected by resource capture of neighbours.

Herbivory did not have a significant impact on plant performance, except for the decrease of seed numbers of grasses due to granivory. These unexpected results reject our original hypothesis and differ from the prevailing view that herbivory has more influence on performance of exotic species than competition (Gonzales and Arcese, 2008; Heard and Sax, 2013). In our experiment, Asteraceae species showed little herbivore damage and Poaceae species showed very high regrowth capacity, i.e. high tolerance against herbivore damage rather than initial repellence strategies. Thus, tolerance against herbivory can be just as important as initial repellence of herbivores as defence strategy (Fornoni, 2011; Hovick et al., 2012). However, the strong granivory damage to Poaceae indicates that non-native plants may be able to recover from herbivory by regrowth within a generation, but the negative impact of herbivores might be postponed to the follow-up generation in the form of decreased reproductive output.

Plant family affected non-native plant performance. Asteraceae species generally showed higher values of all response variables than Poaceae, and Asteraceae also tended to show stronger (albeit non-significant) responses to the competition treatment. While grasses are characterized by long, upright leaves, C. sancta and F. palaestina place their leaves as rosettes on the soil surface. It is likely that for the Asteraceae species the shading effect of the surrounding community was higher than for grasses. Light as a resource can be pre-empted by plants through overtopping smaller plants, giving the larger or more erect plants a strong competitive advantage (Connolly and Wayne, 1996). Thus, plant architecture might hamper performance of invading plants originating from ecoregions with higher light availability. Plant architecture and other traits that differ between and within species of different families should be included in future studies to maybe augment the amount of explained variance. These studies should also include field experiments to avoid any potential pot size limitations that may be particularly relevant for traits such as plant...
height and plant architecture.

Shoot length showed a much smaller reduction at high native plant density than shoot biomass. Moreover, shoot length did not change from small to large seed sizes of *Asteraceae*, but increased for *Poaceae*. This may be due to species-specific plant morphology limiting the response of shoot length to increased planting density and seed size to a stronger degree than in the case of shoot biomass. This indicates that biomass may be a more sensitive proxy of density and seed size effects in investigations of non-native plant species establishment.

Survival of non-native plant species was not affected by planting density of natives, while biomass and fecundity was markedly reduced under high density of the natives. Survival of individuals clearly is an essential early step of a successful range expansion. However, reduction of potential offspring through reduction of seed number may impair long-term establishment success, i.e. naturalization, as compared to such species with a lower reduction of potential offspring (Richardson and Pyšek, 2012). Our findings of differential response to neighbours during different life stages is compatible with previous studies, one of which was even conducted within the source communities of our non-native species (Schiffers and Tielboerger, 2006). It has been shown that plant-plant-interactions may shift from positive to negative through the life cycle of plants, i.e. survival may be rather positively affected by neighbours while growth and reproduction are more likely to be inhibited by negative interactions such as competition (Ariza and Tielbörger, 2012; Schiffers and Tielboerger, 2006). In the field, mortality of invading plant individuals may be reduced in the presence of neighbours when these provide shelter from hazards (Kuijper et al., 2004; Ryser, 1993). Therefore, although density-dependent mortality is ubiquitous in plants (Silvertown and Charlesworth, 2001), facilitative interactions may actually play a role in early establishment.

It may be interesting to estimate the net effect through the life cycle of a plant and test whether these positive effects outweigh or balance the negative effects imposed on individual fecundity. Individual fecundity plays out in subsequent generations, when decreased seed numbers lead to lower offspring numbers and vice versa. In our experiment, individual fecundity in terms of seed number showed a right-skewed hump-shaped relationship with initial seed size. Highest reproductive output in the next generation was thus produced by
plants with small to medium initial seed sizes. Therefore, plants with small to medium-sized seeds carry a high risk of becoming invasive, since a high number of recruits can override biotic and abiotic constraints and thus enhance invasion speed and extent (Holle and Simberloff, 2005; Warren et al., 2012). In our case, such a positive feedback may be slowed down by competition at the adult stage.

2.5. Conclusions

We conclude that in our simulated communities small seed size and small plant size did not generally hamper establishment of non-native plant species in a novel community. Being less susceptible to negative impacts of competition could be the key to successful establishment of non-native species during range expansion. We suggest that more research efforts should go into separating between competitive effect and response and their relationship to seed size with respect to the establishment success of non-native range-expanding plant species in novel communities. Future experiments should also investigate interactions be-
tween seed size and environmental factors and availability of safe sites for germination, because seed size may not be the overriding factor determining successful establishment. These experiments may further include disturbance treatments to pinpoint the role of disturbance during range expansion, especially were ruderal species are involved as in our case. Extending our experimental design to further community and environment configurations will help to establish the generality of our results for a wider array of range-expanding plant species.
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Abstract

Establishment success of non-native species is not only influenced by environmental conditions, but also by interactions with local competitors and enemies. The magnitude of these
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biotic interactions is mediated by species traits that reflect competitive strength or defence mechanisms. Our aim was to investigate the importance of species traits for successful establishment of non-native species in a native community exhibiting biotic resistance in the form of competition and herbivory. We developed a trait-based, individual-based simulation model tracking the survival of non-native plants in a native community. In the model, non-native plants are characterized by high or low values of competition and defence traits. Model scenarios included variation of initial number of non-natives, intensity of competitive interaction, density of herbivores and density as well as mixture of the native community. Traits related to competition had a much greater impact on survival of non-native species than traits related to defence. Survival rates of strong competitors never fell below 50% while survival of weak competitors averaged at about 10%. Weak competitors were also much more susceptible to competitive pressures such as community density, composition and competition intensity. Strong competitors responded negatively to changes in competition intensity, but hardly to composition or density of the native community. High initial numbers of non-native individuals decreased survival rate of strong competitors, but increased the survival rate of weak competitors. Survival under herbivore attack was only slightly higher for plants with high defensive ability than for those with low defensive ability. Surprisingly, though, herbivory increased survival of species classified as weak competitors. High survival rates of strong non-native competitors relate to a higher probability of successful establishment than for weak competitors. However, the reduced survival of strong competitors at high initial numbers indicates a self-thinning effect, probably mediated by a strongly competitive milieu. For weak competitors, our model emphasizes positive effects of high propagule pressure known from field studies. General effects of herbivory or defence abilities on survival were not supported by our model. However, the positive effect of herbivory on survival of weak competitors indicated side effects of herbivory, such as weakening resident competitors. This might play an important role for establishment of non-natives in a new community.

3.1. Introduction

In response to current climate change, range borders and distribution patterns of many species have shifted along with changes in environmental conditions (Chen et al., 2011;
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Parmesan and Yohe, 2003; Walther et al., 2002). The abiotic and biotic environment in novel habitats plays an important role for capturing and eventually predicting range shift dynamics of species (Berg et al., 2010). On a large scale range shifts are correlated with bioclimatic and environmental factors and whether a plant species is able to reach a novel habitat. Thus, range expansion of a species is a continuous process, acting on a large-scale landscape. Realization of range expansion is determined by a series of successful local establishment events of individuals, that build up viable populations in the novel habitat.

Local establishment success strongly depends on biotic interactions with the resident community. In fact, diverging trends in speed, extent and directions of species range shifts may be not only an expression of their ability to reach a novel habitat, but also to persist in novel communities (Lenoir et al., 2010). Such interactions include for example competition with resident plants or herbivore attack (Levine et al., 2004). Local negative processes can add up and might eventually prevent further range shifts. Thus, although a species range is typically described on large, often continental scales, it is limited by small-scale processes at the borders of the range. This is in line with the claim to consider dispersal and local establishment success of species and individuals in order to gain insights on range dynamics (Guisan and Thuiller, 2005; Pearson and Dawson, 2003; Wisz et al., 2013). In a novel habitat, the non-native species will face novel interactions with the resident community. The magnitude of the effect of these interactions is partially determined by the ability of the novel species to respond to the biotic pressures (Kempel et al., 2013; Wisz et al., 2013; ?). This ability is mediated by plant traits. Despite the general acknowledgement of the importance of traits and biotic pressures for establishment success, the interaction of these factors is not well studied in the context of range expansion.

We constructed an individual-based simulation model to scrutinize how these factors together affect success or failure of plant establishment in a novel community. Field surveys are generally incapable of capturing failed invasion attempts (Zenni and Nunez, 2013), but modelling allows for comprehensive systematic modifications and full control of the setup. Data from a preceding greenhouse experiment (Radny et al., 2018) were used as a basis for model construction and parametrization (see chapter 2).

Early establishment of populations in novel habitats in a local context is an essential first step in range shift dynamics of a species. Therefore, in this model we focus on such biotic
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Figure 3.1. – Schematic overview of the scale-dependent relationship between range shift and local establishment of plants. Range shift occurs on a large scale and at species level (A). This movement can be disaggregated into successful establishment events of local satellite populations beyond the native range border (red dots, B). Local persistence depends on the fitness of individuals in this local population. This is influenced by direct interactions, e.g. with neighbouring competitors (plant symbols) or resident herbivores (not shown), on this local scale (C).

interactions that operate on local scales and with immediate contact between the interacting entities. These biotic interactions are enemy attack and competition for resources between neighbouring plants.

Biotic pressures such as competition and enemy attack may hamper establishment success of a novel species in a community by decreasing individual fitness. The causes are obvious: when mutually contested resources are captured by competing species, the inferior competitor can use less of the contested resource for its own growth and reproduction. Eventually, it may die when resource uptake falls below a metabolic threshold (Lin et al., 2012; Schmitz, 2000). Enemy attack can strongly weaken a plant through damage of plant tissue or organs and even result in lethal consumption. Loss of tissue may pose an additive negative effect on plants under competition (Heard and Sax, 2013; Kim et al., 2013; Kuijper et al., 2004). In fact, invasion biology studies have often pointed out that very effectively expanding, i.e., invasive, non-native species suffer less from enemy attack than native or
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non-invasive non-native species (Cappuccino and Carpenter 2005; Matter et al. 2012; but see Heard and Sax 2013.) This effect, referred to as enemy release, is one line of argument to explain invasiveness of non-native plant species in intercontinental invasions (Joshi and Vrieling, 2005; Keane and Crawley, 2002). Since lately enemy release is also studied in intracontinental range shifts, motivated by long-distance dispersal of plant species (Engelkes et al., 2008; Harvey and Fortuna, 2012; Nehrbass et al., 2006).

Traits of species mediate interactions and are often used to describe community composition in classical community ecology (McGill et al., 2006). Intercontinental invasion biology relies on certain traits that are shared by successful invaders to inform risk assessments. However, the trait set of the “perfect invader” remains to be found (Speek et al., 2011). Further, it is largely unclear how strongly trait sets vary under different interaction regimes. For our model, we use the framework of biotic resistance composed of resource competition and herbivore attack (Levine et al., 2004). We describe novel species by a set of traits to respond to these components of biotic resistance. Our central model aim is to assess how non-native species with different trait profiles can establish in a novel community despite negative biotic interactions.

The traits used in the model reflect the ability of a plant to (a) compete with neighbours and (b) defend against enemies. Based on size-symmetric competition models (Connolly and Wayne, 1996; Damgaard and Weiner, 2008), we use seed mass as a measure of plant size and as the trait representing competitive ability (Metz et al., 1992). Other traits have also been associated with competitive strength (Goldberg, 1996), but plant size is a straightforward measure (Domingos, 1999), which is well supported (Aikio, 2004; Weiner and Damgaard, 2006). Mechanical barriers and toxins belong to the traits a plant can use to prevent herbivore attack, and often plants build up a complex defence syndrome of multiple traits (Agrawal and Fishbein, 2006). For our purpose, the form of defence mechanism is not of interest. Thus, we implemented the defence mechanism as the stochastic ability of enemy repulsion.

In summary, the aim of the model presented here is to systematically investigate how local establishment success of non-native species is influenced by biotic resistance of the native community, by competition and defence traits of non-natives, and by the interaction of biotic resistance and traits. We present a comprehensive analysis of the consequences of a
Table 3.1. – Parameter values for traits of non-native plants. Seed weight was directly measured and averaged from plant material used in the preceding experiment (Radny et al., 2018) and based on the species S. capensis and B. fasciculatus. We chose maximum biomass relative to the native community. Repulsion of herbivores was averaged over all strongly and weakly defended species in the preceding experiment respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competitive strength</td>
<td></td>
<td></td>
</tr>
<tr>
<td>values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seed weight</td>
<td>mg</td>
<td>3</td>
</tr>
<tr>
<td>Maximum biomass</td>
<td>mg</td>
<td>15.000</td>
</tr>
<tr>
<td>Defensive strength</td>
<td></td>
<td></td>
</tr>
<tr>
<td>values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repulsion of herbivores</td>
<td>[]</td>
<td>0.7</td>
</tr>
</tbody>
</table>

broad range of parameters representing biotic resistance and species traits for non-native species survival and thus local establishment.

3.2. Model description

Our model description follows the ODD protocol (Grimm et al., 2006, 2010). Model structure is partly based on (Lin et al., 2012).

3.2.1. Purpose

The model compares first generation establishment success of generic range expanding species in a novel community, based on a hypothetical ecological profile. The ecological profile is expressed by combinations of high or low ability to compete with neighbouring plants and defend against insect herbivores. We assign seed size to competitive ability and repulsion of herbivores to defence ability (table 3.1). In the following, generic species are called “species” for better readability.

3.2.2. Entities, state variables, and scales

We implemented two general types of agents, plants and herbivores. Plants are non-mobile agents, characterized by their x-y-position and values related to growth, reproduction and defence (tables 3.1 and 3.2). On initialization, the plants are represented as seeds and hatch in the first step. We distinguish two general types of plants, native and non-native,
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Table 3.2 – Parameter values for traits of native plants. Note that maximum age is aligned for all species. Reproduction and dispersal values are not considered for native species as we were not interested in the fate of native species in this approach. Parameter values were either directly retrieved or approximated (*) from the available literature. The composition of the native community in uneven mixtures is based on seed bank values. Initial seed density for F. rubra (**) has been approximated from vegetation cover (30 percent) as retrieved from Edwards and Crawley (1999), assuming that all seeds germinate and build the entire native community.

<table>
<thead>
<tr>
<th>Species</th>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plantago lanceolata</td>
<td>Seed weight</td>
<td>mg</td>
<td>1.4</td>
<td>Schmitt et al. (1992)*</td>
</tr>
<tr>
<td></td>
<td>Maximum biomass</td>
<td>mg</td>
<td>8.000</td>
<td>Janeček et al. (2014)</td>
</tr>
<tr>
<td></td>
<td>Repulsion of herbivores</td>
<td></td>
<td>0.4</td>
<td>Radny et al. (2018)</td>
</tr>
<tr>
<td></td>
<td>Initial seeds</td>
<td></td>
<td>85</td>
<td>Edwards and Crawley (1999)</td>
</tr>
<tr>
<td>Hypericum perforatum</td>
<td>Seed weight</td>
<td>mg</td>
<td>0.09</td>
<td>Fox et al. (1999)</td>
</tr>
<tr>
<td></td>
<td>Maximum biomass</td>
<td>mg</td>
<td>5.800</td>
<td>Vilà and Weiner (2004)</td>
</tr>
<tr>
<td></td>
<td>Repulsion of herbivores</td>
<td></td>
<td>0.9</td>
<td>Radny et al. (2018)</td>
</tr>
<tr>
<td></td>
<td>Initial seeds</td>
<td></td>
<td>98</td>
<td>Matus et al. (2005)</td>
</tr>
<tr>
<td>Agrostis capilaris</td>
<td>Seed weight</td>
<td>mg</td>
<td>0.06</td>
<td>Stukonis and Slepetys (2013)</td>
</tr>
<tr>
<td></td>
<td>Maximum biomass</td>
<td>mg</td>
<td>4.000</td>
<td>Ehlers (2011)</td>
</tr>
<tr>
<td></td>
<td>Repulsion of herbivores</td>
<td></td>
<td>0.3</td>
<td>Radny et al. (2018)</td>
</tr>
<tr>
<td></td>
<td>Initial seeds</td>
<td></td>
<td>1.343</td>
<td>Edwards and Crawley (1999)*</td>
</tr>
<tr>
<td>Festuca rubra</td>
<td>Seed weight</td>
<td>mg</td>
<td>0.77</td>
<td>Larson et al. (2001)</td>
</tr>
<tr>
<td></td>
<td>Maximum biomass</td>
<td>mg</td>
<td>12.000</td>
<td>Corbin and D’Antonio (2004)*</td>
</tr>
<tr>
<td></td>
<td>Repulsion of herbivores</td>
<td></td>
<td>0.3</td>
<td>Radny et al. (2018)</td>
</tr>
<tr>
<td></td>
<td>Initial seeds</td>
<td></td>
<td>654</td>
<td>Edwards and Crawley (1999)**</td>
</tr>
</tbody>
</table>

and twelve species, of which four are native and eight are non-native. Parameters have been retrieved from a preceding experiment (Radny et al., 2018) and from the literature.

The simulated world comprises of a homogenous 100 x 100 cell grid. Each grid cell represents 1cm², thus we model a 1 x 1 m plot. To avoid edge effects, the world is a torus, i.e., opposing edges are connected Grimm and Railsback (2005).

Each time step represents one day. A simulation comprises 76 days, i.e., the average lifespan of a non-native species in the preceding experiment. The simulation was aborted earlier if no non-native individuals were left on the grid.

3.2.3. Process overview and scheduling

During each time step, the simulation routine is exerted in the following order: herbivores appear and feed on random plants, competition intensity is calculated for each plant individual, plants grow according to this competition intensity and plants age. After 76 days,
the plants produce and disperse seeds and die. Dead plants are removed from the grid. The process schedule is visualized in fig. 3.2.

3.2.4. Basic principles

We follow the assumption that community composition can at least partly be related to biotic interactions and that biotic interactions are closely connected to functional traits of species (McGill et al., 2006). We apply a basic profile of functional traits related to the ability of species to (a) compete with neighbours and (b) defend against enemies. We also address biotic resistance, i.e., negative impacts of resident herbivores and competitors on non-native plants, which can influence local establishment success (Kempel et al., 2013).

3.2.5. Emergence

Several patterns related to individual plant development and population dynamics emerge from the model. Examples include spatial patterns of plant individuals, population dynamics of non-native and native plants, reproductive output, and plant size distributions. For the purpose of this paper, we focus on initial and final number of individuals of nonnative species per time step as a basis for deriving survival rate in the establishment phase (see section 3.2.12).

3.2.6. Interactions

We explicitly model competitive interactions between neighbouring plants via the Zone-Of-Influence (ZOI) approach (Lin et al., 2012; Weiner and Damgaard, 2006). Furthermore, herbivores interact with plants by consuming parts of the aboveground biomass of the
encountered plants.

3.2.7. Stochasticity

Plant individuals are initialized with random x-y-coordinates. To reflect individual deviance from population mean values, initial biomass of plants is calculated as seed mass multiplied by a random number, drawn from a normal distribution with a mean of 1 and a standard deviation of 0.1. Instead of defining fixed relative growth rates (rgr), plants determine their own growth rate through

\[
\frac{\ln(\text{maximum biomass}) - \ln(\text{initial biomass})}{\text{maximum age}}
\]  

(Hunt, 1982). This approach propagates the stochasticity involved in initial biomasses to the distribution of relative growth rates. Daily density of herbivores is stochastic, as grasshopper density is multiplied with a stochastic number of meals per herbivore (see Submodels: Herbivory). Success of each foraging attempt of herbivores on a given plant is stochastic, based on the repulsion value of the plant.

3.2.8. Initialization

Each simulation run starts with placement of seeds on the grid at random xy-positions. Initial native community population size is based on plant densities in the preceding greenhouse experiment (Radny et al., 2018). In that experiment, planting pots of 18x18 cm carried either 12 or 44 native individuals, i.e., ~300 or 1,100 individuals per m². Mixtures of native species are based on either the experiment or approximated literature values (table 3.2) depending on the simulation scenario (table 3.3). For experiment-based mixtures, each native species is represented with the same number of individuals, called “even mixture” hereafter. For literature values, we use the reported seed bank size of the respective species as initial numbers (table 3.2), called “seedbank mixture” hereafter. Per simulation scenario, there is one non-native species mixed into the native community. Different simulation scenarios were run with initially 8, 16, 32, 64, 128 and 256 seeds of non-native species. These scenarios reflect different levels of introduction efforts or proximity to core
range with higher population densities (Kolar and Lodge, 2001).

### 3.2.9. Input data

The model does not require any input data beyond the model parameters.

### 3.2.10. Submodels

#### Herbivory

Herbivore agents are created at the beginning of each time step (fig. 3.2). The grasshopper Locusta migratoria is used as herbivore model species due to its wide distribution (CABI, 2013) and generalist feeding behaviour (Macel et al., 2005; Schmitz, 1997). We had also chosen this species as herbivore in the preceding experiment (Radny et al., 2018).

Herbivore density is varied based on literature values and density in the experiment, ranging from 3.2 grasshoppers per m$^2$ (literature value Ledergerber et al. 1997) to 75 grasshoppers per m$^2$ (experimental value, based on Morriën et al. 2011). One scenario is implemented without herbivores (table 3.3). Here, neither native nor non-native species experience herbivory.

*L. migratoria* consumes 50–70 mg of plant material per day Simpson and Abisgold (1985). Consumption does not happen all at once, but in 7 to 10 meals of about 7.5 mg each. In a natural setting, it is not likely that a highly mobile insect is feeding on the same plant individual all day. Thus, we implemented in-between meal movement. To reduce computing effort, we created one dummy herbivore individual per meal. The number of dummy herbivore individuals that represent one herbivore was determined by multiplying each herbivore by a random number drawn from the interval [7, 10]. This may, for instance, lead to eight dummy herbivore individuals representing eight meals of herbivore A plus ten dummy herbivore individuals representing ten meals of herbivore B and so forth. The movement of the dummy herbivore individuals reflects in-between meal movement of the original herbivores. This simplification is justified, because we are not interested in the fate of individual herbivores, but just their effect on plant biomass. This multiplication allows us to model a process which is operating at a finer temporal scale than the global time step.
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Each dummy herbivore is initialized at random x-y-coordinates and approaches a random plant in a radius of 50 patches. To consume the approached plant, a random number drawn from the interval [0, 1] must be greater than the repulsion value of the respective plant. A high repulsion value thus represents high defence of a plant, e.g., through physical barriers or toxins. If dummy herbivores are not successful with foraging, they leave that meal out and are removed from the grid. This procedure still adequately represents the overall effect of herbivory on plants. All successful dummy herbivores are removed directly after foraging. Thereby, herbivore density fluctuates daily. As we observed in our greenhouse experiment (Radny et al., 2018), a plant dies in the model if more than 90% of its current biomass is consumed by herbivores, and it is removed from the grid.

Plant competition and growth

Plants interact competitively with their neighbours. To model competition, we follow the Zone-Of-Influence (ZOI) approach (Berger et al., 2008; Lin et al., 2012; Weiner and Damgaard, 2006; Weiner et al., 2001). The ZOI of a plant is represented by a circular area $A_{ZOI}$ with radius $r$. Based on Lin et al. (2012), radius $r_i$ is allometrically related to biomass $B$ of plant $i$ at time $t$:

$$r_i = B_i(t)^{3/8} \sqrt{\frac{1}{\pi}}. \quad (3.2)$$

Note that $B(t)$ is determined after herbivore attack. Based on Lin et al. (2012), plant growth in the next time step is determined by the relative plant growth rate $r_{gr}$, the area of the ZOI $A_{ZOI}$, current biomass $B$ and maximum biomass $B_{max}$:

$$\frac{dB}{dt} = r_{gr} * A_{ZOI} * \left(1 - \left(\frac{B}{B_{max}}\right)^{1/4}\right) \quad (3.3)$$

In most cases, the ZOI of a plant covers several grid cells. Thus, $A_{ZOI}$ consists of the sum of the area of the grid cells $c$ that are occupied. Equation 3.3 applies when a plant is
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![Diagram of Zone-of-Influence (ZOI) concept with three plant individuals: A, B, and C. Each plant is represented as a green circle with radius r related to biomass of the plant. Each plant's ZOI comprises several grid cells. Patches in light green areas are occupied by one plant only. Resources on these patches are captured by that plant alone as described in eq. 3.3. Where ZOIs of plants overlap, the individual plants share the available resources according to the degree of asymmetry of competition (see eq. 3.5).]

Figure 3.3. Illustration of the Zone-of-Influence (ZOI) concept with three plant individuals. Each plant is represented as a green circle with radius r related to biomass of the plant (see eq. 3.2). Each plant's ZOI comprises several grid cells. Patches in light green areas are occupied by one plant only. Resources on these patches are captured by that plant alone as described in eq. 3.3. Where ZOIs of plants overlap, the individual plants share the available resources according to the degree of asymmetry of competition (see eq. 3.5).

Growing without neighbours, i.e., none of the cells within \( A_{ZOI} \) is occupied by another but the focal plant.

When two or more plants are neighbours, i.e., their ZOIs overlap in at least one cell (fig. 3.3), plant \( i \) calculates its effective area \( A_{eff,i} \) as the sum of the area of the grid cells \( c \) it occupies, each weighted by the proportion of its current biomass \( B_i(t) \) relative to the total biomass of all overlapping plant individuals \( j \) to \( k \) in this grid cell, modified by the degree of asymmetry of competition \( \Theta \) (Lin et al., 2012; Weiner and Damgaard, 2006):

\[
A_{eff,i}(t) = \sum_{c_i} \frac{B_i(t)^\Theta}{\sum_{j}^k B_j(t)^\Theta} dc
\]  

(3.4)

where \( dc \) is the area of the respective grid cell \( c \). In our case, all grid cells have the same area. Thus, instead of using \( dc \) as in eq. (3.4), the summed area of the grid cells of the
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ZOI of plant \(i\) can be rearranged and expressed in terms of the biomass of plant \(i\) (Lin et al., 2012):

\[
A_{\text{eff},i}(t) = B_i(t)^{3/4} \sum_c \frac{B_c(t)^\Theta}{\sum_i B_i(t)^\Theta}
\]

(3.5)

We use the degree of asymmetry as a measure of competition intensity. Intensity of competition determines how the contested resources at any patch are shared among the competing plants, depending on their biomass relative to the other competitors. With \(\Theta=0\), resources are shared equally among plants regardless of their biomass. Increasing \(\Theta\) leads to an increasing weight of biomass for capturing contested resources in a shared cell. With \(\Theta=1\), a larger plant receives a larger share of the contested resources than a smaller plant, proportional to its biomass (perfect size-symmetry). Mathematically, \(\Theta\) can be located between 0 and \(\infty\) (Schwinning and Weiner, 1998), but for our purpose, we use \(\Theta=0, 0.5\) and 1 in different model runs. Plant growth under competition is implemented following Lin et al. (2012) as:

\[
\frac{dB}{dt} = rgr \times A_{\text{eff}} \times \left( 1 - \left( \frac{B}{B_{\text{max}}} \right)^{1/4} \right)
\]

(3.6)

The difference between eqs. (3.3) and (3.6) is that either all resources within the zones of influence are considered to calculate growth regardless of neighbouring competitors \(A_{\text{ZOI}}\), or that only the share of resources captured after competition with neighbours are considered to calculate growth \(A_{\text{eff}}\). If growth and resource uptake fall below the threshold of 0.05 of \(B^{3/4}\), the plant cannot serve its metabolic costs and dies (Lin et al., 2012; Schmitz, 2000). Overall, plant growth is strongly determined by plant biomass in our model (fig. 3.10)
Plant reproduction and dispersal

When plants reach maturity, i.e., maximum age, they produce seeds as a function of their final biomass. So under strong competition, final biomass does not necessarily match maximum biomass. In our greenhouse experiment (Radny et al., 2018), we obtained a positive correlation between aboveground biomass and seed mass, i.e., total mass of all seeds produced per plant. We use this empirical correlation to determine seed mass per plant in the model, i.e., a ratio of 0.41 mg seed mass per mg shoot biomass for strong competitors and 0.65 mg seed mass per mg shoot biomass for weak competitors. The number of seeds per plant is implemented in the model as seed mass produced by the respective plant divided by average weight of a single seed (table 3.2). We included stochastic variation of number of seeds of ±10%. To reduce computational ballast, the number of seeds produced is reduced by winter mortality, including seed predation, and germination probability is applied. Thus, only seeds that survive winter and germinate in the next year are explicitly created. Seeds are then dispersed in a random angle with dispersal distance following a Weibull distribution to allow for long-distance dispersal (Colbach and Sache, 2001; Paradis et al., 2002). Number of seeds remaining on or being dispersed beyond the parental patch is recorded together with dispersal distance of each seed for future scaling-up of the model.

3.2.11. Model parametrization and validation

Model parameters were partly derived from literature and partly from a preceding greenhouse experiment (Radny et al., 2018, see also chapter 2). The greenhouse experiment was conducted at the NIOO-KNAW in Wageningen, The Netherlands. There, we planted microcosms of 18x18 cm with a native community of four plant species mixed with one non-native species per microcosm. The non-native species in the experiment differed in life-history traits related to competitive and defensive strength. In a fully crossed design, non-native species were exposed to two densities of natives to create different intensities of competitive pressures. Low density microcosms were planted with 12 individuals of native species and four individuals of one non-native species. High density microcosms were planted with 44 individuals of the native species and four individuals of one non-native species. Half of the microcosms were exposed to herbivory by two generalist herbivore species, Locusta migratoria (L.) and Mamestra brassicae (L.). We harvested the micro-
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cosms when non-native individuals had finished their seed production and recorded dry aboveground biomass, seed mass, and other performance parameters (Radny et al., 2018).

For parameterization of non-native species in the model, we used data on the Mediterranean grass species *Stipa capensis* (Thunb.) and *Bromus fasciculatus* (C.Presl) from our experiment and from the literature (table 3.1). The model differentiates between four trait profiles of generic non-native species: strong versus weak competitors combined with strong versus weak defenders.

Competitive strength is represented by average seed weight of *S. capensis* for strong competitors and *B. fasciculatus* for weak competitors (table 3.1). Maximum biomass was assigned as a value relative to the native community (table 3.2). Additionally, we derived the fitness measure biomass-seed mass ratio from the preceding experiment by dividing total seed mass by total aboveground biomass of a species. This ratio was different for strong and weak competitors in the experiment and thus serves as another distinctive index for competitive strength (table 3.1).

Defensive strength was modelled as repulsion of herbivores reflecting the chance of a plant to avoid herbivore attack. Repulsion values were derived from the percentage of individuals without or less (>5%) clearly visible leaf damage of all individuals of a species that were exposed to herbivory during the preceding experiment. Values for strong defenders were obtained from *B. fasciculatus*, whereas values for weak defenders were obtained from *S. capensis* (table 3.1).

The parameterization of the native community in the model is based on the species in the experimental native community, i.e., *Agrostis capillaris* (L.), *Festuca rubra* (L.), *Hypericum perforatum* (L.) and *Plantago lanceolata* (L.). These four species are fairly widespread over Europe (Roscher et al., 2004), and thus range-expanding plants from southern latitudes are likely to encounter these species as interaction partners. With the exception of repulsion of herbivores which was based on the overall observations of high and low attacks in the preceding experiment, parameters used in the model for native species were based on literature data (table 3.2).

No independent data were available for direct comparison with model outputs. Therefore, we discussed comparisons of model outputs with the results of our preceding experiment.
and conducted a scenario analysis (table 3.3) and a sensitivity analysis to systematically explore the parameter space to explain as much output variation as possible.

### 3.2.12. Scenario analysis

The major goal of our simulation model was to investigate the local establishment of non-native species in a novel community, based on different trait configurations. To assess local establishment, we determined final population size, i.e., the number of reproducing adults at the end of a simulation run.

To account for scenario-based differences in initial population sizes, we calculated survival
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Table 3.3. – Overview of components of model scenarios. Model scenarios were put together by choosing one level per component. All possible combinations of levels were run in our model analysis.

<table>
<thead>
<tr>
<th>Components of model scenario</th>
<th>Number of levels</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trait profiles</td>
<td>4</td>
<td>high competitive and high defensive (HiAll), high competitive and low defensive (HiComp), low competitive and high defensive (HiDef), low competitive and defensive (LowAll)</td>
</tr>
<tr>
<td>Initial population size of non-natives</td>
<td>6</td>
<td>8, 16, 32, 64, 128, 256</td>
</tr>
<tr>
<td>Competition intensity or asymmetry (Θ)</td>
<td>3</td>
<td>0, 0.5, 1</td>
</tr>
<tr>
<td>Community density</td>
<td>2</td>
<td>same initial density of all species (even), species initial densities differ based on reported seed bank sizes and germination rates (literature based)</td>
</tr>
<tr>
<td>Herbivore density</td>
<td>3</td>
<td>no herbivores (control), 3.2 herbivores per m² (low) 18.75 herbivores per m² (high)</td>
</tr>
</tbody>
</table>

rate as the ratio of final and initial numbers of non-native species. Model scenarios include the four different trait profiles (high and low competitive and defensive strength), six levels of initial population size of non-natives, three levels of competition intensity, two levels of community density, two levels of mixture of the native community, and three levels of herbivore density (table 3.3 and fig. 3.4). The competition index Θ describes the degree of intensity or asymmetry in competition and takes the values 0, 0.5 and 1 in our model. For the factor mixture of native community, native individuals are either mixed evenly or the percentage of native individuals of a species is derived from literature values about seedbank sizes (for more detail, see section 3.2.8).

To reach our overall goal, we applied a binomial generalized linear model of the form:

Survival of non-natives ~competitive strength of non-natives + defensive strength of nonnative species + initial population size of non-natives + competition index Θ + native species density + mixture of native species + herbivore density

and all two-way interactions.

To account for overdispersion, we used a quasibinomial model. We simplified the generalized linear model by removing non-significant terms (p≤0.05) one by one, starting with
the interactions, until only significant terms were left in the model. If a non-significant main term was part of at least one significant interaction term, we kept the main term in the model. This procedure led to the removal of the interactions between native species density and mixture of native species, defensive strength of non-natives and mixture of native species, and competitive and defensive strength of non-native species. We used a chi-squared test to establish that the residual deviance was significantly reduced compared to the residual deviance of the null model. We used the software R version 3.3.3 (Team, 2016) for data analysis.

3.2.13. Sensitivity analysis

We conducted a sensitivity analysis to assess the relative importance of the input parameters with respect to model output. To this end, we used the same combinations of parameter values as in the scenario analysis (table 3.3) except for the parameters mixture of the native community and trait profile of the non-native species. Instead of these parameters, we ran sensitivity simulations with only one native species and one non-native species each, which were called species 1 and species 2. This approach made it possible to systematically assess the full range of possible trait values and not just the fixed trait profiles used for native and non-native species in the scenario analysis. The tested traits were seed weight, maximum biomass, repulsion of herbivores, seed mass per shoot mass, and germination probability for species 1 and species 2. To save computing time and still cover as much trait parameter space as possible, we applied Latin Hypercube Sampling (McKay et al., 1979) to assemble the trait profiles for the sensitivity analysis.

We drew 15 samples from uniform distributions in the cases of repulsion (between 0 and 1) and germination probability (between 0.002 and 0.9) and from log2-distributions in the cases of seed weight (between 0.06 and 6), maximum biomass (between 3,000 and 30,000), and seed mass per shoot mass (between 0.02 and 6). The sampling distributions and ranges were determined based on our experience with the model simulations and always captured the range of the standard model parameterization. The values for each trait were randomly rearranged and then assembled into 15 trait profiles for species 1 and 15 trait profiles for species 2. Simulations were conducted with the full factorial combination of the remaining parameters from the scenario analysis (table 3.3) for each of the 15 combinations of trait
profiles of species 1 and 2. Model output was survival of species 2.

The results of the simulations were analysed with a generalized linear model with quasibinomial errors in the same way as in the scenario analysis. This included model simplification and checking. To assess the sensitivity of the model output to the input parameters, standardized model coefficients were calculated by dividing model estimates by their standard errors. The absolute values of the standardized model coefficients were divided by their sum to obtain sensitivity values between 0 and 1. Sensitivities were sorted and plotted for comparability.

### 3.3. Results

Table 3.4 – Effects of trait values (competitive and defensive ability) and community configuration (herbivore density, community density and mixture, intensity of competition and initial number of non-natives) on survival of nonnative species in a generalized linear model with quasibinomial errors presented as estimates of the effects and their corresponding standard errors, t-values and p-values. The Intercept corresponds to low competitive ability, low defensive ability, high community density and even community mixture. Asterisks indicate p-values smaller than 0.01 (**) or 0.001 (***)

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>Std. Error</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-2.43</td>
<td>0.020</td>
<td>-118.68</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>High competitive ability (comp)</td>
<td>10.38</td>
<td>0.033</td>
<td>312.34</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>High defensive ability (Def)</td>
<td>-0.22</td>
<td>0.017</td>
<td>-13.05</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Initial number of non-natives (InitNN)</td>
<td>0.006</td>
<td>0.000</td>
<td>75.87</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Herbivore density (DensHerb)</td>
<td>0.48</td>
<td>0.010</td>
<td>46.68</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Competition intensity Θ (Theta)</td>
<td>-2.61</td>
<td>0.032</td>
<td>-81.89</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Low community density (DensComm)</td>
<td>0.53</td>
<td>0.017</td>
<td>31.77</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Uneven community mixture (Mix)</td>
<td>-0.005</td>
<td>0.016</td>
<td>-0.34</td>
<td>0.73</td>
</tr>
<tr>
<td>Comp:InitNN</td>
<td>-0.014</td>
<td>0.000</td>
<td>-141.82</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Comp:DensHerb</td>
<td>-0.28</td>
<td>0.008</td>
<td>-32.81</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Comp:Theta</td>
<td>-2.67</td>
<td>0.021</td>
<td>-127.50</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Comp:DensComm</td>
<td>-1.20</td>
<td>0.014</td>
<td>-82.55</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Comp:Mix</td>
<td>-0.67</td>
<td>0.014</td>
<td>-47.95</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Def:InitNN</td>
<td>0.0005</td>
<td>0.000</td>
<td>7.59</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Def:DensHerb</td>
<td>0.023</td>
<td>0.006</td>
<td>3.89</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Def:Theta</td>
<td>0.14</td>
<td>0.011</td>
<td>12.80</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Def:DensComm</td>
<td>0.064</td>
<td>0.010</td>
<td>6.63</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>InitNN:DensHerb</td>
<td>-0.0004</td>
<td>0.000</td>
<td>-11.44</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>InitNN:Theta</td>
<td>-0.001</td>
<td>0.000</td>
<td>-10.09</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>InitNN:DensComm</td>
<td>0.0008</td>
<td>0.000</td>
<td>12.07</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>InitNN:Mix</td>
<td>0.0005</td>
<td>0.000</td>
<td>7.29</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>DensHerb:Theta</td>
<td>-0.121</td>
<td>0.009</td>
<td>-12.88</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>DensHerb:DensComm</td>
<td>-0.158</td>
<td>0.006</td>
<td>-26.61</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>DensHerb:Mix</td>
<td>-0.016</td>
<td>0.006</td>
<td>-2.71</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Theta:DensComm</td>
<td>0.544</td>
<td>0.016</td>
<td>33.49</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Theta:Mix</td>
<td>0.629</td>
<td>0.016</td>
<td>40.43</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>
All main and interaction terms in the generalized linear model contributed significantly to survival of non-native species ($p<0.01$) except for mixture of native species (table 3.4). The importance of competitive strength was very dominant and was a much stronger source of variation than defensive ability for survival of non-natives (main effects Comp and Def in table 3.4 and fig. 3.5).

![Figure 3.5](image)

**Figure 3.5.** – Survival rates of non-native plants with different trait profiles. The trait profiles are: high competitive and high defensive (HiAll), high competitive and low defensive (HiComp), low competitive and high defensive (HiDef), and low competitive and low defensive (LowAll). Values were averaged over all scenarios.

Overall, weak competitors had a much lower survival rate than strong competitors. Although the populations of weak non-native competitors had an increased chance of persistence with an increasing initial population size they were not able to catch up with survival rates of strong competitors (interaction Comp:initNN in table 3.4 and fig. 3.6). This was the case even though the survival of strong competitors was significantly negatively influenced by the population size of non-natives (interaction Comp:initNN in table 3.4 and fig. 3.6).

Intensity of competition $\Theta$ had a marked negative effect on survival rates of non-native plants, especially on weak competitors (main effect Theta and interaction Comp:Theta in table 3.4 and fig. 3.7). For weak competitors, average survival dropped by 80% when comparing equal share ($\Theta=0$) and perfect size-symmetry ($\Theta=1$). The decrease in survival
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Figure 3.6. – Survival rates of non-native plants under different invasion levels in high density (A) and low density (B) native communities. Invasion level corresponds to initial population sizes of 8, 16, 32, 64, 128 and 256 individuals of the non-native species. Non-natives are split into the following trait profiles (in each block from left to right): high competitive and high defensive (HiAll, orange), high competitive and low defensive (HiComp, green), low competitive and high defensive (HiDef, blue), and low competitive and low defensive (LowAll, purple).

rate was more severe in the even community mixture, as well as under high community density (interactions Comp:Mix and Comp:DensComm in table 3.4 and fig. 3.7). Strong competitors were neither visibly affected by community mixture nor by increased population densities (fig. 3.7).

In our model runs, we found that herbivores were only able to kill a plant in very early stages when they were very small. Herbivore damage increased survival of weaker competitors by a factor of up to 1.5 (main effect DensHerb in table 3.4 and fig. 3.8). Weak competitors were also usually smaller than strong competitors. For strong competitors, this effect was the other way round, i.e., presence of herbivores was on average lowering the mean survival rate (interaction Comp:DensHerb in table 3.4 and fig. 3.8). However, for strong competitors the decrease in survival rate was almost intractable, lowering survival by only 4% under complete size symmetry. Strongly defended species with 70% probability of repulsion only had a minor advantage in survival over weakly defended species with 40% probability of repulsion (main effect Def in table 3.4).
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Figure 3.7. Effect of the intensity of competition $\Theta$ on survival rates of non-native plants in different configurations of the resident community. (A, C) show high density of natives, (B, D) show low density of natives. Note that different initial numbers of non-natives are not separated in this figure. (A, B) show an even mixture of natives in the initial community, (C, D) show a mixture based on literature values of seed bank sizes. With $\Theta=0$, resources are shared among competitors regardless of their biomass, with $\Theta=1$, resources are shared proportionally to the biomass of the individual competitors. $\Theta=0.5$ reflects an intermediate stage. Non-natives are split into the following trait profiles (in each block from left to right): high competitive and high defensive (HiAll, orange), high competitive and low defensive (HiComp, green), low competitive and high defensive (HiDef, blue), and low competitive and low defensive (LowAll, purple).

The sensitivity analysis showed that the model output survival of species 2 was most sensitive to the interaction between competition index $\Theta$ and seed weight, then to maximum biomass, the interaction between the seed weights of the two competing species, the interaction between seed weight and germination probability of the same species, and the interaction of seed weight of species 1 with maximum biomass of species 2 (fig. 3.9). Germination probability and seed weight were the next most important inputs for determining survival of species 2, together with the interaction between seed weight and repulsion of herbivores, competition index 2, and repulsion of herbivores. Overall, species traits and
3.4 Discussion

Figure 3.8. – Survival rate of non-native species at different herbivore densities. Herbivore densities: no herbivores as control scenario (white bars), 3.2 herbivores per m² (light grey bars), and 18.75 herbivores per m² (dark grey bars). Non-natives are split into the following trait profiles: high competitive and high defensive (HiAll), high competitive and low defensive (HiComp), low competitive and high defensive (HiDef), and low competitive and low defensive (LowAll).

their interactions dominated the sensitivity ranking, whereas scenario parameters such as herbivore density, initial population size of non-natives and native species density were less important. Only the competition index Θ had a large, mostly indirect influence on survival of species 2 via interactions with species traits. In contrast to biomass- and competition-related parameters, herbivory-related parameters such as herbivore density and repulsion of herbivores played relatively minor roles for survival of species 2.

3.4. Discussion

With our model, we investigated the establishment success of different types of generic non-native plant species in a resident native community. We targeted three aspects that might influence establishment success: trait profile of the non-native species, biotic pressures of the resident community, and the interactions between traits and pressures.

The sensitivity analysis showed that model outputs were much more sensitive to species
Figure 3.9. Standardized sensitivities of model output to model parameters. Standardized sensitivities were a result of a generalized linear model of simulation results after statistical model simplification. Simulations were conducted with two species each, which corresponded to “native” and “non-native” species in the scenario analysis, but whose trait profiles were assembled here independent of real species (trait names ending with “1” or “2”). Model output was survival of species 2. Model parameters covered biotic pressures, traits (names starting with “t”), and their interactions. Biotic pressures included competition index (Theta), community density (DensComm), initial number of “non-natives” (InitNN), and density of herbivores (DensHerb). Traits included seed weight (tSeedWeight), maximum biomass (tMaxBiomass), germination probability (tGermProb), and repulsion of herbivores (tRepuls).
traits and interactions between species traits and biotic pressures than to biotic pressures alone. Thus, care should be taken in the choice of experimental and model species and the traits they represent.

Competitive pressures and competitive traits exerted a much stronger influence on establishment success than pressures and traits related to herbivory. This was supported by scenario analysis and sensitivity analysis. Strong competitive traits were negatively correlated with initial density of non-natives in their effect on survival rates while a low initial number of non-natives with strong competitive ability resulted in high survival. We expect this might be due to a potential release effect from competition. These scenarios may for instance reflect distant satellite populations or the very edge of the expansion front, because there is evidence that population density on the range borders can be lower than in the core range (Brown, 1984). High survival in these conditions may translate to an effective range shift, and this is more likely if long distance dispersal is included. However, a higher initial number led to a decrease of survival rate for strong competitors. An explanation may be that the high density of individuals with strong competitive traits led to a milieu of competitive stress, provoking intra-specific self-thinning effects (Morris, 2003). In our model setting, there was no evidence of complete extinction of non-native species due to competitive stress. Thus, the high intra-specific competition decreased individual survival, but did not decrease establishment success of the populations. It would thus probably not strongly impede range expansion of non-native species. Rather, this may contribute to stabilizing the range expansion. Populations of weak competitive plants showed much lower survival at lower densities than strong competitors, implying a much lower chance of long-term establishment. Survival of weak competitors required very high initial numbers to exceed survival at low initial numbers of individuals in the population. This might be due to the sheer mass of non-native individuals that competed with the native community. In the most extreme setting 256 non-native individuals faced 300 native competitors. Thus, even if native species were the stronger competitors, a high number of weak non-native competitors might be able to overcome the biotic resistance, a trend that has already been observed in studies of intercontinental invasions (Lockwood et al., 2005; Simberloff, 2009). This effect was clearly observable although there was only a small difference between seed weight of weak non-native species and native competitors. We expect the effect to be even more pronounced if the difference in seed weight was larger.
The advantage of strong competitors compared to weak competitors persisted in community settings with more intense community-borne competitive stress, i.e., at higher community density and species mixtures with a higher proportion of strong competitors. Higher community density results obviously in a higher number of competitors for each individual plant and thus in most cases a lower amount of resources that can be captured by any plant. For the community mixture, an even number of individuals of all species led to a community with a much larger proportion of strong competitors, i.e., *P. lanceolata*, the largest native species in our setting, than in the seed bank-based mixture. However, since strong non-native competitors were characterized by twice the seed weight of *P. lanceolata* they were probably not massively impacted by numbers of competitors or community mixture. We observed this effect in the preceding empirical experiment as well, where strong non-native competitors were massively dominating the native community (Radny et al., 2018).

These results indicate that a range shift should be more effective for such plants that are strong competitors relative to species of the receiving community, provided that their seeds can reach a novel habitat. For intercontinental invasions competitive strength is one of the major explanations of invasive success (Vilà and Weiner, 2004). In the context of climate-change induced range expansion, this might become just as important or even more important, because changes in the microclimatic regime of habitats beyond current range borders may weaken the currently strong resident competitors and thus increase invasibility of communities (Alexander et al., 2016; Bauer, 2012; Stanton-Geddes et al., 2012). However, the very low survival rates of weak competitors in our model may overestimate the negative impact of community competition on weak competitors in reality. For instance, in our preceding experiment (Radny et al., 2018), drop-out rate of weak competitors was almost zero while in the model weak competitors responded very drastically to increased competitive pressure from the community in form of increased density, mixture and intensity of competitive asymmetry (*θ*). Probably, in our model, we underestimated the abilities of weak competitors to avoid or tolerate competitive pressure from other species. This might be partly due to the implementation of competition with the Zone-of-influence approach. For theoretical models of competition between plant individuals, the Zone-of-Influence approach has been used many times at different degrees of complexity (e.g. Berger et al., 2008; Lin et al., 2012; Weiner and Damgaard, 2006). Despite several simplifications, it is a straightforward and comparatively easy method to investigate competition (Berger et al.,
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However, most of these models address monocultures of species and thus implement the same type of interaction, i.e., degree of asymmetry $\Theta$, for all individuals. Interspecific interactions may be different though from intraspecific interactions due to many different mechanisms. This may not only imply differences in interspecific and intraspecific $\Theta$, but also different $\Theta$-values depending on the identity of the focal species (Connolly and Wayne, 1996). Such mechanisms include for example allelopathy (Bais et al., 2003) or adaption to the competitive disadvantage, e.g., development of shade tolerance in trees (Dislich et al., 2010). Additionally, following the parsimony principle we have not yet considered facilitative interactions in this model, although there are potentially strong impacts of facilitative interactions in plant communities (e.g. Lin et al., 2012). Of course, parameterizing different competition types for all possible interaction partners in our five-species system would require a lot of data, which were not available in our case, and has also been attempted in only very few comparable cases thus far. Thus, we strongly advocate for the extension of multispecies models to incorporate different forms of neighbourhood interactions not only as negative (competition) or positive (facilitation) interactions, but also accounting for different intensities of inter- and intraspecific interactions. This approach will require enhanced efforts in the collection of adequate data for parametrization, but we expect a much better understanding of multispecies systems from such approaches (Svenning et al., 2014).

The effect of herbivory was comparatively small in our model. Accordingly, defensive strength did not play an important role for survival. This may be due to the indirect influence of biomass on survival via its effect on plant growth (fig. 3.10) combined with the fact that model herbivores only consumed absolute amounts of biomass. This means that large plants suffered relatively less from herbivory than small plants. In extra simulations, where herbivores consumed relative amounts of plant biomass, defence traits were much more important for survival than in the standard simulations (see appendix A). Herbivory has been reported to influence range expansion and invasions, i.e., in spatial pattern and speed (Fagan et al., 2005; Herrero et al., 2016), yet it is unlikely that herbivory may entirely block establishment of novel species (Jeschke et al., 2012; Levine et al., 2004). However, although herbivory as a single factor may not pose a hard barrier to establishment, studies found herbivory to be an important interacting effect under competition through altering the competitive impact of individuals (Huang et al., 2012; Kim et al., 2013; Kuijper et al., 2014).
Modelling plant establishment in novel communities

Figure 3.10. – The relationship between plant growth and plant biomass in the model. Each point cloud represents one daily time step in the model as indicated on the righthand side. Plant biomass has a strong influence on plant growth in the model.

2004). Our model results support such an interaction between herbivory and competition, where weak competitors showed increased survival under herbivory, especially with higher densities of herbivores. We suspect that weak competitors benefited from being small relative to their neighbours – either due to initial small size or due to cumulated negative effects on biomass gain from competition. As sharing of the contested resource can depend on the relative biomass of the competitors, loss of biomass due to herbivory can reduce the resource capture of strong competitors, so that more resources are left to neighbouring weak competitors than in scenarios without herbivory. In our model, the minimum amount of resource uptake for maintenance of metabolism and thus survival is directly related to current biomass of the individual (Brown et al., 2004). Thus, even a relatively small increase in resource capture can increase survival of smaller plants. Of course, our model did not capture the full complexity of possible herbivore impacts on plant distribution and range expansion. Body size of herbivores and timing of herbivory have been shown to differentially affect plant biodiversity (Kim et al., 2013; Olff and Ritchie, 1998), as well as presence or absence of specialist herbivores (Joshi and Vrieling, 2005; Lakeman-Fraser and Ewers, 2013). Our extra simulations on relative herbivory (see appendix A) indicate that it may be worthwhile to explore a greater range and resolution of herbivory implementations once the respective data become available for parameterization. Future model extensions
could reflect these factors as well as plant internal mechanisms such as compensatory growth (Lu and Ding, 2012) and increase of defence mechanisms (Strauss and Agrawal, 1999). However, even with our simple model design, we found a significant effect of herbivory – although not the expected global decrease of survival, but an indirect effect through harming the competitors. This indicates that herbivory effects may sometimes be overseen when they are not turning out as expected and that this might also be a reason for contradicting results of similar studies (Jeschke et al., 2012; Levine et al., 2004). For further developments of local competition models in a community context, we advocate to develop approaches that include tolerance strategies. In the frequently used ZOI approach this could be realized by an asymmetry index that is sensitive to the identity of interaction partners.

3.5. Conclusions

We conclude that traits related to competitive strength of species can change the effectiveness of biotic resistance from resident competitors and should be taken into account when attempting to predict establishment success of range expanding species.

Where the impact of herbivores is of minor importance, strong defence traits do not result in an apparent advantage as compared to weak defence. However, herbivory might have a stabilizing effect on competition and thus should not be neglected when analysing range expansion dynamics.

This model may serve as a basis for future large-scale models, where dispersal should be considered as a third important trait to describe range expansion.
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This chapter has not been part of a peer-reviewed publication to date, but is left open for publication in the future. JR established the concept and wrote the text. KM improved the manuscript with valuable comments.

Referenced literature is included in the full thesis literature.

Abstract

The response of plant range dynamics to climate warming is linked to processes on different spatial and temporal scales as well as complex interactions across scales. The prediction of species range dynamics relies on three fundamental questions addressing future local habitat suitability, connectedness between localities, and establishment success in novel habitats. We propose a model concept for the prediction of species range dynamics and embed the model concept in the macrosystems ecology framework. Based on this framework, we identified the relevant processes for predicting the response of species range dynamics to climate warming on a species level (macroscale), a metapopulation level (mesoscale) and a population level (microscale). In line with macrosystems ecology, we also considered interactions between elements (holons) on the same level, cross-scale emergences and cross-scale interactions. On the species level at the macroscale, the overall range dynamics pattern depends on the ratio of extinction and colonialization. The range dynamics pattern at the species level emerges from population growth and dispersal on the mesoscale. Pop-
ulation growth emerges from individual performance as a result of local biotic interactions on the microscale. Cross-scale interactions, especially the impact of climate warming on local habitat suitability and species interactions, and feedback loops, such as the impact of vegetation cover on regional climate conditions, have to be considered for a reasonably realistic prediction of future ranges. While the overall pattern of interest emerges on a macroscale, it is crucially dependent on biotic interactions, operating on a microscale. In complex communities, multispecies interactions on the same and higher trophic levels can be of crucial importance for local dynamics and should not be neglected. The implementation of such a model will be very demanding in terms of parametrization and technical approach. Using hybrid models that combine systems models and individual-based models on different scales and the increasing availability of data and big data handling techniques will potentially allow for the implementation of such a model in the near future.

4.1. Introduction

Understanding range shift dynamics of plants under climate change can help to assess vulnerability of species and ecosystems and give advice for conservation efforts (Ehrlén and Morris, 2015; Freeman et al., 2018). Predictions of range dynamics are particularly challenging, because they require addressing broad spans of spatial, temporal and organizational scales. Here, we propose a model concept that meets this challenge by integrating the recently proposed concept of macrosystems ecology and individual-based modelling.

To predict the range dynamics of a given species, it is necessary to know: (a) which regions will become (un)suitable habitats for that species due to changes of climatic conditions, (b) whether suitable novel habitats can be reached by that given species in a sufficient time frame, and (c) whether that species can establish self-sustaining populations in these habitats. Simulation models are a valuable tool to approach these questions through extrapolation of current patterns to future developments. With varying richness of detail, several types of simulation models have been applied during the last decades to predict species distributions and range dynamics, including correlative models and process-based approaches (Dormann et al., 2012).

Correlative models are a standard approach for modelling species distributions (Araújo and
Pearson, 2005; Elith et al., 2010; Kearney et al., 2010; Tyberghein et al., 2012). For example, bioclimatic envelope models are correlative models that examine the climatic conditions within a focal species current range to assess its climatic requirements. When applying different scenarios of climate warming, these models can identify those regions where a given species might meet similar climatic conditions in the future as in its current range. The basic assumption of these models is the dominant role of climatic conditions on species distributions (Pearson and Dawson, 2003).

Recently, these models have been challenged because important processes are not or only implicitly considered (Araújo and Peterson, 2012; Pearson and Dawson, 2003). Referring to the guiding questions stated in the beginning, strictly correlative models often have shortcomings in addressing the following features: (a) – habitat suitability: adaptation of individuals and evolution of the species to changing conditions, (b) – translocation: dispersal capacity and natural obstacles or anthropogenic landscape fragmentation, and (c) – population establishment: only an implicit consideration of biotic interactions (Heikkinen et al., 2006; Pearson and Dawson, 2003). These factors can crucially impact population and range shift dynamics on a species level and may lead to false estimations of climate-induced range shift dynamics (Brooker et al., 2007; Guisan and Thuiller, 2005; Harvey et al., 2010; Van der Putten, 2012). Adaptation of a local population to changing conditions can attenuate habitat loss caused by climate warming, provided adaptation can keep pace with rates of climate warming (Jump and Penuelas, 2005). Natural obstacles such as mountain ranges or anthropogenic landscape fragmentation can impede dispersal of propagules to suitable novel habitats (Mestre et al., 2017; Saura et al., 2014). Biotic resistance may pose a sincere barrier to establishment of species or slow down the velocity of range shift (Levine et al., 2004). A lack of mutualists or enemies can exert a massive effect on establishment success of species in a novel range (Van der Putten, 2012).

One reason why bioclimatic envelope models often lack or only implicitly consider the features described above is the inherent scale mismatch. Such mismatch arises from different extents and detail (grain) of the observations (Schneider, 2001). For example, despite what some voices utter in popular media, observing the weather of one season in a given region does not allow for conclusions about global climate warming rate (see also section 4.3.3 climate expression across scales). Climate and climate warming are observed on a global or continental scale and over several, most commonly three decades (IPCC, 2014).
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Bioclimatic envelope models operate with similar, e.g. continental extent (e.g. Bakkenes et al., 2002). Yet, at such coarse scales these models cannot capture valuable information about microclimatic conditions, although such microhabitats can form important refuges and stepping stones for persistence and dispersal of species (Franklin et al., 2013; Hannah et al., 2014).

Dispersal and biotic interactions operate on much smaller scales than climate. Compared to the extents of climate observations, average dispersal distances and hence gene flow between local populations often only comprise a tiny fraction of the observed system, even under the assumption of naturally occurring long-distance dispersal events (Nathan, 2006; Soons and Ozinga, 2005). In fact, estimations of velocity of range border shift towards the poles was averaged to 6.1 km per decade (Parmesan, 2006), or 16.9 km per decade (Chen et al., 2011).

Moreover, biotic interactions such as competition or enemy attack also operate in the very immediate surrounding of an individual plant and often in a matter of minutes, e.g. grazing by herbivores. Where correlative models consider such fine-grained processes only implicitly, they are prone to miss valuable information. Therefore, for applications of purely correlative models, users have to be aware of these pitfalls in order to avoid or at least identify potential sources of bias associated with this approach (Araújo and Peterson, 2012; Heikkinen et al., 2006).

Instead of the top-down approach as used in correlative models the alternative bottom-up approach explicitly models local processes to assess large-scale patterns, for example through individual-based modelling (Grimm and Railsback, 2005; Grimm et al., 2005). Such small-scale process-based models capture processes on a very fine grain. For example, individual-based models may capture immediate herbivore attack to a single plant within one day. However, the computational efforts are unreasonably high when trying to implement such fine-grained processes with brute force to the broad scales required for predicting species range shifts under climate change. Extrapolation from a small-scale source model to a far larger-scaled target model offers an alternative to brute-force modelling of a large number of small-scale processes. This interpolation of information from smaller to larger scales is commonly known as scaling-up (Lischke et al., 2007). With respect to modelling, the term scale usually describes the grain and extent of a model while the term level refers to ecological units. Comparably to scales, levels allow for varying richness of detail in
observation in a hierarchically ordered way, e.g. population, community, ecosystem and biosphere.

For an extrapolation-based scaling-up, the different scales are in most cases hierarchically ordered during model construction, with grain and extent based on ecological and data-based considerations. Lower levels correspond with fine grain and small extent and higher levels correspond with increasingly coarse grain and large extent (Lischke et al., 2007). With classical hierarchical approaches, lower levels, i.e. processes at scales with a smaller extent and finer grain, inform higher levels, while higher levels, i.e. at scales with broader extent and coarser grain, provide constraints on the lower levels (Heffernan et al., 2014; Wu, 1999). Additional to this classical view, some processes on lower levels have the potential to directly alter processes on the higher level. For example, massive outbreaks of bark beetles can substantially change composition of tree species (emergence from higher to lower level) and thereby influence climatic conditions on the higher level through alteration of carbon sequestration (Raffa et al., 2008). Such impacts from lower to higher level result often in non-linear behavior of the system (Peters et al., 2004; Wu and David, 2002). Cross-scale interactions from lower to higher scale and vice versa are detected in more and more systems (Guisan and Thuiller, 2005; Levin, 1992; Peters et al., 2007; Soranno et al., 2014). Where such feedbacks are not accounted for, there is a threat of severe prediction errors (Heffernan et al., 2014). This reflects the claim that the concept of scale is not inherent to the system of interest and thus the different scales are not necessarily neatly separated and hierarchically nested (Levin, 1992; Lischke et al., 2007). Scaling rather is an assignment by an external observer – the modeler or field scientist – and based on the best-possible representation of relevant processes or data availability (Wu and David, 2002).

Macrosystems ecology is a new concept that explicitly integrates cross-scale feedbacks, emergence and interactions (Heffernan et al., 2014; Levy et al., 2014). Consideration of cross-scale interactions opens the possibility to account for linear and non-linear responses on the level of interest (Peters et al., 2007). Thus, macrosystems ecology might be a promising concept to alleviate scaling problems in modelling.

Here we propose an individual-based model structure for estimating range shift dynamics of plant species based on the concept of macrosystems ecology. Firstly, we give a brief introduction to the concept of macrosystems ecology. Secondly, we apply this concept
to propose a conceptual model framework for the characterization of patterns of climate change-induced range shift of plant species. To this end, we formulate a guiding question and follow this question through the organizational levels of the model and identify some of the potential feedback loops that may emerge from cross-scale interactions. Finally, we discuss some associated challenges and sources of bias for implementation of such a model.

**Glossary**

- **Climate** Long-term average weather conditions in a specific area (WMO, 1966).
- **Climate change** Differences from the long-term average weather conditions (WMO, 1966). Current observed increase of global mean surface temperature is referred to as climate warming.
- **Colonization** Establishment of a self-sustaining population in a location formerly not inhabited by the focal species.
- **Cross-scale emergence** Patterns and processes occurring on a broader scale as result from processes operating on a smaller scale (Heffernan et al., 2014).
- **Cross-scale interactions** Factors operating on one level with impacts on factors operating on another level (Heffernan et al., 2014).
- **Level of observation** Describes the level at which individuals of a species are organized in a model, here: community, metapopulation, and species. Based on hierarchy theory, the levels are ordered as following: lower level – local population in a community, medium level – metapopulation in a region, and higher level – species over the entire species range.
- **Extinction** Local disappearance of a population from a habitat up to global disappearance of the species.
- **Interaction web** Complete set of interactions in a local community, i.e. mutualistic and antagonistic interactions within and across trophic levels.
- **Macrosystems ecology** The study of ecological phenomena at broad scales, e.g. regions to continents, and their interactions with phenomena at smaller scales, e.g. plots or organisms (Fei et al., 2016; Heffernan et al., 2014).
- **Microclimate** Climatic conditions close to the surface on a local scale.
- **Range of a species** All geographical area(s), where persistent, self-sustaining populations of this species occur.
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**Scale** Spatial and temporal extent relative to grain of the variable under observation, where extent describes the range of measurement and grain the resolution of observation (Schneider, 2001).

**Weather** State of the atmosphere at a particular time, as defined by the various meteorological elements (WMO, 1966).

### 4.2. Hierarchy theory and macrosystems ecology

During the last decades, ecological problems and interrelationships have increasingly been acknowledged to be large-scale questions (Peters et al., 2008). Especially when regarding global processes such as loss and homogenization of biodiversity or global climate warming, there is a pressing need to understand systems on a global scale or “macroscale” in order respond to associated challenges and opportunities. However, large-scale patterns and processes can hardly be fully understood when not seen in the context of local processes (Peters et al., 2008, 2004; Soranno et al., 2014).

Technical development facilitates the large-scale data collection that is required to investigate large-scale patterns (Sandel and Smith, 2009) and processes through ever improved remote sensing methods (Wiegand et al., 2000), as well as progress in big data computing (Farley et al., 2018; Soranno and Schimel, 2014). For example, it is possible to use earth observation systems such as radar for tracking annual migration behavior of species rather than only tracking individuals (Kelly and Horton, 2016). Consolidation of many small datasets in form of an open data repository can further improve data availability (Cheruvellil and Soranno, 2018; Kress, 2019). Although usage and combination of many small or extensive datasets is far from being trivial (Soranno and Schimel, 2014), these improved methods in data sampling and analysis can open the door to understand vast and complex systems (Chave, 2013). Additionally, consolidation of many small-scale datasets as well as citizen science into open-access data repositories offers a valuable source of knowledge for many scientists (Levy et al., 2014).

In light of pressing broad-scale questions and increasing availability of data, new frameworks for understanding ecological networks arise. Macrosystems ecology, proposed by (Heffernan et al., 2014), is such a framework derived from hierarchy theory. Hierarchy theory is based
on the idea that complex systems to a certain degree can be decomposed into smaller systems (scaling-down) or arise from those smaller systems (scaling-up) (Wu, 1999). This results in a vertical structure (levels), and a horizontal structure (holons) within each scale. Holons are group components with high interaction frequency or strength, but weaker or less frequent interactions with other holons or components of holons are possible (Lischke et al., 2007; Wu, 1999).

Strong interactions imply strong coupling between the subsystems, while weaker interactions imply loose coupling. Since interaction between components is an inherent feature of systems in general, fully detached components are not expected. This is why ecological hierarchies are described as “nearly” but not “fully decomposable” (Wu, 1999). Level building is based on process rates of the contained systems, for example cycle time or response rate. The expectation is that higher levels are characterized by slower process rate and lower levels are characterized by faster process rates. This results in the perception that on an intermediate level very slow processes of a higher level appear to be stationary, e.g. climate change or plate tectonics, while very fast processes of a lower level, e.g. individual metabolism as response to daily weather conditions, are observed as “noise”. Often three-level systems are considered, e.g. a macro-, meso-, and microscale, or a focal level \( n \), a higher level \( n+1 \) which could set context and constraints, and a lower level \( n-1 \), providing information on underlying mechanisms (Wu, 1999). Depending on the question or system at hand, this can also be extended to model frameworks with a greater number of levels. For example, Mackey and Lindenmayer (2001) use a four-level system – species, population, community and individual – to adequately capture relevant environmental and behavioral factors for description of distribution of the Leadbeater’s possum (\textit{Gymnobelideus leadbeateri} ). Especially in multispecies systems, a range of layers are introduced to deal with spatial and temporal mismatch (Heffernan et al., 2014).

Macrosystems ecology builds on this framework, accounting for interaction connections of components within the same scale and across scales (Heffernan et al., 2014; Peters et al., 2008). Cross-scale connections include emergence and interactions. Emergence occurs where accumulated processes from smaller scales form patterns and processes on broader scales. Interactions occur where components of one scale influence components and processes operating on another scale. Considering cross-scale interactions allows for capturing
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behavior, which would not be obvious when applying single-scale models or models with multiple, but independent scales (Peters et al., 2007).

Cross-scale connections in the form of emergence or interactions are important for being able to capture potential non-linear responses from one scale to another, such as sudden, unexpected events (Peters et al., 2004). Especially in models on global climate change, such sudden changes, referred to as tipping points, are to be expected. Tipping points are accumulating local or regional changes, which provoke changes in the global climate system when reaching a certain threshold (Lenton et al., 2008). A prominent example is the decreasing sea ice cover in the Arctic regions. The decrease of that ice cover goes along with decreased albedo and thus increased heating of the ocean, potentially giving momentum to other adjunct tipping points (Shimada et al., 2006). Another potentially non-linear interaction can occur between species occurrence and regional climate. Vegetation cover was shown to have measurable impacts on regional climate (Copeland et al., 1996; Foley et al., 2000; Green et al., 2017). In fact, tropical rain forests and boreal forests even affect the global climate system (Bonan and Shugart, 1989; Lenton et al., 2008; Malhi et al., 2009), e.g. as carbon sink and large-scale evapotranspiration control (Chapin et al., 2008). Such interactions can result in reinforcing feedback loops (Chapin et al., 2008). For example, when landscapes lose parts of their vegetation cover related or partially related to climate warming, exactly this loss can further enhance unfavorable climate development (Ci and Yang, 2004; Geist and Lambin, 2004; Malhi et al., 2009; Rosenfeld et al., 2001).

The arising biocomplexity that arises from accounting for cross-scale emergence and interactions poses many challenges to modellers. One challenge of course concerns theoretical considerations, e.g. which components to include or not and how to deal with unexpected interaction relationships (Levy et al., 2014; Williams and Jackson, 2007). But there are also practical challenges to be faced. That includes provisioning of data (Rüegg et al., 2014) as well as being able to translate available data between scales (Sandel and Smith, 2009), and, with increasing importance, between disciplines (Cheruvelil and Soranno, 2018; Goring et al., 2014). The complexity of macrosystems will require a high level of teaming-up of experts from ecology, climatology and hydrology, but also from more technical fields, such as mathematics and computer sciences.
4.3. Climate warming-induced range dynamics in an macrosystems ecology framework

We present a model concept for simulating climate change-induced range expansion embedded in a macrosystems ecology framework and using an individual-based modelling approach. The scale-explicit structure of the macrosystems ecology framework including cross-scale emergence and cross-scale interactions reflects the bottom-up approach of individual-based models. Therefore, it is straightforward to integrate the macrosystems ecology framework with an individual-based modelling approach. For this integrated model concept, we first identify the central question of interest for the entire model, the “guiding question”. We then follow the scales from macro- to microscale, addressing the ecological units from higher level of observation (species) to lower level of observation (community). For each level and scale we describe the major entities and processes that operate on that level, as well as feedback loops that may arise through the interactions between levels. We distinguish between species-intrinsic and species-extrinsic components at each level (fig. 4.1). In a third step, we highlight potential cross-scale emergences (bottom-up) and cross-scale interactions (top-down).

4.3.1. Definition of the guiding question

The guiding question for this model concept will be: *Which patterns of range dynamics will a focal plant species show under expected future climate warming?*

For the individual-based simulation model, we propose to implement three levels at corresponding spatial scales (fig. 4.1). We adopt the concept of organizational levels from a species-centered perspective, i.e. the whole species at the highest level, a metapopulation of the species at the intermediate level, and the local community that accommodates a population of that species at the lowest level. For the macroscale (species level), the species’ entire range is regarded, e.g. Western Europe. The mesoscale (metapopulation level) covers a regional extent and captures population dynamics and exchange between populations. The microscale (community level) considers individuals and is operating in a single patch.

In the following, we will describe how range dynamics patterns of species emerge at the macroscale as result of processes on the mesoscale and microscale and follow the pattern
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formation from the higher (broader) to the lower (smaller) organizational levels (scales). Then, we will highlight some aspects of how these organizational levels are coupled by cross-scale interactions and emergences.
Figure 4.1 – Spatial level, pattern emergence and major processes for the integrated model. Under major processes, blue boxes (range dynamics; metapopulation dynamics; local population dynamics) mark output variables of the respective organizational level, i.e., informers for the next higher level. Green boxes (evolution, adaptation potential, gene flow, dispersal, reproduction and individual fitness) mark species intrinsic processes. Orange boxes (climate, landscape configuration, microclimate, habitat suitability, enemies & competitors, and mutualists & facilitators) mark external factors, influencing plant growth and fitness. Arrows account for expected direction of interaction, but not interaction strength, as this is very specific for a focal species. Indirect connections are not included in the chart for clarity. For example, local landscape configuration impacts dispersal. As dispersal impacts metapopulation dynamics, there is an indirect connection between landscape configuration and metapopulation dynamics, but the underlying mechanism is the direct impact of landscape configuration on dispersal. Pictures illustrating the macroscale (Central Europe) and mesoscale (Black Forest) were created with Google Earth Pro on January 26th, 2019.
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4.3.2. Structure of the model concept

Macroscale: Species level

The pattern of interest is observable on a macroscale and expressed as the variation of species range borders over time.

Different patterns of range dynamics emerge from variation in two types of events, i.e. colonization and extinction. Here, we define colonization as the establishment of self-sustaining populations in regions and habitats that have not been occupied by the species at initialization of the model. The second event is extinction, here defined as the disappearance of self-sustaining populations in a formerly inhabited region or habitat.

Assuming that range dynamics patterns emerge from colonialization and extinction events, there are four possible types of range dynamics, based on the ratio of colonialization and extinction events (fig. 4.2).
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**Figure 4.2.** – The ratio of local colonialization, i.e. establishment of novel populations, and extinction, i.e. disappearance of existing populations, can result in different types of range dynamics: (a) range shift: colonialization and extinction events are largely in balance; (b) range expansion: colonialization events outmatch extinction events; (c) range contraction: extinction events outmatch colonialization events; (d) no extinction or colonialization events. The same scheme can be applied to altitudinal range dynamics.
Range shift occurs, when colonization events on one range limit are in balance with extinction events on another, often opposing range limit. Here, the overall extent of the range remains stable, but the geographic location changes (fig. 4.2a). Such movements have been observed on mountain slopes, when species colonize habitats at higher altitudes, but simultaneously disappear from habitats at lower altitudes (Colwell et al., 2008; Freeman et al., 2018; le Roux and McGeoch, 2008; Lenoir et al., 2008; Peñuelas and Boada, 2003). Range expansion emerges where colonization events occur more often than extinction events, i.e. the extent of the entire range is increasing (fig. 4.2b). Contrary to range expansion, range contraction is the result of a higher number of extinction events as compared to colonization events (fig. 4.2c). Here, the overall extent of the species initial range is shrinking. This pattern is often related to a failure to adapt or migrate to changing conditions in current habitats (Freeman et al., 2018; Jump and Penuelas, 2005; Zhu et al., 2012). A zone of colonization events is commonly called the leading edge, while the zone of extinction events is called the trailing edge. Of course, some species might show neither colonization nor extinction tendencies, persisting with relatively stable range borders (fig. 4.2d). Such an equilibrium state might be related to a species’ high capacity of adaptation or tolerance against novel conditions (Berg et al., 2010; Jump and Penuelas, 2005). Hence, on this level the model operates as species distribution model, recording presence or absence of self-sustaining populations. Depending on the species under observation, the spatial extent should be chosen appropriately. For example, to capture range dynamics of beech (*Fagus sylvatica*), it might be reasonable to have the models’ spatial extent spanning all over Europe, while for rare or highly specialized species such as the edelweiss (*Leontopodium nivale*) in the Alps, a fairly smaller spatial extent is sufficient. Several models exist that observe exclusively one edge of a species range. Nevertheless, it is advisable to observe as much of the entire range as feasible, in order to capture the entire pattern (see fig. 4.2 and table 4.1) as well as capture unexpected trends of shifting directions (Freeman et al., 2018; Lenoir et al., 2010).

Climate and climate warming operate on the macroscale and thus form the species-extrinsic influencing factors on this level (see also section 4.3.3 climate expression across scales).

With respect to within-macroscale interactions, some species have the potential to provoke a macroscale feedback loop, so that vegetation cover and climate are affected by species
4.3 Climate warming-induced range dynamics in an macrosystems ecology framework

Table 4.1. – Description of the relevant scales, ecological units and the respective basic entities and units. Grain information is very specific for the focal organism. Response time can serve as basis for temporal grain. Spatial and temporal extent and grain in parentheses are intended as advice, but may differ between species, e.g. an endemic species requires a different spatial extent and grain compared to a wide-spread generalist or a long-living species a different temporal extent compared to an annual species.

(a) Basic description

<table>
<thead>
<tr>
<th>Scale</th>
<th>Level</th>
<th>Basic entity</th>
<th>Spatial extent</th>
<th>Temporal extent (Grain)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macroscale</td>
<td>Species</td>
<td>Metapopulations</td>
<td>Range</td>
<td>Decades to centuries (year)</td>
</tr>
<tr>
<td>Mesoscale</td>
<td>Metapopulation</td>
<td>Local populations</td>
<td>Region</td>
<td>Several generations (cohort)</td>
</tr>
<tr>
<td>Microscale</td>
<td>Community</td>
<td>Individuals of the community</td>
<td>Locality</td>
<td>Reproductive cycle (day)</td>
</tr>
</tbody>
</table>

(b) Processes, drivers and output

<table>
<thead>
<tr>
<th>Scale</th>
<th>Major pattern or process</th>
<th>Driving forces and influencing factors</th>
<th>Information output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macroscale</td>
<td>Range dynamics</td>
<td>Climate Evolution</td>
<td>Range border dynamics</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Abundance shift</td>
</tr>
<tr>
<td>Mesoscale</td>
<td>Population growth</td>
<td>Landscape connectivity</td>
<td>Presence/Absence</td>
</tr>
<tr>
<td></td>
<td>Dispersal</td>
<td>Stability of local populations</td>
<td>Local abundance</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Colonialization time</td>
</tr>
<tr>
<td>Microscale</td>
<td>Individual growth</td>
<td>Biotic interactions</td>
<td>Individual fitness</td>
</tr>
<tr>
<td></td>
<td>Reproduction</td>
<td>Resource availability</td>
<td>Reproductive output</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Local community dynamics</td>
</tr>
</tbody>
</table>

range dynamics. For example, the shift of tree lines towards the poles or upslope on mountainous landscapes (e.g. Gehrig-Fasel et al., 2007; Grace et al., 2002; Scott et al., 1997) might impact regional climate through significant changes of evapotranspiration rates.

Increasing extinction rate can lead to loss of vegetation cover and again result in changes of climatic conditions. In summary, this feedback loop can occur wherever range dynamics patterns of one species or several species result in large-area transformation of an ecosystem and ecosystem functions (Beerling et al., 1998; ?). In fig. 4.1, the dashed arrow from range dynamics to climate visualizes the possible impact of ecosystem change caused by range dynamics on climate dynamics.
Mesoscale: Metapopulation level

The mesoscale serves as linking level between the species’ full-range level at the macroscale and the microscale community level (Cheruvil et al., 2017). In our framework, this level reflects a metapopulation on a regional scale, i.e. comprising several local populations. The most important processes here are positive or negative population growth at inhabited sites, extinction events, colonialization of novel sites and gene flow between the populations (fig. 4.1 and table 4.1).

The mesoscale should account for the size of the constituent populations of the entire metapopulation. Knowing the size of populations holds important information for prediction of metapopulation dynamics and in the end for the prediction of species current and future distribution (Duputié et al., 2014; Ovaskainen and Hanski, 2001). Providing information on population sizes throughout the entire range allows for capturing distribution shifts within the observed range and gives further insights into species range and distribution dynamics (Breshears et al., 2008; Sagarin et al., 2006). Observable patterns may for example be a spatial shift of greatest abundance, which may be related to a geographical shift of the bioclimatic optimum. Such a shift might inform on imminent sudden colonialization events as a result of a mass-effect, where the species was unsuccessful before (Alexander et al., 2016; Jackson and Sax, 2010).

A global decrease of abundance is also a strong indicator of the low ability of a species to adapt to novel conditions, in some cases also coupled with the inability to escape from increasingly hostile conditions, e.g. mountainous species that reach the summit (Pertoldi and Bach, 2007). This is a significant advantage for long-term prediction of impact of climate warming on species as compared to pure presence/absence models.

On this scale, landscape configuration is the explicitly modelled species-extrinsic factor. Under the term landscape configuration, we gather two aspects. First, landscape configuration can facilitate or impede connectivity between localities and exert a significant impact on metapopulation dynamics (Thompson et al., 2017). For example, an extended east-west mountain range such as the Alps may pose an insuperable barrier to south-north dispersal of species (Engler and Guisan, 2009). Well connected localities allow for gene flow between populations and thereby increase their adaptation potential (Cobben et al., 2012; Jump and Penuelas, 2005). For colonialization attempts reachability of suitable habitats is
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crucial, either directly or through availability of “stepping stone” habitats (Hannah et al., 2014; Saura et al., 2014). Connectivity between habitats gains more and more importance in the age of anthropogenic fragmentation of the landscape (Bennie et al., 2013; Cobben et al., 2012; Marini et al., 2012). Besides connectivity of habitat patches, size of habitat patches plays a crucial role for non-generalist species (Bender et al., 1998; Holyoak and Heath, 2016). Hence, landscape configuration in terms of topography and fragmentation play a crucial role to determine the degree of connectedness between localities and suitable habitat patches. A derived connectivity map will be very species-specific, depending on its dispersal capability, e.g. dispersal distance and percentage of long-distance dispersal (Saura et al., 2014; Soons and Ozinga, 2005).

With respect to within-mesoscale interactions, regional landscape configuration can influence local and regional climate massively (Gettelman and Rood, 2016). For example, a mountain range such as the Harz hill range in Northern Germany is characterized by a wetter precipitation regime (~1000mm pa on the mountain tops) than the surrounding low lands (~600mm pa) and additionally causes a “dry shade” (~500mm pa) on its lee side (Hattermann et al., 2011).

Microscale: Community level

The basic component on the microscale is the individual plant, embedded in a surrounding community. The main output information from this level is local population growth and amount of seeds dispersed outside of the community (table 4.1.

Individual performance of the plant, i.e. growth and survival, and reproductive output are determined by environmental conditions, i.e. habitat suitability, and biotic interactions.

Here, habitat suitability reflects abiotic conditions. This includes climatic factors such as length of vegetation period and surface temperature or microclimate (Rosenberg et al., 1983). Microclimate is partially controlled by local conditions. For example, mountain slopes can show largely different microclimates, depending on their north- or south orientation (Austin and Niel, 2011; Karrasch, 1973). Water bodies can buffer temperature variation during a day or even a year (Assouline and Mahrer, 1996, see also section 4.3.3). The steering effect of such micro-scale factors is also considered in modern urban planning (Buyadi et al., 2013). The type of ecosystem also has an influence on microclimate, e.g.
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a forest as compared to open grassland. In this context, the influence of ecosystem type on habitat suitability is not to be directly seen as biotic interaction, because it does not change over the considered time frame at the microscale.

Additionally, habitat suitability encompasses sufficient provision of necessary resources, i.e. water, light and nutrients, through soil type or primary raw material. The pool of resources directly impacts survival of plants and thus determines carrying capacity of a patch.

While provision of resources is a feature of the abiotic environment, availability of the provided resources for the individual plant additionally depends on immediate biotic interactions. Resource availability can be influenced positively by mutualists, e.g. mycorrhizal fungi (Johnson et al., 2010) and microorganisms (Compant et al., 2010), or facilitating interactions with other plants (Chu et al., 2008; Hauggaard-Nielsen and Jensen, 2005). On the negative end of the interaction spectrum is competition with neighboring plants for the same limiting resources. Provided a finite resource pool, any more successful competitor can pre-empt resources in shared space, often implemented as overlapping zones-of-influence (ZOI) of plants (Radny and Meyer, 2018; Schneider et al., 2006; Schwinning and Weiner, 1998). These resources then are missing for the focal plant individuals' own growth and metabolism, potentially resulting in death or decreased reproductive output (Brown et al., 2004; Radny et al., 2018).

To cope with competitive interactions, plant species can draw on sets of species-specific traits (Goldberg and Landa, 1991; Goldberg, 1996), including for example strategies to out-compete neighboring individuals through pre-empting resources (Bauer et al., 2004; Berger et al., 2006; Schwinning and Weiner, 1998) or weakening neighboring plants through allelopathy (Bais et al., 2003; Hierro and Callaway, 2003), as well as developing tolerance mechanisms (Radny et al., 2018, see also chapter 2. These different strategies multiply to a very complex network of potential expressions of competitive interactions, depending on the identity of the interaction partners. We expect species identity of interacting individuals to have a major impact on form and strength of competitive interactions for individuals of the focal plant species.

Besides these resource-related biotic interactions, enemy attack is another biotic interaction that can have a considerable impact on individual performance. The immediate feeding damage can result in a decreased fitness of the plant individual, e.g. by reducing leaf
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tissue or fine roots and thereby decreased capacity of capturing resources. Compensatory
growth (Lu and Ding, 2012) up to a level of overcompensation (Belsky et al., 1993),
and increased resource allocation to defense mechanisms (War et al., 2012) are potential
secondary effects of enemy attack. Indirect defense mechanisms, e.g. attraction of enemies
(Kessler and Baldwin, 2001) or parasitoids (Harvey and Fortuna, 2012; Loon et al., 2000),
highlight the importance of multitrophic interactions (dotted arrow between enemies and
mutualists in fig. 4.1). Presence or absence of defense-related mutualistic species as well as
pollinators is also an important impact factor for individual performance. We expect that
abundance of specialized enemies and mutualists depend on host species density, indicated
with a double-headed arrow in fig. 4.1.

Altogether, the described abiotic factors and biotic interactions determine individual sur-
vival, performance (growth) and reproductive output in form of seeds (Radny et al., 2018,
see chapter 2). Reproductive output can result in same-patch recruitment when seeds
remain within the parental patch. Depending on dispersal strategy of species, a certain
percentage of all produced seeds will be dispersed away from the parental patch, e.g.
through wind or animal dispersal vectors (Nathan, 2006). Dispersal away from as well
as into the focal patch plays an important role for local population growth (Nathan and
Muller-Landau, 2000; Soons and Ozinga, 2005). For example, a highly dispersive species
might have a very low local reproduction rate, but will also receive many seeds from in-
terconnected populations. Each local population provides information about the amount
of propagules ready for migration as result of performance of the individuals of the focal
species. Yet, realization of actual migration rates is influenced by landscape configura-
tion on the mesoscale. Probability of colonization events in surrounding patches thus
is determined by production of dispersing seeds and regional landscape configuration in
concert.

4.3.3. Cross-scale emergences and interactions

Cross-scale emergences

Cross-scale emergence is the accumulated interaction of components on a lower level,
which produces patterns and processes on a higher level (Heffernan et al., 2014). Note
that emergence is also a core concept in individual-based modelling, where population-
or community-level dynamics emerge from interactions between individual organisms. In
fig. 4.1, blue boxes highlight the most important cross-scale emergences in this model
concept, i.e. local population dynamics as a result of local biotic interactions and microcli-
mate, to metapopulation dynamics and eventually species range dynamics. In fact, overall
population dynamics throughout the range and in novel patches is the most important
emergence from the model, directly related to the guiding question.

A second type of emerging pattern is adaptation as evolutionary process. By definition,
evolution is a long-term process which affects the entire species. In fact, where not the
entire species is affected, evolution results in the formation of new species (Darwin, 1859;
Schluter, 2001). Hence, in this framework evolution operates on the macroscale, yet it is
driven by adaptation of local populations, or of individuals in case of long-lived species such
as trees. Here, edge-populations might play a crucial role for the adaptation potential of
the species. Under the assumption of harsher, i.e. less suitable, environmental conditions
on the range edges of a species than compared to the center of the range, edge populations
are expected to exhibit greater adaptation potential than center populations (Rehm et al.,
2015). Gene flow between central populations and edge populations could be of crucial
importance to allow for adaptation to changing environmental conditions.

A third type of pattern emergence is related to the concept of local generation, which is a
variable inherent to the microscale and which affects the self-sustainability of a species at
the macroscale. For the scope of this concept, we define local generation as the continuous
number of cohorts in any one local habitat which to a larger part consists of offspring from
plant individuals of the same patch. That is seeds which have not been dispersed from
another population. We consider this an important variable to determine self-sustainability
of a population. When self-sustainability is not given, the given habitat should not be
considered as part of the species’ range. Thus, local generation on the microscale produces
pattern emergence on the macroscale.

**Cross-scale interactions**

**Climate expression through scales** Climate warming is a global phenomenon. Yet, it
impacts ecosystems and communities through all scales from global to local with differences
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in the kinds and strengths of impacts on each scale.

Per definition, climate is the long-term average of weather conditions in an area and climate change arises as differences from these long-term statistics (WMO, 1966). Climate warming is the increase of average surface temperature and can cause a cascade of further climate changes, e.g. persistence of atmospheric conditions such as during the summer of 2018 or longer vegetation periods due to earlier spring events.

Within this framework, we suggest to consider climate on a macroscale as climate class based on the Köppen-Geiger classification (Beck et al., 2018; Köppen, 1884; Peel et al., 2007, see fig. 4.3). This allows for a low-effort large-scale classification of a geographical area as potential part of a novel range of a plant species, considering air temperature, precipitation through seasons, and threshold values. The consideration of seasonality is especially important for correct identification of species’ niches and transferability to novel localities (Fernández et al., 2012).

While the original maps of the Köppen-Geiger classification are relatively coarse, modern availability of high-resolution climate datasets would allow for much finer resolution, reported to 0.1° and even finer 0.0083° (Beck et al., 2018). These resolutions would be sufficiently fine to be applied on a mesoscale. However, the Köppen-Geiger classification system, expressing temperature and precipitation variables, can be understood as a pattern emerging from the interaction between components of the climate system, i.e. atmosphere, water and terrestrial components, for example topography, surface and vegetation cover (Franklin et al., 2013; Gettelman and Rood, 2016). In the context of range dynamics and potential changes in ecosystem structure, implementation of regional climate as function of landscape, vegetation and atmosphere is recommended to capture same-scale feedbacks. Therefore, finer resolutions are not necessary for the Köppen-Geiger classification system to perform well.

On the microscale, climate affects habitat suitability as general climatic conditions that constrain the local weather, directly inherited from the mesoscale. More directly, survival and performance of plant individuals are affected by short-term weather extremes. Here, short-term applies for events on an hourly timescale, such as storms or intense rainfall, but also to events with durations of several weeks, such as the drought periods in Europe in 2003 and 2018. Several, although not all, extreme weather events are expected to increase
in frequency under current climate warming (Ummenhofer and Meehl, 2017). Thus, it should be carefully considered whether or not the probability of such extreme events is coupled to climate warming when implementing them into a model.

Climate as influencing factor on biotic interactions  We have described how biotic interactions can hamper or improve individual performance in already inhabited as well as novel habitats section 4.3.2. While these biotic interactions can directly be related to performance and survival of a focal individual, changes in climatic conditions can influence these interactions and therefore exert an indirect impact on individual plant performance at the microscale (Thomas, 2010). For example, increasingly mild winters may lead to higher winter survival of herbivorous insects (Bale et al., 2002; Kreyling, 2010), thereby increasing enemy pressure and related plant mortality.

Climate warming may also weaken plant competitors which formerly inhibited colonialization of the focal species in a novel community (Alexander et al., 2016; Bauer, 2012).

Through different response of organisms to climate warming, altered bioclimatic conditions have the potential to disrupt local interaction networks, plant-enemy interactions as well
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as plant-mutualist interactions (Caddy-Retalic et al., 2018; Harvey et al., 2010; Van der Putten, 2012). For example, different dispersal capacities can result in spatial mismatch of a mobile insect and its sessile host plant (Schweiger et al., 2008). The other way round, a plant species with high dispersal capacity may escape slower enemies (Lakeman-Fraser and Ewers, 2013), but also lose soil-borne mutualistic species, e.g. microbes that reduce allelopathic chemicals released by neighboring species (Ehlers, 2011). Differential response to earlier spring can result in temporal mismatch of plants and pollinators (Kreyling, 2010).

The network of biotic interactions might become even more fragile when considering not only first-order trophic interactions, but multitrophic interactions and hence a multi-species system (Morriën et al., 2011). Nevertheless, future formation of such non-analogous communities which greatly differ from the original communities will likely pose a significant source of uncertainty to modelling of range dynamics and species' response to climate warming (Williams and Jackson, 2007).

4.3.4. Uncertainties

In general, any model is vulnerable to two kinds of uncertainties: (1) external uncertainties, i.e. future development of surrounding conditions, and (2) internal uncertainties which arise from the structure of the model as such.

Climate warming rate

A major external uncertainty of modelling climate warming-induced range dynamics of species is the development of climate warming itself. Under the assumption that current climate warming is strongly driven by anthropogenic drivers, e.g. emission of greenhouse gases (IPCC, 2014), political decisions and societal developments will eventually determine where the journey will lead to. Such uncertainties can be addressed by running an implemented model under different warming scenarios. We expect to include a reasonable proxy for regional climate development through implementation of mesoscale climate under consideration of vegetation as part of the biosphere and landscape configuration as part of the hydrosphere and the lithosphere (Gettelman and Rood, 2016). However, the closer the potential feedback loops of those components approach a threshold with a tipping
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point, the greater is the uncertainty of the outcome (Groffman et al., 2006; Peters et al., 2007). Hence, the point of state change of a region, e.g. in terms of Köppen-Geiger class, should be carefully evaluated to achieve a reasonable estimate of potential abrupt changes (Groffman et al., 2006; Ratajczak et al., 2018).

Landscape structure

Landscape fragmentation and habitat loss have been identified as critical factors for species responses to climate warming (see section 4.3.2) and can cause external uncertainty in range models. Anthropogenic land use is a main reason for increasingly fragmented landscapes, provoking habitat degradation or habitat loss (Cheptou et al., 2017), and is a matter of sociopolitical decisions and developments. Heffernan et al. (2014) recommend inclusion of the sociopolitical axis into macrosystems ecology frameworks, especially when assuming a strong and ongoing anthropogenic impact on climate warming rate. For our framework, we primarily focus on ecological aspects of range dynamics to evaluate the ecological potential of species to escape from negative impacts of climate warming. If the framework is implemented to inform policy makers and conservationists, it is highly recommended to explicitly consider the effect of anthropogenic land use on landscape fragmentation to derive reliable estimates (Bonebrake et al., 2018).

Changing and novel interactions

Simplification can lead to internal uncertainties. Representation of complex systems in simulations or other modelling techniques always requires a certain degree of simplification (Domingos, 1999). This simplification leads to uncertainties in the model, for example when important driving factors were not considered, just because their actual relevance for the entire system was underestimated or unknown. Especially in multitrophic interaction webs, crucial interactions may be overlooked. One popular example for such an underestimation was the indirect impact of the absence of wolves on the vegetation in the Yellowstone National Park. Reintroduction of this large predator had significant impacts on population size of browsers, such as elk, and improved development of the forest ranges (Smith et al., 2003).

With respect to range dynamics, a similar disruption of interaction webs may appear when
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mutualistic or antagonistic species cannot keep pace with a range shifting species (Van der Putten, 2012). This could be of greater importance the more specialist interactions a focal species experiences within its current range (Gilman et al., 2010). This might require an extension of the framework to a multispecies approach if certain interactions appear to be crucial for colonialization and survival of a focal species. Additional to the loss of established interaction partners, we expect encounters of novel interaction partners during colonialization events of the focal species or by movement dynamics of these novel partners. Such new interactions can lead to unexpected effects (Williams and Jackson, 2007). For example, if a novel plant attracts beneficial soil-biota while simultaneously being released from enemies, this can result in an unexpectedly high performance of the individual (Van Grunsven et al., 2010). Such overly well-performing species bear the threat of becoming invasive, in the sense of destabilizing local community, and potentially decrease local biodiversity. This might be even more pronounced when climate warming is favoring the novel species, while resident species suffer disadvantages from the altered bioclimatic conditions (Bauer, 2012).

It will be difficult to assess the outcome of novel interactions between species, especially since either interaction partner may be affected by changing climatic conditions in a different way. A solution may be to approximate novel interactions based on a comparison of ecological types or trait profiles of the interacting species (Bruelheide et al., 2018; Soliveres et al., 2014).

Extent of the modelled range

Size of modelled range is related to further internal uncertainties. To capture the full extent of range dynamics (fig. 4.2), the modelled area needs to comprise the focal species’ entire current range at initialization as well as a reasonable extended potentially inhabitable zone. This extended zone does not have a record of established populations on initialization of the model, but lies in a distance which could be reached within the time of observation. The appropriate spatial extent then depends on the temporal extent modelled and expected dispersal velocity as function of dispersal capacity of the species, seed production of the local populations and chance for long-distance dispersal events, as well as landscape configuration and connectivity of patches. Uncertainties in dispersal and environmental parameters may
necessitate a fairly large potentially inhabitable zone. For example, rapid and accelerating climate warming could result in future inhabitability of localities far away from the initial range borders, while rapid evolution might select for increasing dispersal ability of species (e.g. Boeye et al., 2013; Cheptou et al., 2008, but see Phillips, 2012).

Upon initialization of the respective model, an extensive potentially inhabitable zone might result in a very high computational load generated by patches without population records. In order to relax computational load, an adaptive mesh could be applied, where coarse grain is adapted to finer grain upon abundance records of the respective species (Lischke et al., 2007; Wiegand et al., 2008).

**Parameterization**

Parameterization poses another serious challenge and source of internal uncertainty for such a model. In this concept, we have included many parameters and influencing factors, which we expect to be of crucial importance. Even when acknowledging long-term field experiments, such as the “Jena experiment” (Roscher et al., 2004; Weigelt et al., 2010), and the vast data pool they produced, there will hardly be the chance to capture all parameters in a single study. More commonly, parameterization will necessarily be fed from many different sources, such as scientific databases. This often implies different sampling methods, surrounding conditions, and sample scale. Approximation of derived data for the respective modelling goal will pose another severe source of uncertainty.

**4.4. Discussion**

Macrosystems ecology provides a theoretical framework to model complex ecological systems through organizational levels that operate on different spatial and temporal scales and are interconnected through bottom-up cross-scale emergence and top-down cross-scale interactions. Using this framework, we have developed an individual-based model concept to simulate climate warming-induced range dynamics of plant species, accounting for macroscale, mesoscale and microscale patterns and processes (fig. 4.1). The overarching question to be answered using this concept is which pattern of range dynamics will be observed for a plant species under current climate warming (fig. 4.2).
4.4 Discussion

Realization of this pattern depends on three basic features: (a) future habitat suitability of localities within and beyond a species’ current range, (b) reachability of these habitats at a similar pace as the potentially rapid progress of climate warming, and (c) ability to colonize new locations. We have highlighted drivers and processes that influence realization of the range dynamics pattern and grouped them in three levels on corresponding spatial scales.

Implementation of a model following this framework will not be trivial. Complications arise from (a) potential pitfalls from scaling, (b) dealing with uncertainties, and (c) model complexity.

4.4.1. Scaling and associated sources of bias

The processes underlying the emerging range dynamics patterns operate at different spatial and temporal scales, but are connected through cross-scale emergence and interactions. Implementation of a full model according to the proposed framework will require scaling-up from finer to coarser grain, i.e. from lower to higher level. This goes along with aggregation of information from the lower levels and a potential loss of fine-grained information on heterogeneity (Bocedi et al., 2012). Severity of this bias is likely to increase with increasing spatial or temporal variability.

Heterogeneity is an important feature of macrosystems with potentially significant impacts on modelling results (Heffernan et al., 2014). For example, in our framework, landscape, or more precisely landscape configuration, is acknowledged as determining factor for realization of dispersal between populations and into novel habitats, as well as for regional climate. Additionally, on the microscale landscape configuration interacts with local microclimate, potentially creating holdouts and stepping stones for populations. In a rapidly changing environment, these refugia can crucially contribute to species’ persistence and realization of range border shift (Hannah et al., 2014; Saura et al., 2013).

Envisaging the impact of fine-grain landscape features, aggregation technique of landscape information has to be chosen carefully when applying a model for decision making as it may underestimate a species’ capacity to track suitable climatic conditions in the future. On the same track, homogenization of a simulated landscape can also overestimate the availability of potential habitat, leading to false-optimistic assumptions on population stability (Franklin
et al., 2013). Such an overestimation of population stability can also arise where spatially-explicit processes are blurred out during scaling-up. Bocedi et al. (2012) highlighted an overestimation of local carrying capacity when information about local density-dependent population growth is lost through aggregation of neighborhood patches. Additionally, they demonstrate how dispersal distance and hence the capability of species to track climate change is overestimated with increasingly coarse resolution of the landscape.

With respect to macrosystems ecology, Cheruvelil et al. (2017) present an interesting approach to cluster landscape units with respect to heterogeneity: spatially constrained spectral clustering where regions are clustered by homogeneity and contiguity, with user-defined sensitivity and selection variables (Cheruvelil et al., 2017; Yuan et al., 2015). The authors achieved reasonable clusters to capture variation of water body characteristics on a regional scale. While published applications in population dynamics or range dynamics are lacking to date, we consider this a worthwhile approach to follow. Potential clustering variables within the scope of our guiding question could be similarity of community functional trait composition, microclimatic conditions and/or local population densities. Together with alternative dispersal representations, e.g. diffusion models (Bocedi et al., 2012 and references therein; Hefley et al., 2017), current biases might be reduced to an acceptable level for application-oriented predictions.

4.4.2. Dealing with uncertainty

Non-linear behavior and cross-scale interactions and emergence between higher and lower levels pose an additional challenge to model implementation. Several known and unknown but likely interactions and feedback loops exist between levels of ecological systems. In fact, ranges of species and the distribution patterns within species ranges are driven by many interacting processes on different scales (Sagarin et al., 2006). The interconnections between the scales are likely to expose a non-linear or threshold behavior and hence put the a linear scaling-up procedure at question (Peters et al., 2004). Additionally, when extrapolating the model to future conditions, there is an increasing chance of “ecological surprises”, arising from non-analogous climates as well as novel interactions (Alexander et al., 2016; Bauer, 2012; Williams and Jackson, 2007).
Altogether, this results in a high complexity as well as a high degree of uncertainty to an applied model. Bayesian modelling approaches can be used to deal with uncertainties in parameterization, heterogeneous data sources and non-linear behavior of the system (Cressie et al., 2009; Levy et al., 2014; Munch et al., 2017). In fact, spatio-temporal Bayesian models on complex interactions (Fraterrigo et al., 2014; Schneider et al., 2006), on the prediction of species distribution and abundance (Ramsey et al., 2015; Zillio and He, 2010), and on range dynamics of plant and animal species (Hooten and Wikle, 2008; Wikle and Hooten, 2006) have been around for some time already. Usage of Bayesian approaches is recommended repeatedly in the context of macrosystems ecology and cross-scale interactions (Levy et al., 2014; Soranno et al., 2014). For example, integrated Bayesian models can outperform more classical approaches when it comes to uncertainties through cross-scale interactions and data from heterogeneous sources and scales (Talluto et al., 2016).

Overall, it is important to deal transparently with uncertainties in the model building process and model results, because this will contribute to more acceptance of model predictions by decision makers.

**4.4.3. Complexity of the model**

As with any other model, the basic question is at which point to apply “Occams Razor” (Domingos, 1999), i.e. which aspects to include and which to leave out, to determine the optimum level of complexity of the model. We have highlighted those aspects that we consider as most important for our guiding question on the patterns of range dynamics of species under future climate conditions with regard to (a) ecological requirements (future habitat suitability), (b) dispersal (ability to track climate changes) and (c) local population processes (local persistence and establishment success). Surely, there will be processes we did not explicitly consider here, such as implementation of sociopolitical aspects. These aspects will be beneficial to include once the guiding question of the model leaves the realms of basic ecology towards a more applied scope.

Upon implementation of a model following this framework, some interactions and processes we highlighted might be of greater or lesser importance, depending on the focal species.
However, we advocate to withstand the temptation to rule out too many factors. Several models have shown a significant increase of accuracy when considering additional factors, such as biotic interactions (Staniczenko et al., 2017) or physiology (Talluto et al., 2016). However, over-parametrization of models may result in inherent uncertainty just as under-parametrization can result in decreased realism (Singer et al., 2016), as it has been argued for bioclimatic envelope models (Pearson and Dawson, 2003). Hence, the final choice of relevant parameters is far from trivial and should be carefully evaluated under consideration of the intended focal species’ ecological profile.

At the microscale, we expect the highest degree of complexity. On the one hand, this complexity emerges from the involvement of entities on different trophic levels, i.e. other plants, but also insect enemies and mutualists, and where necessary their enemies. On the other hand, individual variability may play an important role, for example when competitive interactions depend on biomass (Radny et al., 2018). At this point, adopting an individual-based approach might be the adequate solution, as individual-based models account for individual characteristics and a multitude of interactions between the involved agents (Grimm and Railsback, 2005). In line with the macrosystems ecology framework of the proposed model structure, individual-based models work with emergence as a principle, contrary to purely mathematical or physical models (DeAngelis and Grimm, 2014). The combination of system-dynamics models with individual-based models is on the rise and provides a highly promising tool for complex ecological systems (Singer et al., 2016; Vincenot et al., 2011). Such hybrid-models have also been used in modelling socio-ecological interactions (Martin and Schlüter, 2015), making them even more attractive in a macrosystems ecology framework.

Of course, the complexity of a model such as the proposed one will come at a cost of either structural realism or reliability due to knowledge gaps (Singer et al., 2016). However, simple models, which leave out important interactions, may be easier to implement and understand, but will not necessarily yield the desired answers (Evans et al., 2013). We have identified several processes at different scales and interactions across scales that we expect to be crucial for realistic estimations of range dynamics. We are very positive that large data repositories and advances in big data handling (Farley et al., 2018; Kress, 2019) will make it possible that such a model will be implemented in the near future.
5. Concluding discussion

This thesis had the aim to investigate mechanisms of plant range dynamics under climate warming. Current climate warming has many direct and indirect impacts on the performance of plants, which can lead to shifts of range and distribution patterns of species (Parmesan and Hanley, 2015; Parmesan and Yohe, 2003; see also chapter 1). Realized range shifts emerge from dispersal to, and establishment in novel habitats. These stages have very different underlying processes and hence, are likely to require different abilities (Estrada et al., 2016). For my study, I related the performance of individuals to their ability to compete with resident neighbours (chapters 2 and 3) and defend against herbivores (chapter 3). To assess large-scale range dynamics of species, local population dynamics have to be extended by dispersal capacity (chapter 4). Competitive, defensive and dispersal capacity are expressed by corresponding traits and give rise to the ecological profile of a species (table 5.1 and fig. 5.1). Such a profile may be used to predict species’ range dynamics under consideration of local biotic interactions and through different stages of range shift. For novel plant species from other continents, the combination of traits explained invasive success better than single traits (Küster et al., 2008). Furthermore, embedding trait combinations in a context of locally relevant biotic interactions (e.g. Adler et al., 2012) may further increase the predictive power for local establishment success of species. Trait-based approaches have gained increasing attention to analyse and predict range shifts (e.g. Butt and Gallagher, 2018; Estrada et al., 2018; Tremlová and Münzbergová, 2007). The growing body of literature underlines the relevance of trait-mediated spread and establishment success for explaining range dynamics, although a unifying scheme has not yet emerged (MacLean and Beissinger, 2017). With my thesis, I contributed an approach to understand the mechanisms that drive establishment success of novel plants under different degrees of biotic pressures based on the corresponding competition and defence traits, and highlighted which factors gain importance in the dispersal stage.
Concluding discussion

Table 5.1. – List of possible trait combinations of competitive, defensive and dispersal ability. These combinations build the ecological trait profiles mentioned in this thesis. High trait values are indicated with “+”, low trait values are indicated with “–”. Competitive ability is related to seed size in the studies of this thesis (chapter 1 and 2). Defensive ability can be related to mechanical barriers or toxic compounds and is implemented as probability to repel insect herbivores (chapter 2). Dispersal ability can be expressed by the shape of the dispersal kernel and should reflect the ability to reach novel suitable habitats (see concept in chapter 4). In full factorial combinations, nine ecological profiles would be possible. The first row lists the notation of the nine trait profiles.

<table>
<thead>
<tr>
<th></th>
<th>HiAll</th>
<th>HiComp</th>
<th>HiDef</th>
<th>HiDisp</th>
<th>LoComp</th>
<th>LoDef</th>
<th>LoDisp</th>
<th>LoAll</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competition</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Defense</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Dispersal</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 5.1. – Schematic profile examples. Axis origin is weak expression of traits, and each axis describes increasing strong expression of the respective traits. In this scheme, Species a is characterized by low competitive strength (value on the y-axis), and high defense and dispersal trait values (values on x- and z-axis). Species b is characterized by high competitive strength and dispersal capacity (values on y- and z-axis) and weak defense trait value (x-axis).
In the following, I briefly synthesize how competitive ability and interactions influenced plant performance in the greenhouse experiment (chapter 2) and in the local-scale model (chapter 3) and how the results complement each other. Based on these insights, I propose to account for more complex interactions in plant communities on the local scale (chapter 4), climate-warming driven changes in interactions with the resident community (chapters 1 and 4), and more options of modelling techniques (chapter 4).

In the greenhouse experiment (chapter 2) and the subsequently developed individual-based model (chapter 3) I focused on early local establishment. The greenhouse experiment confirmed that seed size is a reliable predictor of adult biomass and hence can be used as an easily accessible proxy trait for establishment experiments (see also fig. 2.5). According to established competition models (e.g. Lin et al., 2012; Weiner and Damgaard, 2006), having a higher biomass should result in a competitive advantage. This was the case for the individual-based model where strong competitors had a massive advantage in performance and survival as compared to weak competitors (chapter 3). An increase of competitive asymmetry towards more pronounced size-symmetric resource competition further accentuated this effect. Replacement of weaker competitors with stronger competitors has been observed in field observations of the consequences of the introduction of novel plants (Alexander et al., 2015; Morriën et al., 2010) as well as in established communities, when climate warming favoured one species over others (Ma et al., 2017).

However, drawing a competitive advantage from having a greater biomass than neighbouring individuals might be only one, rather intuitive side of the coin. While drop-out rates in the greenhouse experiment were close to none, survival was low in some cases in the model. Here, the plant had to capture a minimum amount of resources relative to its size to maintain its metabolic rate (Lin et al., 2012; Schmitz, 2000). During the experiment, mortality of single individuals seemed to have no relationship to treatment or species identity. This emphasized the potential importance of including further types of interactions, e.g. facilitative interactions (Chu et al., 2008; Lin et al., 2012), as well as differentiation of competitive interactions, depending on the respective interaction partners (Radny and Meyer, 2018). In fact, plants may have developed many different strategies to interact with their neighbours (Novoplansky, 2009), which appears a “reasonable” adaptation considering the immobile nature of plants. In chapter 3, I suggested to implement such
partner-sensitive competitive interactions through variation of the degree of competitive asymmetry. To derive the corresponding interaction parameters either from experiments or from data repositories, it is necessary to identify the most relevant interactions for the system under investigation. This requires also system-specific knowledge about how the system will most likely be affected under climate warming (see examples in chapter 1) and how these changes manifest in processes and patterns on local and broader scales (chapter 4).

The complexity of the modelling framework that I propose in chapter 4 to address the plant species responses to climate warming outlined in chapter 1 is likely prone to uncertainties in parametrization. Recent development in modelling techniques, such as highly evolved mechanistic species distribution models may pave the way for more realistic modelling (Cabral et al., 2017; Singer et al., 2016). Probably the most feasible technical solution may be the combination of analytical models with individual-based models. Analytical models are highly suitable to capture processes on broader scales, i.e. the meso- and macroscale or metapopulation and species level, whereas individual-based models are ideal to simulate complex community interactions at the microscale. Individual-based models can explicitly account for biotic interactions including many types of agents and relationships between them (DeAngelis and Grimm, 2014; Grimm and Railsback, 2005) and provide a promising, underexplored basis to be combined with analytical approaches (Travis et al., 2011).

Overall, I think it will be possible to construct an ecological profile from species traits to unravel the mechanisms underlying climate warming-induced range shifts of plants. Recently, the consideration of combinations of traits confirmed an increase of explanatory power of plant establishment and spread as compared to single trait approaches (Estrada et al., 2018; Küster et al., 2008). Ecological trait profiles might gain considerable importance for assessing multispecies dynamics with relative generality (McGill et al., 2006) and at relatively low computing costs (Zakharova et al., 2019), but still producing very realistic patterns (Cabral and Kreft, 2012). In light of an predicted increase in non-analogue communities (Williams and Jackson, 2007) that have little to no similarity to any known community, the generality of trait-based approaches may result in more flexible predictive models compared to species-based approaches as a better preparation for “ecological surprises”. However, as my new model concept shows (chapter 4), such an ecological trait
profile must consider more factors than covered by the empirical and modelling studies of this thesis (chapters 2 and 3) to be applicable to a broad set of abiotic and biotic conditions. For example, these factors may include facilitative interactions and dependency on mutualistic interactions (chapter 4), as well as vulnerability to locally changing conditions (chapter 1). This thesis has provided a few puzzle pieces (chapters 1-3) and a sketch of the full picture (chapter 4) that is required to predict climate warming-induced range shifts of plant species in multispecies interaction webs under different future scenarios of global climate warming across spatial and temporal scales.
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Appendix
A. Supplemental Material: Alternative herbivory simulations

The content of this chapter was originally published as supplemental material for Radny and Meyer (2018).

Motivation

In the standard version of our simulation model, herbivores consume an absolute amount of biomass per plant of 7.4 - 7.6 mg. This might lead to relatively higher losses in terms of percentage foliage of small plants compared to larger plants.

To investigate whether and how this affects model results, we adjusted the analysis for this effect by implementing herbivore consumption as relative amounts of plant biomass in an alternative model version.

Methods

In the alternative model version, each herbivore consumes between 1.2% and 4.5% of the total current biomass of a plant that it successfully attacked. The mean of these percentages corresponds to the percentage of the mean biomass of all plants in a typical simulation that is represented by 7.5 mg.

NetLogo Code snippet from the standard version:

```netlogo
set biomass_now biomass_now -((7.5 * (1 + random-float 0.1)) * count herbivores-here)
```
**Supplemental Material: Alternative herbivory simulations**

NetLogo Code snippet from the alternative version:

```plaintext
set biomass_now biomass_now * ((0.988 -(random-float 0.033 * count herbivores-here)))
```

The alternative model version was run and analyzed in the same way as the standard model version (see section 3.2.12 in chapter 3). We plotted graphs corresponding to figs. 3.5 to 3.8 in chapter 3.

**Results**

We found qualitatively similar results for standard and alternative model versions (figs. A.1 to A.4). The main difference was that the effect of high competitiveness traits on survival was much less pronounced in the alternative than in the standard version. Furthermore, the effect of high defense traits on survival was more visible (or at all detectable) in the alternative than in the standard model version.

**Conclusions**

We conclude that the qualitative results of our model are robust towards different herbivory implementations. The quantitative differences indicate, though, that it would be worthwhile to explore a greater range and resolution of herbivory implementations in the future. These will require more data for parameterization than are currently available. Thus, concerted empirical-modelling efforts are called for.
Figure A.1. – Alternative run: Survival rates of non-native plants with different trait profiles for the standard (absolute) and alternative (percent) model version. The trait profiles are: high competitive and high defensive (HiAll), high competitive and low defensive (HiComp), low competitive and high defensive (HiDef), and low competitive and low defensive (LowAll). Values were averaged over all scenarios.

Figure A.2. – Alternative run: Survival rates of non-native plants under different invasion levels in high density (left panels) and low density (right panels) native communities for the standard (absolute) and alternative (percent) model version. Invasion level corresponds to initial population sizes of 8, 16, 32, 64, 128 and 256 individuals of the non-native species. Non-natives are split into the following trait profiles (in each block from left to right): high competitive and high defensive (HiAll, orange), high competitive and low defensive (HiComp, green), low competitive and high defensive (HiDef, blue), and low competitive and low defensive (LowAll, purple).
Supplemental Material: Alternative herbivory simulations

(a) Even mixture of natives in the initial community

(b) Native species mixture based on literature values of seed bank sizes

Figure A.3. – Alternative run: Effect of the intensity of competition $\Theta$ on survival rates of non-native plants in different configurations of the resident community for the standard (absolute) and alternative (percent) model version. Left panels show high density of natives, right panels show low density of natives. Note that different initial numbers of non-natives are not separated in this figure. The upper four (fig. A.3a) panels show an even mixture of natives in the initial community, the lower four panels (fig. A.3b) show a mixture based on literature values of seed bank sizes. With $\Theta = 0$, resources are shared among competitors regardless of their biomass, with $\Theta = 1$, resources are shared proportionally to the biomass of the individual competitors. $\Theta = 0.5$ reflects an intermediate stage.

Non-natives are split into the following trait profiles (in each block from left to right): high competitive and high defensive (HiAll, orange), high competitive and low defensive (HiComp, green), low competitive and high defensive (HiDef, blue), and low competitive and low defensive (LowAll, purple).
Figure A.4. – Alternative run: Survival rate of non-native species at different herbivore densities for the standard (absolute) and alternative (percent) model version. Herbivore densities: no herbivores as control scenario (white bars), 3.2 herbivores per m$^2$ (light grey bars), and 18.75 herbivores per m$^2$ (dark grey bars). Non-natives are split into the following trait profiles: high competitive and high defensive (HiAll), high competitive and low defensive (HiComp), low competitive and high defensive (HiDef), and low competitive and low defensive (LowAll).
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