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Abstract

.

User attributes refer to a person’s various demographic characteristics,
like income, education, job, age, gender, socioeconomic status (SES),
etc. User attributes play an important role in many research areas like
sociology and education [16]. Recently, companies have become more
and more interested in user attributes because these attributes are also
valuable to many emerging applications, such as personalized recom-
mendation, customized marketing and precise advertisement [91, 19, 51,
102]. For example, [26, 70] leverage the users’ age, gender, occupation
to improve the performance of personalized recommendation.

The manual survey is the traditional way to collect user attributes,
which is highly expensive and time-consuming [12]. Many researchers
try to infer user attributes based on various kinds of user-generated data,
like people’s tweets or cellphone records. Compared with the survey
method, these proposed machine-learning-based user attribute inference
(UAI) methods are much quicker and cheaper. However, there are still
many open challenges: to introduce new kind of user-generated data
source into attribute inference; to improve the accuracy for multiple
attribute prediction based on limited data sources; to improve the perfor-
mance of user-attribute-enhanced (UAE) tasks by UAI methods.

For the first challenge, human mobility data based socioeconomic
status (SES) inference is chosen as a case study of introducing new
data source into UAI. The notion of SES of a person or family reflects
the corresponding entity’s social and economic rank in society. This
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attribute can help applications like bank loaning decisions and provide
measurable inputs for related studies like social stratification, social
welfare and business planning. Traditionally, estimating SES for a large
population is performed by national statistical institutes through a large
number of household interviews. Recently researchers begin to estimate
individual-level SES from people’s social media data. However, these
methods cannot work if researchers cannot get people’s cyberspace data.
So we need to continue to introduce new data sources, especially some
widely recorded real-world users’ behavior such as human mobility. In
this work, we leverage Smart Card Data (SCD) for public transport
systems, which records the temporal and spatial mobility behavior of
a large population of users. More specifically, we develop S2S, a deep
learning-based method for estimating people’s SES based on their SCD.
Essentially, S2S models two types of SES-related features, namely the
temporal-sequential feature and general statistical feature, and leverages
deep learning for SES estimation. We evaluate our approach in an actual
dataset, Shanghai subway SCD, which involves millions of users. The
results show that the proposed method can use mobility data for SES
inference and clearly outperforms several state-of-art methods in terms
of various evaluation metrics.

For the next challenge, home location-based multiple Socioeconomic
Attributes (SEA) Inference is selected as an example problem of improv-
ing the accuracy of multiple attribute inference with the limited input
information. Inferring people’s socioeconomic attributes (SEAs) includ-
ing income, occupation and education level is an important problem for
applications like personalized recommendation and targeted advertising.
Some methods have been proposed to estimate SEAs, if users have rich
information like tweet contents through a long period. However, the
accuracy of these methods may be affected if researchers can only get
limited information of users (e.g., no or very few tweet content). Besides,
limited by the budget and time, researchers may have to estimate as many
as attributes with a limited data sources. Multi-SEA-inference based on
limited information is even harder. Here we choose home location as

viii



an example of limited data sources. The longitude and latitude of home
location is often used as a supportive data source in UAI work. The accu-
racy of existing methods will be seriously affected if we only get users’
home location. In this work, we try to predict a person’s income level,
family income level, occupation type and education level from his/her
home location. We collect people’s home locations and socioeconomic
attributes through a survey involving 9 provinces and 85 cities of China.
Then we design new basic features by enriching home location with
the knowledge from real estate websites, government statistics websites,
online map services, etc. To learn a shared representation from input
features as well as attribute-specific representations for different SEAs,
we propose a multi-task learning method with attention mechanism,
which is called H2SEA. The factorization machine-based embedding
component of H2SEA can also generates more kinds of new interacted
features base on the input basic features. Extensive experiment results
show that the proposed H2SEA model outperforms alternative models
for SEA inference in terms of various evaluation metrics, such as AUC,
F-measure, and specificity.

The first two works are focusing on improving the performance of
UAI itself in different scenarios. In the final work, we expand the focus
to improve UAE tasks with the help of UAI.There are two kinds of
tasks relying on user attributes. For user-attribute-based (UAB) tasks,
researchers cannot carry out these tasks without user attributes. For
UAE, attributes are not necessary, but can be used to enhance their
performance.

From the first two challenges, we can see designing an accurate UAI
method requires a lot of works including data mining and model design.
UAE researchers usually would rather give up the benefits of UAI to
lower the cost, especially if the missing rates of attributes are too high or
there are many kinds of missing attributes.
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In this thesis, we take collaborative filtering (CF) recommender sys-
tem as a case study of UAE tasks. CF recommendation methods mainly
rely on user-item history interactions, which may suffer from the interac-
tion sparsity problem. Therefore, some algorithms have been proposed
to leverage user/item attributes (e.g, user location or item brand) to
enhance the recommendation performance. However, in real-world
datasets, user/item attributes are often missing for reasons like privacy
concerns. CF recommender systems usually use unknown tags or zeros
as simple substitutes of missing attributes instead of leveraging UAI. In
the final work, we first conduct empirical experiments to quantify how
the recommending performance can be affected if we just use simple
substitutes for missing attributes. Then we discuss how to alleviate this
negative impact caused by the missing attributes by UAI. Although rec-
ommending and UAI are usually separately studied, we argue they can
be both seen as graph node representation learning tasks based on node
interactions. We develop a novel multi-task Attribute-Enhanced Graph
Convolutional Network (AEGCN) method, which enhances recommen-
dation by auxiliary UAI tasks. The auxiliary attribute inference tasks can
send estimated attribute information to the recommending task, improv-
ing the recommendation performance with incomplete attributes. More
specifically, we define recommending and profiling in one user-item
bipartite graph. The two kinds of tasks share one graph convolutional
network (GCN) to learn the user/item-hidden representations. Then the
user/item representations are used for profiling while their combination
is used to predict users’ preference on items. Extensive experimental
results on three real-world datasets demonstrate that AEGCN is simple
yet effective for missing attributes. Compared with attribute-enhanced
CF models, AEGCN achieves comparable performance when the at-
tributes are complete, and significant improvements when the missing
rate increases.

This thesis chooses mobility-based SES prediction, home-based SEA
prediction and CF recommender system as case studies of three open
challenges of UAI. The three challenges studied in this thesis belong to
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an general effort to expand UAI from one-attribute-prediction to multi-
attribute-prediction and finally multi-task framework, which includes
both UAI and UAE tasks.

xi



xii



Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Open Problems . . . . . . . . . . . . . . . . . . . 2

1.2 Research Goals . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Research Challenges . . . . . . . . . . . . . . . . . . . . 6

1.3.1 Single-Attribute-Level Problem: Enabling Human Mobil-

ity for Socioeconomic Status Estimation . . . . . . . . 6

1.3.2 Multi-Attribute-Level Problem: Multiple Socioeconomic

Attributes Estimation based on Home Location . . . . . 9

1.3.3 Multi-Task-Level Problem: Improving User-Attribute-Enhanced

tasks by Attribute Inference . . . . . . . . . . . . . 11

1.4 Summary of Contributions . . . . . . . . . . . . . . . . . . 14

1.4.1 Single-Attribute-Level Problem: Enabling Human Mobil-

ity for Socioeconomic Status Estimation . . . . . . . . 14

1.4.2 Multi-Attribute-Level Problem: Multiple Socioeconomic

Attributes Estimation based on Home Location . . . . . 15

1.4.3 Multi-Task-Level Problem: Improving User-Attribute-Enhanced

tasks by Attribute Inference . . . . . . . . . . . . . 16

1.5 Dissertation Outline . . . . . . . . . . . . . . . . . . . . . 18

2 Literature review 21
2.1 Socioeconomic Status Inference . . . . . . . . . . . . . . . 22

2.1.1 SES Estimation based on Social Media . . . . . . . . 22

2.1.2 SES Estimation based on Cell Phone Data . . . . . . . 24

2.1.3 Relationship Study between SES and Smart card Data . . 26

2.2 Socioeconomic Attributes Inference . . . . . . . . . . . . . . 27

xiii



2.2.1 Personal Socioeconomic Attributes Prediction. . . . . 27

2.2.2 Multi-Task Learning for Multi-SEA Inference. . . . . 32

2.3 Collaborative Filtering Recommender System. . . . . . . . . 33

2.3.1 GCN-based CF algorithms. . . . . . . . . . . . . . 33

2.3.2 Attribute-enhanced Recommendation. . . . . . . . . 36

2.3.3 Multi-Task Learning for Recommender Systems. . . . 39

3 Single-Attribute-Level Problem: Enabling Human Mo-
bility for Socioeconomic Status Estimation 43
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2 Datasets. . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.2.1 Data Collection. . . . . . . . . . . . . . . . . . . 48

3.2.2 Ground Truth Construction . . . . . . . . . . . . . 49

3.3 Feature Engineering. . . . . . . . . . . . . . . . . . . . . 51

3.3.1 Overview . . . . . . . . . . . . . . . . . . . . . 51

3.3.2 General Feature . . . . . . . . . . . . . . . . . . 52

3.3.3 Sequence Feature. . . . . . . . . . . . . . . . . . 54

3.4 S2S Model. . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4.1 Sequential Component. . . . . . . . . . . . . . . 58

3.4.2 The Structure of General Component. . . . . . . . . 59

3.4.3 Fusion and Training. . . . . . . . . . . . . . . . . 60

3.5 EXPERIMENTS . . . . . . . . . . . . . . . . . . . . . . 60

3.5.1 Settings . . . . . . . . . . . . . . . . . . . . . . 60

3.5.2 Performance Comparison. . . . . . . . . . . . . . 62

3.6 Chapter Summary. . . . . . . . . . . . . . . . . . . . . . 64

4 Multi-Attribute-Level Problem: Multiple Socioeconomic
Attributes Estimation based on Home Location 65
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 67

4.2 Ground Truth Dataset. . . . . . . . . . . . . . . . . . . . 69

4.3 Feature Engineering. . . . . . . . . . . . . . . . . . . . . 70

4.3.1 Features based on Housing Price. . . . . . . . . . . 71

4.3.2 Features based on Renting Price. . . . . . . . . . . 71

4.3.3 Features based on Of�cial Area-Level Economic Statistics 72

xiv



4.3.4 Features based on Point of Interests. . . . . . . . . . 73

4.3.5 Categorical Features. . . . . . . . . . . . . . . . 74

4.4 Home to SEA (H2SEA). . . . . . . . . . . . . . . . . . . 75

4.4.1 FM-based Shared Embedding Layers. . . . . . . . . 75

4.4.2 Attention-based Attribute Speci�c Layers. . . . . . . 77

4.4.3 Predication Layers. . . . . . . . . . . . . . . . . 78

4.5 EXPERIMENTS . . . . . . . . . . . . . . . . . . . . . . 79

4.5.1 Experiment Setup. . . . . . . . . . . . . . . . . . 79

4.5.2 Results Analysis. . . . . . . . . . . . . . . . . . 82

4.5.3 Feature Importance Analysis. . . . . . . . . . . . . 83

4.6 Relationship between Housing Price and Income. . . . . . . . 85

4.7 Chapter Summary. . . . . . . . . . . . . . . . . . . . . . 86

5 Multi-Task-level Problem: Improving User-Attribute-
Enhanced tasks by Attribute Inference 87
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 89

5.2 Methodology. . . . . . . . . . . . . . . . . . . . . . . . 92

5.2.1 Feature Embedding Layer. . . . . . . . . . . . . . 93

5.2.2 Graph Convolution Layers. . . . . . . . . . . . . . 93

5.2.3 Recommending Layer. . . . . . . . . . . . . . . . 94

5.2.4 Pro�ling Layers . . . . . . . . . . . . . . . . . . 94

5.2.5 Model Training. . . . . . . . . . . . . . . . . . . 95

5.3 EXPERIMENTS . . . . . . . . . . . . . . . . . . . . . . 96

5.3.1 Dataset Description. . . . . . . . . . . . . . . . . 97

5.3.2 Experiments Settings. . . . . . . . . . . . . . . . 99

5.3.3 Overall Recommending Performance Comparison (RQ1) 103

5.3.4 Effects of Different Attributes (RQ2). . . . . . . . . 105

5.3.5 Study of AEGCN (RQ3). . . . . . . . . . . . . . . 109

5.3.6 Pro�ling Performance (RQ4). . . . . . . . . . . . . 110

5.4 Chapter Summary. . . . . . . . . . . . . . . . . . . . . . 111

6 Conclusion 113
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . 115

xv



Bibliography 117

List of Acronyms 127

List of Figures 129

List of Tables 131

xvi



Chapter 1
Introduction

1.1 Motivation

User attributes refer to a person's various demographic characteristics,
like age, gender, income, education, etc. For academia, user attributes
are the basic data sources for many research areas like sociology and eco-
nomics. For governments, user attributes like income can offer detailed
population information for designing and evaluating social policies[16].
Recently, more and more companies have also become interested in
leveraging user attributes to promote diverse commercial applications.
For example, a user's age, gender and income can help recommender sys-
tem to understand the user's preferences and provide more personalized
services[91, 19, 51, 102].

The traditional methods to collect individual-level attributes for a pop-
ulation are large-scale manual survey, including household interviews,
telephone interviews, online questioners, etc. Although traditional meth-
ods can get detailed and accurate user-level information, they are highly
expensive and time-consuming. And, the time gap between two suc-
cessive large-scale surveys could be very long, which may be several
months or even several years[12].

Fortunately, the burst of available user-generated data provides re-
searchers another way to infer attributes. Nowadays, billions of people
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all over the world are generating massive data every day, such as online
shopping data, online check-in data, smart card mobility data, social
media data, etc. For example, according to [67], about 1.9 billion people
are purchasing online in 2019; according to [62], more than 10 million
passengers travel daily in subway systems in cities like Shanghai. These
user activities keep generating data that re�ects people's lifestyle and
personal habits. And user attributes are related to people's lifestyles and
habits. Thus inferring user attributes via mining user-generated data has
become an important research area, attracting more and attention from
data mining �elds.

1.1.1 Open Problems

Compared with manual survey methods, data mining methods are
cheaper and quicker. So a variety of methods have been proposed to infer
different user attributes from various user-generated data. For example,
[12] estimates Rwandans' wealth based on their mobile phone usage
data. The experiments show that the distribution of wealth estimated
from mobile phone data has a strong correlation with the distribution of
wealth measured by the Rwandan government. [72, 73, 58] explore how
to estimate people's job types based on their tweets contents. Although
some promising discoveries have been made in the �eld of UAI, there
are many open problem requiring further discussion.

Single-Attribute-Level Problem of UAI

The �rst problem is toenable new kinds of data sources to infer
attributes. More speci�cally, in this thesis, we focus on enabling human
mobility data to infer people's socioeconomic status (SES) [86].

Human mobility is an important kind of people's real-world behavior.
Many mobility datasets have been gathered and opened for research and
commercial usage [63, 71]. Existing SES inference works mainly rely
on people's cyberspace data like tweets. These UAI methods cannot
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estimate attributes if they do not have the cyberspace data (e.g., tweets)
of target users. For example, it is much harder for public transit agen-
cies to collect travelers' cyberspace data than mobility data. For users
with cyberspace data, mobility data may also help to further improve
the performance in attribute inference. Last but not least, the study on
mobility-based SES prediction can also help to understand to the un-
derlying relationship between people's mobility patterns and SES. So
introducing human mobility data into SES inference is an important open
problem for UAI.

Multiple-Attribute-Level Problem of UAI

The second problem is toimprove the accuracy in inferring mul-
tiple attributes with limited data sources. More speci�cally, in this
thesis, we focus on improving the accuracy of inferring multiple socioe-
conomic attributes like income and education level when the only raw
input data source is the location address of people's homes.

In real-world scenarios, there may be obstacles like privacy law and
budget limitations during the raw data collection phase. So it is quite
common that UAI researchers only get limited generated data of target
users. It is hard for machine learning methods to get accurate estimation
when the input effective information is limited. What makes it harder,
UAI researchers are often required to estimate as many attributes as
possible. Because in this way, the value of raw data collection can
be maximized. Different from the �rst problem, we can still get an
estimation of user attribute. Our aim is to improve its accuracy.

Socioeconomic attributes inference is an important problem in social
computing. The existing methods can get satisfactory estimations with
rich input data sources (e.g., hundreds of tweets). However, there is few
discussion about improving the accuracy with limited input data sources
(e.g., a single geolocation address of user's home). So improving the
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accuracy of predicting multiple socioeconomic attributes from home
location is an important open problem for UAI.

Multiple-Task-Level Problem including UAI and UAE

The third problem is toimprove the performance User-Attribute-
Enhanced (UAE) tasks by UAI. The �rst two open problems mainly
consider the performance of UAI itself. The performance of UAI is very
important to User-Attribute-Based (UAB) tasks. However, it is not the
main concern for UAE tasks.

For UAB, user attributes are the basic data. UAB tasks cannot be car-
ried out if the attributes cannot be estimated (like the �rst open problem)
or the accuracy of estimated attributes is too low (like the second open
problem). For example, content-based recommendation (CB) is a typical
UAB task. It recommends items based on users' attributes. So if the
missing attributes cannot be estimated or the accuracy of the estimated
attributes level is too low, we cannot use CB to recommend items to
users.

The other kind of tasks are the UAE tasks. User attributes are just
the auxiliary/supportive input data for UAE. UAE tasks can get a result
without any user attributes. But if there are complete attributes, the
performance of UAE tasks can be further improved. Collaborative
�ltering recommendation (CF) is a typical UAE task. CF recommends
items based on users' behavior history. If the behavior data is not enough,
user attributes can also help to improve the performance of CF.

Until now, many UAE tasks (e.g., all CF methods), do not consider
UAI at all when there are missing attributes. If one kind of attribute
is incomplete, they usually ignore the kind of attribute or use zeros as
substitutes for missing values. This is because UAE methods often face
the problem that there are many kinds of missing attributes. As we
can see in the discussion of the �rst two problems, to design a high-
accuracy UAI method for various missing attributes require a lot of work.
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Besides, there is no grantee that the contribution of those work to the
�nal performance of UAE will be signi�cant. So the traditional idea
to improve the performance of UAI is not suitable for UAE. Until now,
UAI is often overlooked by UAE even with missing attributes, which
leads to the sub-optimal result of UAE.

Recently, more and more UAE tasks emerge, such as recommendation
and advertising. For some UAE tasks (e.g., recommendation), even a
small improvement can be important for researchers or companies. So
how to improve the performance of UAE with UAI become more and
more important. In this thesis, we focus on leveraging UAI to help
improve the performance of CF-based recommender systems.

1.2 Research Goals

In this dissertation, we aim to address the three UAI problems dis-
cussed in 1.1. The corresponding research goals include:

G1 Our �rst research goal is to design a deep-learning-based method
that can predict people's SES based on one kind of human mobility
data – smart card data (SCD).

G2 The second goal is to develop a multi-task learning method which
can improve the accuracy in predicting people's personal income,
family income, educational level and job types from a limited
input data sources: home location.

G3 The third research goal for us is seeking to design a uni�ed model
to improve the performance of CF tasks with auxiliary UAI tasks.

We can see that the �rst research goal is a single-attribute-level work
that focus on the accuracy of one speci�c attribute: SES. The second
is a multi-attributes-level work which tries to improve the accuracy of
various attributes. The third one further extends from multi-attributes-
level prediction into multi-tasks-level work which considers UAE as
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well as multi-attribute-level prediction. These three research goals show
a way to extend UAI from a single-output task which mainly serves
for UAB tasks, to multi-output tasks which serves both UAB and UAE
tasks.

Section 1.3 and Section 1.4 will explain the challenges in reaching
the research goals and our main contributions respectively.

1.3 Research Challenges

1.3.1 Single-Attribute-Level Problem: Enabling
Human Mobility for Socioeconomic Status
Estimation

In this section, we discuss the challenges in achieving the �rst re-
search goal. Before that, we need to give a short introduction about
the background knowledge of SES inference and smart card mobility
data.

Background

SES is a widely studied concept in the �eld of social sciences[86].
Unlike simple attributes like gender or age, it is an economically and
sociologically combined overall measure of an individual or family. SES
can be calculated based on one or several basic indicators like people's
income level, education level and job types. It describes one's economic
and social position in relation to others and is typically divided into three
levels (high, middle, and low)[86, 16, 84]. An individual with a higher
SES means he/she earns more, has a better job or higher education than
those with a lower SES.

SES can provide measurable inputs for related studies like social strat-
i�cation, social welfare and business planning[87, 12]. Nowadays SES is
not limited to social sciences. It also becomes important to governments
during designing social policies. And SES also begins to be used in many
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commercial applications, like personalized recommendation, customized
marketing and precise advertisement [91, 19, 51, 102].

Companies and governments often need to get the SES information
of a large population. However, the cost of manually collecting SES
information of a population is unbearable to most companies and even
governments in some developing countries[12]. Thus recently, UAI
researchers have become more and more interested in SES inference.
Until now, some efforts have been made to estimate individual-level SES
using cyberspace data sources like online social media [72, 73, 58].

These data-based methods can lower the cost in getting individual-
level SES of people, if their social media data could be found by re-
searchers. However, sometimes researchers cannot �nd social media
data for targeted users. So we need to keep introducing new kinds of
data sources for SES inference to cover as many users as possible.

Among potential new data sources, human mobility data can be of
great help. Because mobility patterns can be used to describe one's
lifestyles. And data-based SES inference methods are actually based
on the assumption that different SES levels of people have different
lifestyles.

Speci�c Challenges

In this thesis, we choose the Smart Card Data (SCD) of Shanghai city
as a case study of the human mobility data source. SCD is generated
by smart card automated fare collection systems. The automated fare
collection systems are now widely used by public transit agencies around
the world [9, 64]. The dataset is opened by the Shanghai government
and includes a great amount of individual-level, time-stamped and geo-
tagged trip data of Shanghai citizens.
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Although many previous works have studied SCD or SES inference,
the discussion about estimating SES based on SCD is quite limited for
following challenges:

• The �rst challenge is that it is hard to collect ground-truth SES
data for large-scale SCD users. As far as we know, there are no
open datasets that consist of people's mobility (e.g., SCD) and
their SES data simultaneously. UAI is a data-based supervised
learning problem, which needs ground-data SES label for training
machine learning models. So we �rst need to get the SES labels
for millions of users in Shanghai SCD.

• The second challenge is to design effective SCD-based features
that may re�ect people's SES levels. This is also the basic problem
for any UAI work which tries to enable new data sources. There
are some cellphone-data-based methods [87, 105, 12] which can
predict group-level SES. They discussed some general statistical
mobility features, like the average daily moving distance. However,
these works mainly rely on cellphone features like the numbers of
calls and telephone fares. The general statistical mobility features
are just supportive information. So the mobility features are not
effective enough for organizations (e.g., public transit agencies)
which only have human mobility data. Besides general statistical
mobility features, we need to design new SCD-based features that
can effectively capture the dynamic urban lifestyle of subway users
in Shanghai.

• The third problem is closely related to the designed features. Ex-
isting SES inference methods mainly rely on standard classical
machine learning methods like support vector machine (SVM),
Gradient Boost Decision Tree (GBDT) or Multi-Layer Perceptron
(MLP). They are good at processing statistical mobility features.
However, they may be not suitable for dynamic sequential input
features. So we need to design a model that can utilize both sta-
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tistical and dynamic sequential mobility features to improve the
accuracy of SES inference.

1.3.2 Multi-Attribute-Level Problem: Multiple
Socioeconomic Attributes Estimation based
on Home Location

In this section, we discuss the challenges in achieving the second
research goal. Before that, we will deliver an short introduction about
background of socioeconomic attributes inference.

Background

In this thesis, socioeconomic attributes mainly refer to people's in-
come level, education level and occupation types. Inferring individual-
level socioeconomic Attribute (SEA) is an important problem for social
computing [4]. Like SES, these attributes also play an important role in
studies like social strati�cation and social welfare. And they are also the
basic factors to calculate people's Socioeconomic Status (SES) [16, 84].
Compared with SES, these indicators are much easier to be understood.
They have already been widely used by people who are not experts in
sociology. In particular, online service providers pay special attention to
SEAs if they want to offer personalized services in recommendation and
advertisement [91, 19, 51, 102].

Until now, there have been a lot of works in inferring SEA for a
large population. [87, 12, 5, 105, 72, 73, 58]. For example, [72, 73, 58]
explore how to estimate people's income or occupation based on the
language patterns, topics or even emotions in tweet content. [87, 12, 5,
105] focus on predicting peoples family income from their mobile phone
usage habits. [96, 68] estimates people's income and education level
based on how people purchase items in of�ine retailers.

These methods could get accurate SES levels from the rich informa-
tion contained in data sources like tweets or cellphone data. However,
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these methods did not discuss the problem that the data sources only
contain limited information. Actually, in real-world scenarios, it is quite
common that researchers can only rely on limited input information. For
example, a large part of users has few or no tweets content or cellphone
records at all. Sometimes, limited by budget and time, researchers or
companies could only get a kind of user-generated data that contains
very few useful information. Here we choose the home location as a
case study of limited input data sources.

Speci�c Challenges

There are several challenges of investigating the relationship between
people's SEAs and home location:

• The �rst challenge is similar to SES inference, no open datasets
are containing both personal SEAs and home location. We need to
collect our own datasets before designing any data-mining-based
methods.

• The second challenge is that home location itself only contains
limited information. The accuracy of SEA inference would be
low only based on the latitude and longitude of people's homes.
What makes it worse, income, occupation or education levels
are all complex attributes that are hard to predict even with rich
human behavior data like in [104, 12]. We need to enrich the home
location with more SEA-related knowledge by feature design and
data mining.

• The third challenge is to design a machine learning method which
can generate new interacted features based on the basic input fea-
ture. And the method should also be able to increase the accuracy
in estimating one attribute by the other attributes.
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1.3.3 Multi-Task-Level Problem: Improving
User-Attribute-Enhanced tasks by Attribute
Inference

In this section, we discuss the challenges of improving the perfor-
mance of UAE tasks with UAI. In this thesis, we pick a typical UAE
task, CF recommender system as a case study. First we need to introduce
the background of UAE and recommender systems.

Background

Nowadays, online users often �nd that there are too many kinds
of books, movies or songs to choose. The recommender system is a
crucial tool to help users to �nd what items they may prefer to interact or
buy[78]. Until now, collaborative �ltering (CF) is one of the mainstream
recommender systems [79, 27, 81]. CF bases on an assumption that a
user would tend to like items that are liked by the other "similar" users.
CF measures the similarity of users based on their interaction histories
with different items.

Recently, CF methods begin to leverage an emerging machine learn-
ing method, Graph Convolutional Network (GCN) to [11, 106, 98, 45],
to improve the performance. For instance, GC-MC [11] applies GCN on
user-item graph to exploit the direct connections between users and items.
NGCF [98] improves the recommendation performance by modeling
high-order connectivity on a user-item graph. And LightGCN achieves
state-of-the-art performance by simplifying feature transformation and
nonlinear activation in GCN layers [45]. Most of these CF methods do
not consider user attributes.

Sometimes CF methods may encounterinteraction sparsity problem.
This is because many users may only interact with a very small propor-
tion of items. The few interactions of these users are insuf�cient for CF
to learn their accurate preference for items. To alleviate the problem,
researchers tried to use various attributes of the user (e.g., gender, age,
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location) and item (e.g., category, genres, brands) to improve the original
CF methods [82, 57]. For CF methods also leveraging attributes, we
refer them as attribute-enhanced CF methods. These CF methods are typ-
ical UAE tasks. They can still recommend items without any attributes.
And if they can get the attributes of the users who have few interaction
histories, the performance can be further improved.

In real-world recommending scenarios, user/item attributes are often
incomplete. For instance, many users are reluctant to provide age or
location information due to privacy concerns. Until now, there has
been limited discussion of leveraging UAI methods to estimate these
missing attributes for CF methods. This is because there may be usually
many missing attributes in recommender systems. From the �rst two
challenges of our thesis, we can see that to design an accurate UAI
method for various missing attributes requires a lot of work, such as data
collection, data mining, and new feature/model design. However, the
�nal contribution of these UAI-related works to the recommender results
is not clear. Especially, when the missing ratio of one attribute is too
high, it is very hard to design an attribute inference method even for UAI
experts.

Until now, CF researchers simply use zeros, average values, or special
tags as substitutes for missing values, without specially designing UAI
methods. These simple substitutes can make attribute-enhanced CF
methods easily adaptive to incomplete attribute features, though their
performance will be affected if the missing rate is high.

Speci�c Challenges

As far as we know, there is no discussion about unifying UAI into CF
methods to improve the recommending performance. Because there are
several challenges to reach this research goal:

• The �rst challenge is that we need to quantify the effect of ignoring
UAI methods to the recommending performance. This is essential
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because it can show the value of combining UAI and CF tasks to
both UAI and CF researchers. Without this quantifying experi-
ments, these two groups of researchers may continue to focus on
their area and are not interested in interaction.

• The second challenge is to design a new framework to lower
the cost of trying UAI methods for CF tasks. For different CF
datasets and methods, there are various kinds of missing attributes.
Some missing attributes can be important to the recommending
performance and some are not. We cannot afford to try to design
accurate and sophisticated UAI methods to predict all attributes
at �rst and then �nd out some attributes that are not useful to the
recommendation at all. The framework should be suitable for
various amounts and missing ratios of attributes, and can quickly
�nd out which attributes are really needed. And the framework
can predict the attributes based on existing interaction data without
requiring extra data collection or data mining works.

• The third challenge is to control the in�uence of UAI to CF if
the accuracy of UAI methods is not high. Actually there are
many cases that the accuracy of UAI would be low. For exmaple,
the missing ratio of the attribute may be too high (more than
90%). It is hard to get accurate estimation if most labels are
missing for any machine learning problems. Second, some kinds
of attributes are too hard to be estimated if we only rely on users'
interaction history. Lastly, even we know how to increase the
accuracy of UAI, soemtimes we have to give up to control the
cost. If the accuracy of estimated attributes is too low, UAI will
misleads the CF results instead of improving CF. In this case,
the recommending performance maybe even worse than simply
ignoring the attributes. So we need to design a mechanism to
dynamic control the in�uence of UAI to CF.
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1.4 Summary of Contributions

This section describes the main contributions during realizing the
three research goals described in section 1.3.

1.4.1 Single-Attribute-Level Problem: Enabling
Human Mobility for Socioeconomic Status
Estimation

To tackle the challenges described in chpater 1.3.1, we propose an
SCD to SES (S2S) method to infer people's SES from their SCD mo-
bility data. To the best of our knowledge, this is the �rst attempt to
estimate individual-level SES from SCD data. Our main contribution is
summarized as follows.

• Ground Truth Construction . The dataset we studied in this
dissertation (nearly 8 million smart card IDs) is totally anonymous.
We cannot manually relate any user ID to their actual SES levels.
First, We carry out a survey in Shanghai and �nd out there is a
strong correlation between the housing price level and income
levels in Shanghai. Then we analyze the mobility data of all users
and observe that the main part of the smart card dataset comes from
a part of users who often take subways. We analyze the mobility
patterns for these frequent users and identify their working and
home locations. Then we mined housing prices from multiple
commercial real estate websites. In the end, the housing price
level of home location is chosen as the proxy ground truth for
these frequent users.

• Sequential Feature Design. We observed that: 1) people of dif-
ferent SES may visit different places and have different commute
schedules; 2) people show in the different functional areas may
have different social attributes. After dividing all subway stations
into 3 kinds of function areas, we designed a new sequential fea-
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ture that describe when and which function areas people travel
every day.

• Model Design and Experiments. We propose a deep neural net-
work (DNN)-based learning model (S2S), which combines the
mobility information from both sequential features and general
statistical features. The experiments on the large-scale smart card
dataset in Shanghai City demonstrate that: 1) the proposed method
can use the human mobility data to estimate SES level; 2) S2S sig-
ni�cantly outperforms widely used baselines like Xgboost; 3) the
sequential features and corresponding component of S2S model
represent more salient nature of an individual's behavior in socioe-
conomic context than traditional general statistical features.

1.4.2 Multi-Attribute-Level Problem: Multiple
Socioeconomic Attributes Estimation based
on Home Location

To tackle these challenges described in chapter 1.3.2, we propose
a home to SEA (H2SEA) method to infer multiple individual-level so-
cioeconomic attributes from people home location. To the best of our
knowledge, this is the �rst work focusing on SEA inference through the
home location. The main contributions are summarized as follows:

• Design and mine data for Home-based Features. We extend
people's home locations with more knowledge from various as-
pects such as area-level economic statistics, housing price, point of
interest (POI), and administrative division. Multiple SEA-related
features are designed according to this knowledge. The source data
of these features are mined from multiple commercial real-estate
websites, of�cial statistic bureau websites, online maps, etc.

• Feature Interaction, Multi-task Model . We propose a factorization-
machine-based multi-task learning method with an attention mech-
anism, to learn a shared representation from input features as well
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as attribute-speci�c representations for different SEA predication
tasks. The multi-task method can additionally leverage the po-
tential relationship between income, education and occupation.
Comparing with existing multi-task learning methods for attribute
inference, the proposed model further improves the performance
with limited features by modeling the second-order feature inter-
actions with factorization machine (FM).

• Dataset Construction and Experiment. We carry out a large-
scale survey to collect people's personal income level, family
income level, occupation types and education level in China. In
the end, we collect a dataset that includes 9 provinces and 85 cities
in China. The experiments on this dataset demonstrate that 1)
home location can improve the performance of predicting people's
SEAs; 2) the proposed method outperforms compared methods on
all SEA prediction tasks in terms of multiple metrics such as AUC
and F1-measure.

• SEA-Home Relationship Analysis. By further analyzing the re-
lationship between SEAs and home location, we made several
interesting observations: 1) home location is more helpful in pre-
dicting personal income than family income; 2) the most important
features in most SEA predictions are county-level average income
and POI distribution instead of housing price. We �nd out that
these are caused by a weaker relationship between housing price
and income level in China.

1.4.3 Multi-Task-Level Problem: Improving
User-Attribute-Enhanced tasks by Attribute
Inference

To tackle these challenges described in chapter 1.3.3, we propose
AEGCN, an end-to-end multi-task GCN-based CF method, which im-
proves recommending performance with incomplete attributes by auxil-
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iary user/item pro�ling tasks. To the best of our knowledge, this is the
�rst framework that combine UAI into CF (UAE) tasks to improve the
recommending performance. The main contributions are summarized as
follows:

• Show the value of UAI for CF. We highlight the problem of the
missing attributes by quantifying the negative impact of the miss-
ing attributes on recommending performance through empirical
studies. We choose three real-world large-scale recommending
datasets and compare the performance between complete and in-
complete attributes. For the incomplete attributes, we simply use
unknown tags as substitutes instead of using UAI methods to the
missing values. The comparison results clearly show that the rec-
ommending performance is more and more seriously affected by
increasing missing rates.

• Framework Design. We propose AEGCN, an end-to-end multi-
task GCN-based CF method, which improves recommending per-
formance with incomplete attributes by auxiliary user/item pro�l-
ing tasks. User/item attributes can be predicted based on user-item
interactions, which is also the source data for recommending.
From the perspective of GCN, the two tasks are both graph node
representation learning tasks by modeling node interactions. The
estimation from user/item pro�ling task is usually more accurate
than simple substitutes. Thus it can alleviate the problem of the
missing attributes for recommendation by taking user/item pro�l-
ing as an auxiliary task.

• Experiments on Large-scale Real-world Datasets. We conduct
extensive experiments on three real-world datasets. which demon-
strates the effectiveness of AEGCN in alleviating the problem of
the missing attributes. When the missing rate increases, AEGCN
consistently outperforms state-of-the-art Collaborative �ltering
(CF) models without attributes. Compared with other attribute-
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enhanced CF models, AEGCN achieves comparable performance
when the attributes are complete, and signi�cant improvements
when the missing rate increases.

1.5 Dissertation Outline

This dissertation contains the content appearing in the following
published and submitted papers.

• Shichang Ding, Hong Huang, and Xiaoming Fu. Estimating So-
cioeconomic Status via Temporal-Spatial Mobility Analysis-A
Case Study of Smart Card Data. International Conference on
Computer, Communication and Networks (ICCCN 2019).

• Shichang Ding, Xin Gao, Yufan Dong and Xiaoming Fu. "Esti-
mating Multiple Socioeconomic Attributes via Home location – A
Case Study in China." Under submission.

• Shichang Ding, Xiangnan He, and Xiaoming Fu. AEGCN: Attribute-
Enhanced Graph Convolutional Network for Recommendation
with Missing Attributes. Under submission.

Shichang Ding's contributions to each papers are as follows.

• For the �rst paper, Shichang Ding proposed the idea of this work,
designed the features, collected the data for features and labels,
designed the algorithm (S2S), carried out the experiments, and
wrote the original draft. Xiaoming Fu provided the smart card
dataset. He and Hong Huang both revised the draft. Xiaoming Fu
also acquired all the funding needed for this project.

• For the second paper, Shichang Ding conceived the idea, designed
the features and the algorithm (H2S). He also performed the exper-
iments and wrote the original draft. Xin Gao provided the dataset
consisting of people's socioeconomic attributes. Shichang Ding
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and Yufan Dong collected the data for features. Xiaoming Fu
revised the draft, supervised the project and acquired the funding
for this work.

• For the third paper, Shichang Ding and Xiangnan He proposed the
idea. Shichang Ding designed the algorithm (AEGCN), carried
out the experiments, and wrote the original draft. Xiangnan He
provided the computing resources for the experiments, funded
Shichang Ding during his visit in university of science & technol-
ogy of china. Xiangnan He and Xiaoming Fu both revised the
draft. Xiaoming Fu supervised the project.

The outline of this dissertation are as follows:

• In Chapter 1.1, we �rst brie�y introduce the background and three
open problems of user attribute inference (UAI). In Chapter 1.2,
we describe our research goals to overcome the open problems.
Then in Chapter 1.3, we present the main challenges to ful�ll each
research goals. In Chapter 1.4, we concludes the main contri-
butions corresponding to each open problem. In chapter 1.5 we
outline the organization structure of this thesis.

• In Chapter 2 we reviews the existing studies related to three prob-
lems discussed in this thesis. For single-attribute-level problem,
chapter 2.1 presents the related works about SES inference in
chapter. For multi-attribute-level problem, chapter 2.2 presents
the related works of SEA inference. For multi-task-level tasks
including both UAE and UAI, chapter 2.3 presents the existing
studies for CF recommendation.

• In Chapter 3, we take smart-card-data-based SES inference as a
case study of single-attribute-level problem. We present a deep
neural network (DNN)-based learning approach (S2S) to infer
personal SES from his/her smart card data. The method con-
siders both temporal-sequential features and general statistical
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features of human mobility. More speci�cally, In Section 3.1 we
propose the motivation, challenges and contributions of S2S. Sec-
tion 3.2 introduces the smart card datasets. Section 3.3 discusses
the temporal-sequential features and general statistical mobility
features. The detail of S2S model is discussed in Section 3.4. Ex-
perimental results on Shanghai smart card datasets are presented
in Section 3.5 . The work is concluded in Section 3.6.

• In Chapter 4, we take Home-based multiple SEA prediction as
a case study of multi-attribute-level problem. In this Chapter,
we propose H2SEA, a deep learning method which can predict a
person's multiple socioeconomic attributes from home location. To
be more speci�c, Section 4.1 introduces the motivation, challenges
and contributions of this work. Section 4.2 introduces the ground-
truth dataset collected in China. Section 4.3 discusses how to
design and mine data for Home-based SEA-related features. The
H2SEA model is proposed in Section 4.4. Experimental results
are presented in Section 4.5. Section 4.6 further analyzes the
relationship between housing price and income in China. The
conclusion of this chapter is in Section 4.7.

• In Chapter 5, we take CF recommender system as a case study
of multi-task problem. In this chapter, we proposes AEGCN, an
end-to-end multi-task GCN-based CF method, which improves
recommending performance with incomplete attributes by aux-
iliary user/item pro�ling tasks. The motivation, challenges and
contributions of the work in this chapter are �rstly introduced in
Section 5.1. Then Section 5.2 we give an detailed description of
AEGCN model. The ef�ciency of AEGCN model is evaluated in
Section 5.3. Finally, in Section 5.4, we conclude the work in this
Chapter.

• In Chapter 6, we summarize the three works in this dissertation
and discuss the possible future research work.
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Chapter 2
Literature review

In this chapter, we review the existing studies on User attribute Inference.
For single-attribute-prediction level, we present the corresponding works
about SES inference in chapter 2.1. For multiple-attribute-prediction
level, we introduce the related works of SEA inference in chapter 2.2.
For multi-task-level tasks including both UAE and UAI, we describe the
existing studies for CF recommendation in chapter 2.3.
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2.1 Socioeconomic Status Inference

SES is a widely studied concept in the �eld of social sciences, espe-
cially in health and education analysis [16]. In recent years, companies
and researchers pay increasing attention to SES estimation because
of its potential in numerous high-value applications like personalized
recommendation and online banking. Though there has been a great im-
provement in estimating other demographic attributes like age, ethnicity,
and gender [112, 7], SES estimation still needs more effort. One of the
main obstacles is that SES ground truth data (covering a large group of
people) is much harder to get than attributes like age and gender. Nor-
mally users are more reluctant to disclose their education, occupation,
and income information. The organizations, which have such data, also
seldom open it to the public for privacy reasons. Recently, researchers
begin to use indirect SES indicators from some big data sources. These
data sources may cover millions of people, recording different aspects of
their lifestyles.

2.1.1 SES Estimation based on Social Media

Social media is an important cyberspace user-generated data source
that researchers pay a lot of attention to. Preotiuc-Pietro et al. present
the �rst large-scale systematic study on inferring individual-level occu-
pational class, which is quite similar to SES, from user-generated data
on social media[72]. In this work, they mainly focus on users' language
use on social media. They collect 5,191 English users who mentioned
their occupation in the user description �eld. And these users all at
least have more than 200 tweets. Then they design user-level textual
features based on users' aggregated set of tweets, through singular value
decomposition (SVD) word embedding, normalized point-wise mutual
information(NPMI) clusters, neural embedding, and neural clusters. In
the end, they used a non-linear Gaussian Process (GP) framework to
estimate users' occupation class. The experiment results highlight that a
user's occupation in�uences his/her language use pattern.
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Lampos et al. present one of the �rst methods for inferring the
individual-level socioeconomic status of social media users[58]. They
collect 1,342 English users' pro�les from Twitter. The users are selected
based on whether they report the occupation type in the pro�les. Re-
searchers then collect tweets of these users from February 2014 to March
2015. Researchers calculate users' SES based on occupation types. Com-
pared with [72], they add other non-textual features like the total number
of tweets and the number of accounts followed, etc. These features
characterize users' platform-based behavior and their importance on the
platform. In the end, researchers also use GP to predict people's SES
from the user-level social media features.

Huang et al. want to analyze the relationship between SES and
people's activity patterns extracted from Twitter[50]. Researchers collect
7,660 users who live in Washington, DC, and have more than 40 geo-
tagged tweets. Then these users' home and working areas can be inferred
based on the geographical and temporal information of these geo-tagged
tweets. Then researchers analyze users' activity patterns, which mainly
include the number of activity zones, distance between home and activity
zones, standard deviational ellipse, etc. From these activity patterns, they
�nd out that while SES is highly important, the urban spatial structure
also plays a critical role in affecting the activity patterns of users in
different communities.

Abitbol [1] proposed a method to infer the SES of Twitter users,
combining information from numerous sources, including Twitter, cen-
sus data, LinkedIn, and Google Maps. First, they collect more than 90
million tweets, posted by 1.3 Million French users over one year. Then
they �nd the home location of users based on the geo-tagged tweets.
In this way, they map users to census blocks. The median income of
each census block is published by the National Institute of Statistics and
Economic Studies (INSEE) of France. The median income of a census
block is used as an approximation of the income level of the Twitter
users live in it. Users' occupation data can be found if they provide
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their LinkedIn account in their tweets or pro�les. Researchers also es-
timate the socioeconomic features of users' living area by users' street
views from Google Earth. They invite experts to annotate the level of
users' living area by watching the street views. A user's SES level is the
combination of census income data, occupation data, and housing price
data. The features are similar to previous works like [58, 50], including
users' pro�les and textual features extracted from tweets. In the end,
researchers use three classical machine-learning methods (AdaBoost,
Random Forest, and XGBoost) to predict users' SES levels.

2.1.2 SES Estimation based on Cell Phone Data

Another important user-generated data type is mobile phone data.
However, most of the existing studies only focus on group-level SES
inference (at least until the acceptance of our work [25] in 2019). Soto
et al. explore how to use information derived from the aggregated use of
cell phone records to identify the socioeconomic levels of a population
[87]. More speci�cally, their work can get a socioeconomic level to the
area of coverage of each base transceiver station (BTS) tower. In the
city, a BTS can cover about 1 square kilometer of areas. Researchers
only study the users who frequently call otherwise the information of
users is not enough for analysis. They design various features of users'
calling behaviors to distinguish each BTS tower. The features include
the aggregated calling behavior of one BTS area, like the total number
of calls or short messages. The SES of a BTS area is calculated based
on the published house-hold income, occupation by governments. In
the end, Soto et al. use standard classical machine learning methods
such as Support Vector Machine (SVM) and random forests to predict
the SES of each BTS area. Though this method is one of the �rst to
predict (group-level) SES from cell phone data, it cannot estimate the
individual-level SES of each person. It is not a UAI task.

Based on the same datasets, Frias-Martinez et al. then explore the
relationship between various features of cell phone usage (including mo-
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bile phone consumption, social information, and mobility patterns) and
socioeconomic indicators (including income and education) [30]. They
�nd that a person's SES is moderately or strongly correlated with his/her
average calling physical distance, cell phone-related cost, exchange
frequency of communications, and frequently-traveled geographic loca-
tion.

Blumenstock et al. propose a method to estimate a �ner-grained
group-level SES (i.e., household-level)for Rwandans based on cell phone
data[12]. The researchers �rst design a composite wealth index for Rwan-
dans based on whether they have refrigerator, electricity, television, and
other belongings. The data is collected through a telephone survey. Then
they extract features from the mobile phone data. In the end, they use a
standard classical machine learning method to estimate people's wealth
indexes from these features. The experiments show that the distribution
of wealth estimated from mobile phone data has a strong correlation with
the distribution of actual wealth measured by the Rwandan government.
This work considers multiple factors of phone usage including commu-
nication, the structure of and contact network. The mobility pattern is
discussed as a supportive feature. Different from them, we mainly rely
on mobility features and use a different kind of data source (SCD).

Almaatouq et al. propose a method to estimate the district-level
unemployment rate from people's mobile communication patterns[5].
The average spatial resolution of the district is less than 2.7 km. The
ground truth data comes from an unemployment bene�t program. They
also �nd that aggregated calling activity, communication networks are
strongly correlated with unemployment.

Yang et al. analyses the relationship between multiple mobility fea-
tures and SES based on mobile phone datasets of two cities: Singapore
and Boston[105]. In Singapore, they take the housing price of living
areas as SES. In Boston, they use the census tracts as SES. They �nd
that the relationship between mobility and SES could vary among cities,
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and such a relationship is quite complicated. It may be in�uenced by
several different factors like spatial arrangement of housing, employment
opportunities, and human activities. For example, phone user groups
that are generally richer tend to travel shorter in Singapore but longer
in Boston. Our work in the 3 is different from [105] in the following
ways: 1) we examine the extent to which SES can be estimated from
SCD, while they try to �gure out the relationships between SES and
mobile phone mobility data; 2) we mainly focus on SCD instead of
mobile phone.

2.1.3 Relationship Study between SES and Smart
card Data

In recent years, automated fare collection (AFC) systems have be-
come more and more widely used in cities all around the world[66]. The
original aim of deploying AFC systems is to make the charging process
quicker and cheaper without manual interference. However, researchers
realize that the massive and continuous smart card data recorded every
day can bene�t many �elds. For example, smart card data can be used
to understand the demand pattern of public transport. The knowledge is
of great help to plan new public transportation system [66]. Smart card
data can also be utilized to investigate passengers' travel patterns [110].
However, the work about the relationship between SES and smart card
data is quite limited.

Langlois et al.[37] investigate the multi-week activity patterns of
33,026 public transport users in London based on their smart card data.
Researchers �rst represent each passenger as an ordered sequence of
activities over several weeks. From the sequence, they can capture in-
formation relating to travelers' temporal patterns of journeys. Then
researchers cluster users according to each user's long-term activity se-
quences using k-means algorithms. In this way, they �nd 11 clusters of
London public transit travelers. The long-term mobility characteristics
of each cluster are quite different. For example, different from other
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clusters, users in the �rst four clusters are more possible to move be-
tween the primary and secondary locations during the weekday. Then
researchers survey a small part of users (1,973) about their demographic
attributes and then analyze the demographic attributes of each cluster.
They �nd that the average incomes of some clusters are higher than the
others. This work indicates that income may be related to people's smart
card mobility data.

Mohamed et al. introduce an approach to cluster passengers living
in Rennes (France) based on their temporal habits[64]. They study
how fare type proportions are distributed in different clusters. The
Rennes SCD dataset includes fare types like Young subscribers, Regular
subscribers, Elderly subscribers, etc. They �nd out there are some
mobility differences between different fare type categories. For example,
the clusters mainly consisting of students who tend to get back home
early on Wednesday since course hours on Wednesdays end early in
France, while other clusters do not have this pattern. This also indicates
SCD records may be related to users' age and occupation. These works
show there is some possible relationship between SCD-based mobility
and SES. In section 3, we aim to explore whether and how SCD can be
used to estimate SES.

2.2 Socioeconomic Attributes Inference

In chapter 4, we mainly investigate whether people's home location
can be used to infer multiple personal SEAs. Our topic mainly relates
to two domains: socioeconomic attributes prediction and multi-task
learning.

2.2.1 Personal Socioeconomic Attributes
Prediction

Personal SEA inference is a proxy method to collect economic or so-
cial statistics in some developing countries [13]. The estimated personal
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SEA can also be used to improve personal recommendations and precise
marketing. Given its importance, a great number of approaches have
been proposed to estimate income level, occupation, and education. As
far as we checked, most of them try to predict SEAs from people's cy-
berspace behavior data, like mobile phone calls [12] and Twitter contents
[73].

Taking personal income prediction as an example, the two most
widely studied data source types are from online social networks (OSN)
and mobile phone (mainly include call detail records and usage data).
As shown in Table 2.1, quite a few studies are focusing on OSN-based
personal income prediction. Note that we also include part of papers that
predict personal Socioeconomic Status (SES). Because SES can be seen
as a special version of SEA.

SEA Inference based on Social media Data

Famous OSN platforms like Twitter and Facebook develop fast in
recent years. Many important works show that people's SEAs can be
predicted by analyzing their tweets, social links or pro�les recorded by
OSN [1, 73, 72, 58, 92, 93, 4, 40, 94, 95].

Preotiuc-Pietro et al. present the �rst large-scale study to predict the
individual-level income from people's generated social media data [73].
They collect 5,191 Twitter users living in the UK, covering 55 kinds
of occupation types. The mean yearly income of each occupation can
be found in the Annual Survey of Hours and Earnings [6] published by
the British Government. Then researchers design a series of features
based on users' pro�le data and tweet contents, such as perceived psycho-
demographics, emotions, and sentiment. In the end, researchers apply
Gaussian Process (GP) to predict users' income. The predicted income
reach a correlation of 0.633 with actual user income, showing that tweets
can be used to predict income. They also analyze how different features
relate to the users' income. They �nd that the percentage of words
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related to fear or joy, the proportion of retweets, and the topics of tweets
are the most important features. For example, higher-income Twitter
users are likely to express more fear and anger, whereas lower-income
users express more opinions with emotions.

Volkova et al. investigate how to predict Twitter users' income and
education level in a series of works[95, 93]. In [95], researchers require
workers on Amazon Mechanical Turk to manually check 5,000 Twitter
users' online content and pro�les. All of these users have posted at
least 200 tweets. They need to guess 1) whether a user's yearly income
is above 35,000 dollars; 2) whether a user has a college degree. Then
they extract textual features from users' tweets. Finally, they leverage a
log-linear model to predict these users' income and education levels.

In [93], Volkova et al. improve their method in their last work [95] on
a larger dataset. They collect the tweets of 123,513 users from the USA
and Canada. They use the model trained in [95] to predict the income and
education level of users. The predicted income and education levels are
leveraged as estimated labels. Then they extract features that characterize
the emotional contrast between users and their neighbor users. Finally,
they �nd both income and education can be predicted based on the
emotions expressed by that user and the user's social environment.

Recently, Matz et al. propose a method to predict the income level
of Facebook users [61]. Researchers carry out a paid online survey to
collect the income information of US Facebook users. Researchers select
2,623 participants who have more than 10 Likes or 500 words in their
status updates. Two kinds of data are used for feature extraction: users'
Likes on Facebook and the content of Status Updates. A widely used
dimensionality reduction method, Singular value decomposition (SVD),
is applied to the initial features. And in the end, researchers utilize a
commonly-used machine learning algorithm, the ridge regression model,
to predict the logged income of Facebook users.
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Table 2.1: Related Works of Personal Socioeconomic Attributes
Prediction

Work Source Data Predicted Attributes
[1] tweets SES
[73] tweets income
[58] tweets income
[93] tweets education, income
[4] tweets occupation, income
[40] tweets income
[94] tweets education, income
[95] tweets education, income
[14] tweets family income
[61] Facebook Likes income
[13] mobile phone metadata personal income
[87] mobile phone records SES
[29] mobile phone call detail records income
[12] mobile phone metadata income
[90] mobile phone metadata income
[8] cookie income, education level
[68] retail transaction records income,education level
[96] retail transaction records income, education level
[25] smart card transportation records SES
[74] WiFi log education, income
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SEA Inference based on Cellphone Data

Another important user-generated data type is mobile phone data.
Many existing works try to predict people's income levels based on
multiple cellphone-related data like communication, the structure of the
contact network, users' mobility pattern, etc.

[87] shows that cell phone calling behavior, social network, and
mobility data can be used to identify the wealth level of a population
living in a community. The ground truth data is provided by a National
Statistical Institute, which considers 134 indicators including the level
of studies of the number of cell phones, computers, combined income,
occupation of the members of the household, etc.

In [90], researchers propose a method to distinguish whether a per-
son's household is poor or not based on various kinds of cellphone-
related data. They �rst conduct a large-scale country-wide survey in a
low human development index country. After the survey, they get more
than 80 thousand people's income data and their 3-month raw cell phone
data. Then they design 150 features covering basic phone usage data
(e.g, calling duration), Top-up transactions (e.g., recharge amount per
transaction), social networks, handset type (e.g., the brand of phone),
revenue (e.g., the charge of the Internet) and advanced phone usage
(e.g., Internet volume). Lastly, researchers use a standard multi-layer
feedforward method to predict people's income levels.

In [13], Blumenstock et al. estimate Rwandans and Afghans' fam-
ily income by extracting features from mobile phone communication
extracted and mobility patterns. Researchers �nd out a model based
on the data collected in one country cannot be directly used in another
country.

Besides cellphone and social media data, researchers also begin to
pay attention to predict SEA based on other kinds of user-generated data
like retail transaction records [96, 68]. For example, in [96], Wang et
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al. present the �rst methodology to predict users' income and education
levels based on in the retail scenario. They collect a dataset from a large
retailer in China. The dataset contains more than 49 million transactions
between 1.2 million users and 220 thousand kinds of items. Users are
represented based on their purchase history. In the end, researchers
feed the representation of all users to a log-bilinear model to predict
users' income and education levels simultaneously. Different from these
works, in section 4 we discuss how to predict multiple sensitive SEAs
including income, education, and occupation solely based on people's
home location.

2.2.2 Multi-Task Learning for Multi-SEA
Inference

Multi-task learning (MTL) is a learning paradigm in machine learning.
The main purpose of MTL is to take the advantage of useful information
shared in multiple tasks to improve the generalization performance of
all the tasks [109]. All of these learning tasks are assumed to be related
to each other. Considering the cost of data collection, researchers may
need to predict multiple users' attributes from one dataset. Therefore
some efforts have been put in studying how to apply multi-task learning
in user attribute inference [96, 54].

One of the �rst multi-task model proposed for socioeconomic attribute
inference is Structured Neural Embedding (SNE) [96]. SNE uses a
simple dense layer to generate initial embedding vectors for all input
features. Average pooling is conducted on these vectors and then fed
into a linear prediction layer for each SEA estimation task. Different
from the conventional multi-task method, SNE ignores the correlation
between attributes. Because they think the correlation is hard to model
without explicit knowledge of relationships among tasks. Instead of
summation of each task, they use a single structured prediction task to
combine all tasks. In this way, they hope to reveal the patterns of the
correlation among attributes. However, the output space of the SNE is
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much larger than the conventional multiple task learning method. So
SNE is not suitable if the scale of input data sources is limited, or it will
lead to over�tting.

Recently, Kim et al. propose a new multi-task method to predict age,
gender, and marital status from people's transaction records. Though
this is not a SEA task, it is also a typical UAI task. Researchers collect
the purchasing histories and user attributes of 56 thousand users. The
input data is quite similar to SNE [96]. Compared with SNE, [54]
transforms shared embeddings into task-speci�c embedding and detects
more important signals with an attention mechanism. The results show
that the attention mechanism not only increases the performance but
also help to interpret how customers' attributes relate to different items.
ETNA simply use the initial embeddings of items as input, which is also
not suf�cient for limited input data sources. Different from these works,
in chapter 4, we propose to utilize second-order feature interactions to
improve the performance for limited basic features.

2.3 Collaborative Filtering Recommender
System

In 5, we propose a multi-task GCN-based method, which deals with
missing attributes by combining recommending and UAI tasks together.
The related works which most relevant to our work mainly can be cate-
gorized as three main types: 1) GCN-based CF algorithms, 2) Attribute-
enhanced CF algorithms; 3) Multi-task Recommendation methods.

2.3.1 GCN-based CF algorithms

Collaborative Filtering (CF) prevalent technique in modern recom-
mender systems [79, 27]. CF methods mainly rely on the user-item
interaction data for the recommendation. User attributes can help to
increase its performance if the interaction data is too sparse. Recently,
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inspired by the success of graph convolution network (GCN) [56] on
the graph structure, researchers begin to adapt GCN to the user-item
interaction graph, capturing CF signals in high-hop neighbors for recom-
mendation [98, 111, 101]. Many CF algorithms only leverage user-item
interaction data and ignore user attributes. They are referred to as pure
CF algorithms in this thesis. Next, we will introduce some representative
GCN-based CF algorithms. Most of these GCN-based CF algorithms
are pure CF algorithms. They only focus on the user-item interaction
data, ignoring the help of user attributes.

In [65], Monti et al. present the �rst GCN-based method for recom-
mender systems, named sRGCNN. In this approach, GCN is operated on
a user-user and an item-item graph to generate user and item embeddings.
The user and item representations are learned iteratively using recurrent
neural networks. In the end, the objective loss function of GCN and MF
are combined to train sRGCNN model. sRGCNN show the potential
and idea of applying GCN in recommender system. However, it did
not consider the direct relationship between users and items. And the
RNN-based iterative computation maybe not ef�cient for large-scale
datasets [11].

Berg et al. propose GCMC[11], which is the �rst attempt to directly
apply GCN on the user-item rating graph. GCMC uses one graph con-
volution layer to build user and item embeddings. The embeddings are
updated by message propagation on the bipartite user-item interaction
graph. The experiment results demonstrate that GCN-based CF is com-
petitive with other state-of-the-art CF methods. GCMC utilizes one
convolutional layer, so it actually only model the direct connections be-
tween users and items. The indirect connections, such as user-item-user
directions or item-user-item directions are ignored. This will limit the
representation power of GCN, which may lead to sub-optimal recom-
mendation results.
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PinSage [106], presented by Ying et al., is an improved version of
GraphSAGE [38] for industrial-level large user-item graphs. In indus-
trial scenarios, the scales of datasets are much larger than benchmarks
commonly-used by academic researchers. Most of the previous GCN-
based recommender systems need to be trained on the full user-item
graph. Therefore the resource cost becomes unbearable when the graph
has billions of nodes. Researchers present a novel sampling method
for random walk based on the importance of neighborhood. PinSage
leverage ef�cient random walks and two graph convolution layers on the
item-item graph to generate item embeddings. The experiment results
on Pinterest image dataset (7.5 billion training samples) show a signi�-
cant improvement in recommendation performance. It is the �rst work
that demonstrates that graph convolutional methods can be effectively
applied in a production recommender system.

To improve the prediction performance in cold-start scenarios, Zhang
et al. propose a stacked and reconstructed GCN, STAR-GCN [108].
Cold-start problems refer to a scenario that new users (or new items)
do not have any interaction with existing items (or new users). STAR-
GCN uses the masking technique to alleviate the cold start problem.
It masks part of existing nodes to simulate the new user/item node for
the GCN model. Besides, researchers also discover a training label
leakage issue in GCN-based models implementation. The experiment
results demonstrate the ef�ciency of STAR-GCN in cold-start scenarios.
However, the ask-to-rate technique of Star-GCN might do not apply to
real-world cold-start scenarios.

Wang et al. introduce NGCF to exploit the high-order connectivity
from user-item interactions[98]. GC-MC only leverages the low-order
connectivity between user and item. High order connectivity denotes the
multi-hop path in bipartite user-item interaction map. This high-order
connectivity contains rich semantics of collaborative signals, which
can reveal the high-order similarity of users and items. Researchers
propose a new embedding propagation layer to encodes the high-order
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connectivity in user and item embeddings. The experiment results on
three real-world datasets shows that NGCF signi�cantly outperforms
PinSage and GCMC, which mainly consider the low order user-item
relationships.

Recently, He et al. propose LightGCN, a simpli�ed version of NGCF
with better prediction performance [45]. The researchers argue that
some designs in NGCF are heavy and redundant. NGCF inherits many
unnecessary operations from GCN. For example, the nonlinear feature
transformation is important for GCN because GCN needs to process
nodes with rich attributes. However, NGCF does not consider attributes.
The user or item node has no semantics in NGCF. So the nonlinear feature
transformation only increases the dif�culty in the training model in
NGCF. By simplifying feature transformation and non-linear activation
in GCN layers, LightGCN outperforms NGCF, and achieves state-of-the-
art performance.

Though these GCN-based CF algorithms perform well in general sce-
narios, they may encounter the interaction sparsity problem. Leveraging
attributes has been a successful way to help CF methods to deal with the
interaction sparsity problem.

2.3.2 Attribute-enhanced Recommendation

Though CF provides a universal solution for recommendation, its
performance could be affected when user-item interactions are too sparse.
To alleviate this problem, researchers have developed a few attribute-
enhanced CF algorithms to effectively integrate user/item attributes into
user preference prediction [75, 44, 11]. Like pure CF methods, these
attribute-enhanced CF methods can still get results without any attributes,
though they are designed to utilize attributes. These attribute-enhanced
CF can be seen as typical UAE tasks. Next, we will introduce some
representative attribute-enhanced CF algorithms.
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Rendle et al. propose Factorization Machine (FM) [75], which can
model the second-order feature interactions to predict the interaction
labels. FM �rst converts all information included user/item ID and
attributes related to interaction to a feature vector via multi-hot encoding.
Then FM estimates the target by modeling all interactions between each
pair of features via factorized interaction parameters. FM is famous
for its generality. It is a general predictor that can process any real-
valued feature vector for supervised learning. Though considered to be
one of the most effective embedding methods for sparse data, FM is
essentially a multivariate linear model. Inspired by the success of deep
learning, researchers try to improve the non-linear expressive power of
FM through deep neural networks.

To achieve both memorization and generalization in recommender
systems, Cheng et al from Google propose Wide Deep learning frame-
work [21]. Memorization means the tasks to �nd the co-occurrence of
features which already occurred in the past. Generalization refers to the
tasks to generate new feature combinations that have never occurred in
the past. Both existing FM or DNN methods are good at generalizing
new features (including ID, attributes, and other features like time) com-
binations without manual feature engineering. However, if the original
user-item interaction dataset is too sparse, FM or DNN may be hard to
�nd effective feature combinations for users with special preferences. To
capture these rare preferences (exception rules), researchers propose to
manually construct new features by combining multiple predictor vari-
ables, i.e. cross features. A wide linear model is designed to memorize
these cross features. A DNN model is used to generalize new feature
combinations for frequent preference. Therefore, Wide & Deep model is
good at both memorization and generalization. The experiment results
on a large-scale industrial dataset show that the Wide & Deep learning
framework signi�cantly outperforms previous models which consider
either memorization or generation.
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Though top scientists from companies like Google are very good at
manually designing feature combinations, the cost is usually unbearable
for ordinary researchers because of the heavy engineering efforts and the
high requirement for domain knowledge. FM can automatically generate
feature combinations. So a lot of efforts are put to improve the perfor-
mance of FM. He et al. argue that the performance of FM is be limited
because it only models linear and second-order feature combinations.
He et al. propose NFM [44] proposes to effectively model higher-order
and non-linear interactions among attributes. Through designing a new
operation in neural network modeling — Bilinear Interaction pooling —
the researchers combine FM into the neural network framework. The
shallow linear FM is deepened by several non-linear neural network lay-
ers above the Bi-Interaction layer, to model higher-order and non-linear
feature interactions. The results show that NFM effectively improves
FM's expressive power.

Besides static attributes, users' sequential behaviors are also impor-
tant in some time or location-sensitive scenarios. These behavior data
indicates users' dynamic and evolving interests. For example, people's
purchasing behaviors are different as time evolves or location changes.
Zhou et al. from Alibaba propose Deep Interest Network (DIN) [113] to
combine users' historical behaviors w.r.t. the target item and user/item
attributes to learn user/item representation. Previous works usually use
�xed-length representation. Zhou et al. argue that this could be a bottle-
neck for capturing the diversity of user interests. DIN utilizes an adaptive
representation vector for user interest which varies over different items
to improve the expressive power. The test results of deployment in the
production environment of Alibaba show that DIN outperforms previous
sequential-based or non-sequential recommender systems.

Several GCN-based methods like GCMC and Star-GCN also consider
user/item attributes as input to improve recommendation performance.
For example, GCMC uses a multi-layer perceptron to model user/item
attributes, which is separate from GCN. These methods have shown

38 Chapter 2 Literature review



remarkable performance in sparse or cold-start scenarios, indicating
that integrating the attributes features and user-item interactions are
helpful.

However, these methods, especially those based on GCN, seldom
discuss one problem: missing attributes, which is quite common in real-
world scenarios. An easy way is to �ll the missing features with the
most frequent feature values, zeros, or unknown tags. These substitute
values make these attribute-enhanced methods able to run and generate
outputs. However, if the missing rate is too high and the attributes are
quite important to recommendation performance, then simple substitutes
maybe not enough.

CC-CC [80] tries to tackle feature missing problems by random
feature sampling and adaptive feature sampling strategies. However, they
mainly focus on the lower missing rates (10%-30%). Its performance
will be also affected if the missing rate is too high. Because there
are not enough features to learn proper sampling strategies. In 5, we
use a multi-task learning GCN-based method to estimate attributes for
recommending task, which can alleviate the problems caused by high
missing ratio of attributes.

2.3.3 Multi-Task Learning for Recommender
Systems

As discussed in chapter 2.2.2, MTL is a learning paradigm in machine
learning, which aims to leverage shared information on multiple related
tasks to improve the performance of all the tasks[109]. MTL methods
in the �eld of UAI mainly refer to predicting multiple attributes. These
tasks are all UAI tasks, which are similar to each other except for the
label data. In the �eld of recommendation, there are also MTL methods
that aim to �nd the relationship among several recommending tasks, like
[103]. However, there is also another problem: researchers often need to
utilize the relationship between recommendation and tasks which are not
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recommendation, like natural language processing, computer vision, etc.
And researchers often care more about the results of recommendation
instead of all tasks. In this way, the non-recommendation tasks can be
seen as auxiliary tasks which aim to help improve the performance of the
main task, i.e., recommendation. Next, we will show some successful
applications of deep learning-based MTL in recommendations in these
two scenarios.

Shen et al. present a multi-task method DINOP to tackle Sales Predic-
tions for Online Promotions (SPOP) problems[103]. In this work, SPOP
means a group of sales-related forecast tasks for the promotion day,
which is an important problem in the real commercial environment. On
the promotion days like Black Friday, the e-commercial platforms need
to predict several targets in advance, including gross merchandise vol-
ume (GMV), sales volume (SV), best-selling products (BSP), etc. GMV
indicates the total income for goods sold during a certain period, which
is one of the most important values for the promotion day. SV indicates
the total amount of a kind of commodity. BSP reveals the most popular
items. Though different, all these targets belong to recommending tasks.
And part of their input features is the same as each other. The researchers
argue that time and resources could be wasted in designing and training
models for numerous new tasks sharing a part of the same features. Be-
sides, the input features are also insuf�cient because the same promotion
days only occur one time in one year, while the corresponding data is
usually only kept in the database for a short time (e.g., 2 years Alibaba).
MTL can help to alleviate the insuf�cient data problem. Researchers pro-
pose Deep Item Network for Online Promotions (DINOP), a multi-task
learning method to learn general representation among several SPOP
problems. The experiments on a large- scale industry data set validate
the effectiveness and ef�ciency of DINOP.

Lu et al. present a multi-task learning framework that can recom-
mend items to users and give an explanation for why recommending
the items at the same time [59]. In previous works, researchers already

40 Chapter 2 Literature review



�nd out that the text content of users' reviews can be used to enhance
the performance of recommendation. In this work, the researchers use
adversarial sequence-to-sequence learning techniques to generate textual-
based reviews of users as an explanation. The generated reviews not
only provide a human-friendly explanation for recommendation but also
play as auxiliary information to improve the performance recommen-
dation. The experiment results on real-world datasets demonstrate the
joint training model signi�cantly outperforms many existing single-task-
learning recommendation methods. And the generated reviews are also
much closer to the ground-truth data than previous single-task-learning
approaches.

In [32], Gao et al. present Neural Multi-Task Recommendation
(NMTR) to model users' multi-behavior data. Previous recommender
systems usually only utilize one kind of user behavior data. For exam-
ple, in E-commerce, researchers often only discuss purchasing behavior
data. Actually, the other kinds of user behavior data are also important,
like users' views, clicks, and adding to the shopping cart or collection.
In NMTR, the researchers pay special attention to the converting order
among different behaviors (e.g., view or click before purchasing). NMTR
jointly model the interaction of all behaviors and the cascading relation-
ship among each kind of behavior. The experiments demonstrate that
NMTR outperforms existing recommender systems on multi-behavior
data.

Different from these works, in 5 we focus on leveraging recent ad-
vances in GCN to exploit the commonality between recommending and
UAI in the multi-task learning (MTL) approach. In this approach, rating
prediction is the main task and UAI is the auxiliary task. Our main
purpose is to extend UAI which only care about its own performance
to a framework which can directly help its downstream UAE tasks, e.g.,
recommendation.
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Chapter 3
Single-Attribute-Level Problem:
Enabling Human Mobility for
Socioeconomic Status Estimation

In this chapter, we main discuss a Single-Attribute-Level Problem of
UAI: enabling new type of user-generated data sources for attribute
inference. As a case study, we focus on introducing Smart Card Data
(SCD), which records the temporal and spatial mobility behavior of a
large population of users, into individual-level SES prediction.
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3.1 Introduction

Socioeconomic Status (SES) is an economically and sociologically
combined overall measure of an individual or family, typically based
on income level, education level, and occupation [16, 84]. SES re�ects
the corresponding a person's social and economic rank in society. And
it is typically divided into three levels (high, middle, and low)[16]. An
individual with a higher SES means he/she earns more, has a better job
or higher education than those with a lower SES. SES nowadays plays
an important role in many areas like sociology, economics, public admin-
istration, and education. It can help governments to design and evaluate
social policies, especially for welfare policy. Recently, companies be-
come more and more interested in assessing people's SES because it
is a valuable demographic feature to many emerging applications, such
as customized marketing, personalized recommendation, and precise
advertisement [91, 19, 51, 102]. Especially, in personal credit rating,
SES is an important factor that helps online banks (e.g., Lending Club1)
to decide the volume of loans they will lend to an individual [91].

Given its importance, various approaches have been developed to
measure SES, most of which need to collect at least one kind of the
following information: individual income, education or occupation [16],
typically through real-world contacts with the individuals under investi-
gation. For a large-scale investigation covering millions of people, it is
usually conducted through household interviews by National Statistical
Institutes. Some researchers or professional investigation companies
also try to collect SES information through methods like online ques-
tionnaires or telephone surveys. However, most of them can only cover
a small group of people. Although traditional methods can get very
detailed information, the investigators usually publish regional-level
statistics instead of individual SES information (which is much more im-
portant to many companies). Also, the time gap between two successive

1lendingclub.com, one of the largest peer-to-peer lending platform.
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large-scale surveys could be very long, which may even be several years.
If companies decide to collect SES by themselves, they �nd that the cost
is unbearable and many citizens are also quite reluctant to expose their
real income or job information. Even governments of some developing
countries are also facing the same problem [12].

Due to the prohibitive costs and time required to collect large-scale
individual-level SES information, researchers try to estimate individual-
level SES using some easily accessible user-generated data sources like
online social networks [72, 73, 58], Although most existing big data-
based methods can only get a rough income level (low, middle, high)
of people, they are still valuable to many companies and researcher,
owing to their substantially lower cost and time in estimating SES for
a large user population. Further, to better support targeted applications
it becomes necessary to improve the accuracy of big data-based SES
estimation via better algorithms or different data sources with lower
costs or privacy concerns. This chapter attempts to answer the following
question: Can SES be roughly estimated based on human mobility-
related data alone?

Data-based SES estimation methods are actually based on an obser-
vation that different SES levels of people may have different lifestyles.
Lifestyle depicts typical routine lives of people. Large-scale human
mobility data like smart card data (SCD) or online check-in data can act
as an approximation for human lifestyle. Previous methods [87, 105, 12]
based on cellphone discussed some general statistical mobility features.
However, these features are simply complemented to speci�c cellphone
features like the numbers of calls and telephone fares. These mobility
features may not be enough for organizations (e.g., public transit agen-
cies) which only have human mobility data. In this chapter, we study
whether we can get a satisfactory estimation of user-level SES when we
only get users' mobility data.
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As a case of mobility data source, we take SCD generated by smart
card automated fare collection systems, which are now widely used by
public transit agencies. Essentially, SCD is administrated by a city mu-
nicipality and records a large number of individual-level, time-stamped
and geo-tagged trip data of its citizens [9, 64]. Although a large and
growing body of work has studied SCD in different contexts, little at-
tention has been paid to estimate SES based on SCD. We develop S2S
(Smartcardto SES), a method for estimating SES based on SCD and
other related public information. The main challenges in designing S2S
are:

• Designing effective features related to SES based on smart card
data.

• Designing a model which can utilize different types of features to
improve the performance of estimation.

To the best of our knowledge, this work is the �rst attempt to estimate
user-level SES using SCD data. Our main contribution is summarized as
follows.

• We propose a deep neural network (DNN)-based learning ap-
proach (S2S), which considers both temporal-sequential features
and general statistical features of human mobility. Especially, the
sequential aspects are considered in S2S, representing more salient
nature of an individual's behavior in socioeconomic context than
traditional general statistical features.

• We evaluated our approach using actual large-scale SCD data of
totally 7,919,137 cards of Shanghai City for 16 consecutive days.
The results demonstrate our approach signi�cantly outperforms
several baselines.

The rest of this chapter is structured as follows. Section 3.2 intro-
duces the datasets. Section 3.3 discusses the features. The S2S model
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Table 3.1: Subway Record Example

ID Date Time Station Name Fare
1000019 2015/04/02 17:01:05 station A 0.0
1000019 2015/04/02 17:35:49 station B 4.0
1000039 2015/04/06 18:03:04 station C 0.0
1000039 2015/04/06 18:17:49 station D 2.0

is proposed in Section 3.4. Experimental results on Shanghai SCD are
presented in Section 3.5. The chapter is concluded in Section 3.6 with
a brief discussion of limitations and directions of future research.

3.2 Datasets

3.2.1 Data Collection

We exploit three related datasets in this work: smart card, POI and
housing price. We describe them respectively below.

Smart card: The smart card dataset is opened by the Shanghai Open
Data Applications contest. The dataset contains all the subway records in
Shanghai between April 1st and April 16th, 2015. The example format of
a subway record is shown in Table 3.1. One single subway trip consists
of two successive records. The �rst one is created when the user gets into
the boarding subway station and begin to travel in the subway system.
The second record is created when the user gets out of alighting station.
If the fare is 0.0, then the user is getting aboard a metro train, or they are
getting off. There are 7,919,137 IDs which can be correctly recognized
after data cleaning. When users apply for a smart card in Shanghai, they
do not need to provide any personal information. So IDs do not have
any relationship with real-world identi�cation, avoiding possible privacy
leakage.
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Figure 3.1: User
distribution:
only 22.8%
are frequent

user who
take subway
more than 7

days

Figure 3.2: Trip
Distribution:
frequent user
takes more
than 60%

subway trips

Figure 3.3: The
relationship

between
house price
and monthly

income:
larger size

means more
people.

POI: POI dataset of Shanghai is crawled based on GaoDe Map
API Service2. The categories include Public Facility, Domestic ser-
vices, Education, Business Residence, Hospital, Hotel, Car services,
Sport&Leisure, Scenery, Restaurant, Public Transportation and Finan-
cial Services.

Housing price: Housing price dataset is crawled from Lianjia.com
3 website, which records the house prices and location information of
most apartments/houses for selling in Shanghai. We crawl the average
housing prices of all communities (a community usually includes many
similar houses in one area).

3.2.2 Ground Truth Construction

There are two problems in Ground Truth Construction. First, some
users may only use subway for very few times (1 time) during all 16
days. We need to �lter users with too less records. Second, there is no

2lbs.amap.com, one of the major online map providers in China
3sh.lianjia.com, one of the biggest real estate agency service providers in China.
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