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Abstract

In this thesis, I developed two frameworks that can help highlight the genetic mechanisms
underlying quantitative traits. In this regard, my focus was to design efficient methodologies
to discover genotype-phenotype associations and then use these identified associations to
describe the regulatory mechanism that affects the manifestation of phenotypic differences
among the individuals. In the first framework, I investigated key regulatory mechanisms
governing the development of eggshell strength. The aim was to highlight the temporal
changes in the signaling cascades governing the dynamic eggshell strength during the life
of birds. I considered chicken eggshell strength at two different time points during the
egg production cycle and studied the genotype-phenotype associations by employing the
Random Forest algorithm on genotypic data. For the analysis of corresponding genes, a well
established systems biology approach was adopted to delineate gene regulatory pathways
and master regulators underlying this important trait. My results indicate that, while some
of the master regulators (Slc22a1 and Sox11) and pathways are common at different laying
stages of chicken, others (e.g., Scn11a, St8sia2, or the TGF-β pathway) represent age-
specific functions. Overall, my results provide: (i) significant insights into age-specific
and common molecular mechanisms underlying the regulation of eggshell strength; and (ii)
new breeding targets to improve the eggshell quality during the later stages of the chicken
production cycle.

In my second framework, I combined the Random Forests and a signal detection strategy
to identify robust genotype-phenotype associations. The objective of this framework was to
improve on the efficiency of single-SNP based association analysis. Genome wide associ-
ation studies (GWAS) are a well established methodology to identify genomic variants and
genes that are responsible for traits of interest in all branches of the life sciences. Despite the
long time this methodology has had to mature the reliable detection of genotype-phenotype
associations is still a challenge for many quantitative traits mainly because of the large num-
ber of genomic loci with weak individual effects on the trait under investigation. Thus, it
can be hypothesized that many genomic variants that have a small, however real, effect re-
main unnoticed in many GWAS approaches. Here, we propose a two-step procedure to
address this problem. In a first step, cubic splines are fitted to the test statistic values and
genomic regions with spline-peaks that are higher than expected by chance are considered
as quantitative trait loci (QTL). Then the SNPs in these QTLs are prioritized with respect
to the strength of their association with the phenotype using a Random Forests approach.
As a case study, we apply our procedure to real data sets and find trustworthy numbers of,
partially novel, genomic variants and genes involved in various egg quality traits.





Zusammenfassung

In dieser Doktorarbeit habe ich zwei Ansätze verfolgt, mit denen genetische Mechanismen,
welche quantitativen Merkmalen zugrunde liegen, aufgezeigt und bestimmt werden können.
In diesem Zusammenhang lag mein Fokus auf der Entwicklung effizienter Methoden um
Genotyp-Phänotyp Assoziationen zu identifizieren. Durch diese lassen sich im Weiteren re-
gulatorische Mechanismen beschreiben, welche phänotypische Unterschiede zwischen In-
dividuen verursachen. Im ersten Ansatz habe ich Schlüsselmechanismen der Genregulation
untersucht, welche die Entwicklung der Bruchfestigkeit von Eierschalen steuern. Das Ziel
war es zeitliche Unterschiede der Signalkaskaden, welche die Eierschalen Bruchfestigkeit
im Verlauf eines Vogellebens regulieren, zu detektieren. Hierfür habe ich die Bruchfes-
tigkeit zu zwei verschiedenen Zeitpunkten innerhalb eines Produktionszyklus betrachtet
und die Genotyp-Phänotyp Assoziationen mithilfe eines Random Forest-Algorithmus be-
stimmt. Für die Analyse der entsprechenden Gene wurde ein etablierter systembiologischer
Ansatz verfolgt, mit dem genregulatorische Pathways und Master-Regulatoren identifiziert
werden konnten. Meine Ergebnisse zeigen, dass einige Pathways und Master-Regulatoren
(z.B. Slc22a1 und Sox11) gleichzeitig in verschiedenen Legephasen identifiziert wurden,
andere (z.B. Scn11a, St8sia2 oder der TGF-β Pathway) speziell in lediglich einer Phase
gefunden wurden. Sie stellen somit altersspezifische Mechanismen dar. Insgesamt liefern
meine Ergebnisse (i) signifikante Einblicke in altersspezifische und allgemeine molekulare
Mechanismen, welche die Eierschalen-Bruchfestigkeit regulieren und bestimmen; und (ii)
neue Zuchtziele, um die Bruchstärke von Eierschalen vor allem in späteren Legephasen zu
erhöhen und somit die Eierschalen Qualität zu verbessern.

In meinem zweitem Ansatz, habe ich die Methode der Random Forests mit einer Strategie
zur Signaldetektierung kombiniert, um robuste Genotyp-Phänotyp-Beziehungen zu identi-
fizieren. Ziel dieses Ansatzes war die Verbesserung der Effizienz der Einzel-SNP basierten
Assoziationsanalyse. Genomweite Assoziationsstudien (GWAS) sind ein weit verbreiteter
Ansatz zur Identifikation genomischer Varianten und Genen, die verantwortlich sind für
Merkmale, welche von Interesse sowohl für den akademischen als auch den wirtschaftli-
chen Sektor sind. Trotz des langjährigen Einsatzes verschiedener GWAS-Methoden stellt
die zuverlässige Identifikation von Genotyp-Phänotyp-Beziehungen noch immer eine Her-
ausforderung für viele quantitative Merkmale dar. Dies wird hauptsächlich durch die große
Anzahl genomischer Loci begründet, welche lediglich einen schwachen Effekt auf das zu
untersuchende Merkmal haben. Daher lässt sich Hypothese aufstellen, dass genomische
Varianten, welche zwar einen geringen, aber dennoch realen Einfluss ausüben, in vielen
GWAS-Ansätzen unentdeckt bleiben. Zur Behandlung dieser Unzulänglichkeiten wird in
der Arbeit ein zweistufiges Verfahren verwendet. Zunächst werden kubische Splines für
Teststatistiken und genomische Regionen angepasst. Die Spline-Maxima, welche höher
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als die zu erwartenden zufallsbasierten Maximalwerte ausfallen, werden als quantitative
Merkmals-Loci (QTL) eingestuft. Anschließend werden die SNPs in diesen QTLs, basie-
rend auf ihrer Assoziationsstärke mit den Phänotypen, durch einen Random Forests-Ansatz
priorisiert. Im Rahmen einer Fallstudie haben wir unseren Ansatz auf reale Datensätze ange-
wendet und eine plausible Anzahl, teilweise neuartiger, genomischer Varianten und Genen
identifiziert, welche verschiedenen Qualitätsmerkmalen zugrunde liegen.
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1. Introduction

The importance of genotype-phenotype association studies to understand the genetic basis
of traits, either qualitative or quantitative, is well established [1]. Until now, a variety of
association studies have been conducted to decipher the genetic architecture of important
traits, which led to the identification of a valuable repertoire of genes controlling a range of
traits (see the reviews [2, 3, 4]). Finding loci associated with a trait through genome wide
association studies (GWASs) is commonly based on single-SNP models that test individual
single nucleotide polymorphisms (SNPs) for their association with the phenotype ignoring
their dependency on the neighboring SNPs. This statistical design of GWAS seems quite
straightforward, yet it entails several challenges including those of population stratification,
relationships among the samples, multiple hypothesis testing, and overestimation of SNP
effects, among others, as pointed out in previous studies [5, 6, 7, 8].

Linear mixed model (LMM) based approaches that incorporate the covariance structure
across individuals have been found most effective in dealing with both the kinship and the
population stratification problem [9, 10, 11, 12]. Acknowledging their importance, a series
of approaches have been proposed to implement the LMM in the context of GWAS [13].
Similarly, many multiple testing correction methods with a varying degree of strictness
have been suggested as possible solutions and some of these have been addressed in [6, 14].
However, the hardest challenge of GWAS still persisting is the lack of power to detect the
quantitative trait loci (QTLs) with medium to small effect sizes [15]. The SNPs present
either inside or in the vicinity of these QTLs display association strengths which are too
small to exceed the statistical significance threshold value after correcting for multiple test-
ing. Consequently, only a small part of the overall variance is captured in a typical GWAS
analysis [15]. This inability of GWAS to explain a major proportion of the heritability has
been under intensive discussion. Haplotypes can capture the correlation structure of SNPs
which is ignored in single-SNP based GWAS approaches. Hence, testing the haplotypes
for association looks promising at least in theory. Nevertheless, haplotype based analyses
are far from being simple and so far, no clear evidence is available in the literature that the
haplotype based tests are more powerful than single-SNP based tests even though this topic
has been investigated over the years [16, 17, 18, 19].

To address these limitations, multi-SNP GWAS models were introduced that fit all SNPs
simultaneously as random effects in the model [4]. Many implementations of multi-SNP
models based on Bayesian as well as LMM frameworks have been developed [20]. Nu-
merous studies have also been conducted to show comparative performance of different
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single-SNPs, haplotype and multiple-SNP models along with their different implemen-
tations [13, 21, 22, 23, 24, 25]. Recently, the growing application of machine learning
approaches in different fields of science has incited their use in assessing the genotype-
phenotype association as well [26, 27, 28, 29, 30]. Machine learning methods do not re-
quire prior assumptions about the distribution of the SNP effects and thus have been used
for a wide variety of traits in humans [31], plants [29] and livestock [32, 33]. Neverthe-
less, multiple studies have revealed that machine learning algorithms surpass currently
available well-known GWAS approaches in identifying genes with small effects on the
phenotype [30, 31, 34]. In particular, Random Forests (RF) models have been praised for
their ability to analyze a large number of loci simultaneously and to identify promising as-
sociations [30, 35]. In this regard, Brieuc et al. pointed out the efficiency of RF models
for analyzing a large number of loci simultaneously and identifying promising associations
[30].

Here, it is imperative to note that all the above mentioned methodologies have their advan-
tages and challenges. Among other factors, the success of different association methods
is heavily influenced by the genetic architectures of the trait of interest [25, 36]. Given
the complexity underlying the genetics of quantitative traits, it is probably not realistic to
assume that any single method can retain its statistical power for different genetic architec-
tures [19, 37, 38]. Single-SNP based models are still popular [39, 40, 41, 42, 43] while the
RF based methods are gaining importance [44]. However, an increasing number of scien-
tists are recommending the integration of different association methods in order to improve
QTL identification and interpretation [45, 46]. In this regard, to bridge the gap between
single-SNP and haplotype based analysis, Zhang et al. [47] used a non-parametric spline
based technique to integrate multiple single-SNP based test statistics into a single test. Fur-
thermore, Zhang et al. [20] as well as Abed and Belzile [25] suggested the combined usage
of single-SNP and multi-SNP methods together for the identification of a robust set of SNPs
associated with the complex phenotypes. To combine the advantages of machine learning
and parametric GWAS analysis, Nguyen et al. [27], Huang et al. [29] and Schwarz et al.
[48] employed a two stage analysis integrating the Random Forests algorithm with single-
SNP models. However, the selection of SNPs in one stage and the analysis of the selected
SNP in the second step may not account for the hidden structure in the data and can result
in inflated SNP effects in the discovery of genotype-phenotype association.

In this thesis, my aim is to describe analysis frameworks that can be used to decipher the
genetic background of quantitative traits. In this respect, first I employed a single-SNP
regression based GWAS approach which is commonly used to detect genotype-phenotype
associations. Then I designed two frameworks to empower the genotype-phenotype as-
sociation analysis to detect associations that remain undetected in a typical GWAS and to
improve the utilization of the detected associations in highlighting the regulatory machinery
that underlies important traits. In the first framework, I employed a RF algorithm to assess
the relative importance of SNPs regarding their association level with the phenotype. For
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the analysis of the genes corresponding to the important SNPs, I adopted a well established
systems biology approach and identified age-specific and common key regulatory pathways
and master regulators. In the second framework my focus is on the identification of ro-
bust genotype-phenotype association signals by combining the important SNPs obtained in
different association analyses. For this purpose, I first perform a signal detection strategy
using the test statistic values of single-SNP based GWAS analysis for the detection of QTLs.
Then I prioritize the important SNPs identified by the RF based algorithm within the QTLs
to discover the most robust set of markers.

In order to demonstrate the functionality of my frameworks, I have analysed two different
datasets in this thesis. The first dataset contains the eggshell strength (ESS) measured at
two different time points during the productive life of a chicken and the second dataset is
related to egg weight (EW) in chicken. Here it is also worth mentioning that both of these
traits are considered economically important. Today’s poultry industry is highly invested in
the development of chicken capable of producing more eggs in longer laying cycles [49].
To achieve this production goal, persistency of egg laying with sustained egg quality es-
pecially the ESS at all the production stages is crucial [49]. The calcified eggshells not
only provide protection against physical damage but also play a crucial role for the devel-
opment of the embryo by allowing gaseous exchange, abating moisture loss, and supplying
calcium for the embryo bone development [50]. Multiple molecular actors involved in
the homeostasis and transportation of minerals, especially calcium, the main constituent of
the eggshell, have been identified [51, 52]. More than 500 eggshell matrix proteins have
also been reported [53, 54] implicating a plethora of genes that knit together the complex
protein scaffold and the mineral phase of the eggshell [52, 55]. However, most of these dis-
coveries provide only the genes expressed in a certain segment of the chicken oviduct, the
principal organ for egg development, and consequently the overall mechanisms of eggshell
development remain illusive. Moreover, similar to other economically important traits, ESS
remains relevant throughout the productive life and commonly deteriorates with the age of
the chicken [56]. This decline in the eggshell quality remains one of the major reasons
for replacing commercial flocks [49]. Hence, understanding the genetic basis of ESS at
different laying stages is very important for breeders if they are to extend the laying cycle
of chicken. Therefore, an analysis of this trait at different time points during the life of the
bird can better delineate its genetics and its molecular mechanisms involved in this dynamic
behavior [57]. The egg weight on the other hand has always been an important trait as it not
only impacts the egg consumers but it is also known to affect the post-hatch chick weight,
fitness and performance [58]. Eggs of extreme size can also hinder the packing and storage
of eggs making this traits important for the egg industry. Therefore, the investigation of
the genetic architecture of this trait is also important to extend the laying cycle of chicken
[59, 60].

My results show that, using my frameworks, I am able to identify important novel markers/
genes which could provide new insights into the genetic architecture of these traits. The
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knowledge gained in this thesis can be utilized to design breeding strategies to improve the
egg quality during the later stages of the chicken production cycle. These findings could: (i)
enhance our understanding of the regulatory mechanisms underlying important traits; and
(ii) provide novel targets and hypotheses for future breeding strategies.

1.1. Structure of the thesis

The organization of the thesis is as follows. In Chapter 2, I provide a brief introduction
of the most relevant biological concepts required for any research related to genomics. I
further give an overview of the bioinformatics databases used in this thesis. In Chapter 3,
I give a brief overview of genotype-phenotype association analyses and the topics essential
for a better comprehension of these analyses. In that chapter I also introduce a Random For-
est based feature selection technique and cubic smoothing spline strategies that provide the
foundation for the frameworks presented in the thesis. I describe the analysis frameworks
established in this thesis to decipher the genetic background of quantitative traits in Chapter
4. Thereby, I first present the application of a Random Forest based algorithm for associa-
tion analysis followed by the method for the identification of age-specific and common key
regulatory mechanisms governing the eggshell strength in chicken using Random Forests
in Section 4.3.1. In the following Section 4.3.2, I describe the second framework that com-
bines Random Forests and a signal detection method to the robust detection of genotype-
phenotype associations. Afterwards, I applied both frameworks to chicken datasets and
present the results in Chapter 5. These results as well as the application of the suggested
frameworks is discussed in Chapter 6 and finally, I complete the thesis in Chapter 7 by
summarizing the thesis and give an outlook for future work.

1.2. Impact

Journal articles:
I have published the two frameworks described in this thesis in the following articles:

[1] Ramzan, F.*, Klees, S.*, Schmitt, A. O., Cavero, D., and Gültas, M. (2020). Iden-
tification of Age-Specific and Common Key Regulatory Mechanisms Governing
Eggshell Strength in Chicken Using Random Forests. Genes, 11(4), 464. (* These
authors contributed equally to this work.)

[2] Ramzan, F., Gültas, M., Bertram, H., Cavero, D., and Schmitt, A. O. (2020). Com-
bining Random Forests and a Signal Detection Method Leads to the Robust Detection
of Genotype-Phenotype Associations. Genes, 11(8), 892.

Detailed author contribution of Faisal Ramzan to both journal articles: Participated in the
design of the studies. Conducted computational and statistical analyses. Prepared and stud-
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ied the GWAS datasets and interpreted the results. Participated in the development of the
programming scripts required for the analysis. Prepared the manuscripts.

Further, the author contributed to the following presentations that are related to the topic of
the thesis:
Conferences, Workshops, Meetings and Student’s thesis
The author presented topics of this thesis at the following workshops and conferences:

• Oral presentation titled "Identification of weak associations in GWAS using methods
of signal detection A case study on chicken eggshell strength" presented at DGfZ
Conference 2019, at Justus Liebig University, Giessen, Germany, 2019.
• Poster presentation titled "Identification of weak associations in GWAS analysis us-

ing methods of signal detection" at CiBreed conference organized at Georg-August
University, Göttingen, Germany, 2019.
• Oral presentation titled "Exploiting linkage disequilibrium in GWAS analysis" pre-

sented at the 15th European poultry conference in Dubrovnik, 2018.
• Participation in "SNPpit workshop" at Friedrich Loeffler Institut, Mariensee, Ger-

many, 2017.
• Poster presentation titled "Identification of targets for gene editing using efficient

mapping strategies" at the Bioinformatics poster day held at the Max Planck institute,
Göttingen, Germany, 2017.

In collaboration with Mehmet Gültas and Armin O. Schmitt the author supervised the fol-
lowing student works:

• Magdalena Kircher: Genomic Prediction of Economically Relevant Traits in Live-
stock using Machine Learning. Master’s Thesis, 2020.
• Magdalena Kircher: Comparison on genomic predictions using different statistical

methods in a simulated cattle population. Project Work, 2019.
• Md Mazharul Islam: Genome wide association (GWA) analysis for identification of

markers associated with eggshell thickness using reverse regression based methods.
Master’s Thesis, 2018.





2. Biological Background

In this chapter, I will briefly review the basic terminology at a level appropriate for un-
derstanding the research methods that are used in this thesis. This chapter also introduces
the databases and analysis programs used in the thesis. Much of the description of the ba-
sic genetics concepts was adapted from [61, 62]. For a more detailed presentation of the
biological concepts, readers are referred to textbooks like [61, 62, 63, 64].

2.1. Traits, Phenotypes and Genotypes

For the characterization of an individual, its appearance, performance or a combination
of both is utilized. All characteristics that can be observed or measured on an individual
are called traits while the observed categories and the measured levels of traits are called
phenotypes [65]. The phenotypes of a qualitative trait are expressed in categories while
the phenotypes of quantitative traits are continuous numbers. The genetic background of
a phenotype in an individual is influenced by the genotype it carries. The genetic makeup
of an individual is called its genotype. In livestock genetics, the term genotype can also
be used to refer to all the genes and gene combinations that affect the traits having some
economic importance in a given production system. Qualitative traits are usually affected
by only a few genes. In contrast, quantitative traits are polygenic i.e. they are affected by
many genes.

2.2. Genomics

Genomics is the study of the genome which constitutes the entire DNA content of an in-
dividual [66]. After the successful completion of the Human Genome Project [67], the
daunting task of sequencing an individual’s entire genome started to ease off. Nowadays,
much faster and less expensive DNA sequencing methods have been developed and are be-
ing used to study the genomes of a variety of species including those having agricultural
importance. Although the terminology described in the following sections (of this chapter)
is not species specific, the chicken genome being the focus in this thesis will be used as an
example, wherever required.
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2.2.1. DNA

Deoxyribonucleic acid (DNA), also known as the "master molecule" of life belongs to the
nucleic acid family of biological molecules. Nucleic acids are biopolymers formed from the
building blocks called nucleotides. In a DNA polymer chain, nucleotides link up to form a
backbone of alternating deoxyribose sugar and phosphate groups upon which nucleic acid
bases are attached. The chemical structures of all constituents of DNA are shown in Figure
2.1. Each sugar molecule has a phosphate group attached to its 3′ carbon while the 5′ carbon
is attached by the neighboring sugar molecule to give the strand of DNA its direction where
the terminal sugar at one end of the DNA strand has a free 3′ carbon, and the terminal
sugar at the other end has a free 5′ carbon. The orientation of the 3′ and 5′ carbons along
the sugar-phosphate backbone confers a direction (sometimes called polarity) to each DNA
strand. In DNA, four different nitrogen bases are found. Adenine (A) and guanine (G)
which consists of two-carbon nitrogen rings are called pyrimidines while thymine (T) and
cytosine (C) contain a one-carbon nitrogen ring and are known as purines [61].

Figure 2.1.: Chemical structure of DNA molecule and its constituents. (taken from [61]).
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Each DNA molecule is made up of two DNA strands which are organized in a double helix
form with intertwined sugar-phosphate backbones and nucleic acid bases pointing into the
center of the helix (see Figure 2.2). These two strands of DNA are held together by hydrogen
bonding between opposing bases. This bonding is specific and A always develops a double
bond with T while G bonds with C by a triple hydrogen bond. This type of bond specificity
makes the two strands of DNA complementary to each other, a feature that is crucial to
DNA’s function as the storage molecule for genetic information [63].

Figure 2.2.: Structure of DNA. Three dimensional double helical structure of DNA and
transfer of genetic information from DNA to proteins (taken from [61]).

2.2.2. Chromosomes and Genes

The DNA molecules and their associated proteins adopt a complex configuration inside the
nucleus of a cell, termed chromatin. During the metaphase stage of a cell cycle chromatin
can be observed in the form of structures known as chromosomes. Each species has a certain
number of chromosomes. For example, in chicken the whole genome consists of 78 (2n =
78) chromosomes, classified as macro-chromosomes, micro-chromosomes and sexual Z and
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W chromosomes [68]. The chromosomes come in pairs of homologous chromosomes, one
derived from the mother, and one from the father.

Figure 2.3.: Chicken chromosomes. Representative karyogram of (a) the female and (b) the
male chicken. The karyograms shows 76 autosomal and ZZ (male) or ZW (female) sexual
chromosomes (taken from [68]).

A DNA segment that codes for a functional molecule and consequently holds the genetic
information of an organism is termed gene. Genes are arranged linearly along each chro-
mosome with each gene having a defined position, called gene locus [61]. In complex
multi-cellular organisms, each coding gene has coding regions separated by non-coding se-
quences (introns) and regulatory sequences that control gene expression (Figure 2.4) [63].
To produce functional molecules, the decoding of the genes is done in a process termed
gene expression which is separated into transcription and translation phases. During tran-
scription, the gene sequence is transcribed into a ribonucleic acid (RNA) sequence, which
in the next phase translated into an amino acid sequence (Figure 2.2). RNA is also a nu-
cleotide polymer but unlike DNA, it is single-stranded and contains ribose sugar as its core
molecule. In RNA molecules the nitrogenous base thymine is also replaced by the single-
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ring base uracil [69]. After processing RNA by removing the introns, the exons are spliced
together to form messenger RNA (mRNA) which acts as a template in the transcription
phase to arrange the amino acids in the sequence specified by the genetic code [61].

Figure 2.4.: Gene structure. The figure shows the structure of a gene in an animal or plant
(adapted from [63]).

The mutation events that occur in nature can change the DNA sequence and create alternate
forms of genes known as alleles. Multiple alleles of a gene can exist in a population. In an
individual, a locus can be occupied by any form of that gene. Since the chromosomes occur
in pairs, loci and the alleles occupying them also occur in pairs. If a gene locus contains the
same allele on both of homologous chromosomes, the individual is said to be homozygous
for that gene and if the alleles are different, the individual is said to be heterozygous [63].

2.2.3. Single Nucleotide Polymorphisms

In a genome, different types of sequence variants can be identified and utilized as genetic
markers. Among these naturally occurring observable variations, single-nucleotide variants
(SNVs) are the most common and ubiquitous throughout the genome [62]. The SNVs are
single nucleotide changes in a DNA sequence that is otherwise conserved across individuals
[66]. These SNVs originate due to a number of endogenous and exogenous sources of
damage that cause the single base pair substitution mutations in DNA [70]. The occurrence
of a new variant at any given chromosomal location is a rare event and the vast majority of
SNVs carried in some organism’s DNA today must have been originated generations ago
and then passed on generation after generation to reach the current population. However,
the SNVs that arose in somatic cells are not inherited through the generations and are only
confined to a very small number of direct descendant cells. The variants that originate in the
sex cells are inherited through generations and can also be in theory traced all the way back
to the original ancestral mutation. These inherited variants are present in all the cells of a
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multi cellular organism and depending upon whether the variant was inherited from one or
both parents, an individual can carry either one or two copies of the inherited variant [62].

By convention, in order to classify an SNV as a single-nucleotide polymorphism (SNP),
the least abundant allele of that variant is required to have a frequency of 1% or more in
the population [71]. However, since the SNV frequency is generally population dependent,
the distinction between SNV and SNP is somewhat arbitrary [62]. Although SNPs could in
principle be bi-, tri- or tetra-allelic polymorphisms, the most commonly used SNPs in the
genomic analysis are bi-allelic, having two possible alternate nucleotides. This substitution
of nucleotide bases is of two types which are known as transition and transversion. In a
transition either a pyrimidine (C or T) is replaced by a pyrimidine or a purine (A or G) is
replaced by a purine while in a transversion a pyrimidine is substituted by a purine or vice
versa [72]. Considering the two strands of DNA as equivalent and utilizing the abbreviations
used in [71], the allelic nucleotides X and Y of a SNP on one DNA strand can be represented
as X⇔Y (X1⇔Y1), with the complementary nucleotides X1 and Y1 shown in parenthesis.
The four SNP alternates include one transition C⇔T (G⇔A) and three transversions C⇔A
(G⇔T), C⇔G (G⇔C), and T⇔A (A⇔T)[62].

2.2.4. Genotyping Methods

The characterization of an individual’s genotype can be achieved by genotyping the several
million SNPs that exist across the genome [73]. DNA hybridization based approaches are
utilized for SNP interrogation using SNP arrays sold commercially by companies like Illu-
mina and Affymetrix [74]. For this allele-specific hybridization-based genotyping, probes
that are specific for the portion of the genome containing a SNP, are created. These probes
are reverse complementary to DNA around that SNP. Generally, two probes, varying only at
one base pair and each one complementary to one of the two possible alleles, are required.
The length of the probes used in different genotyping platforms can vary. A probe of length
20 has 420 different possible probe sequences. For the probe length of 20, there is only
approximately a 1 in 1,000 chance that the same 20 base sequence will occur more than
once in a genome of length 3× 109 base pairs, considering equal frequency for the four
bases in the genome. Each probe is labeled with a fluorescent dye of a specific color. After
hybridization, the intensity of the emission of each dye indicates whether a specific sample
is homozygous for one or the other SNP allele (so that only one color dye will be emitted)
or whether it is heterozygous (both dyes will be emitted). An alternate strategy of utilizing
two probes strategy is the single base pair extension method that uses a single probe and
two different dyes are used as labels [62].

When using a large-scale SNP array, hundreds of thousands of SNPs are to be called for
a study, automated algorithms are employed to call SNPs. A considerable number of
algorithms for automatic genotype calling using raw dye intensities have been described
[74, 75]. Generally, it is more difficult to call rare alleles than common alleles since this
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requires identification of the one or two clusters which are either very small or completely
absent. Due to the fact that the two strands of DNA are complementary, it is sufficient
to specify the sequence of only a single strand to depict the sequence of DNA. However,
it is important to note that this complementary nature of the double-stranded structure of
the DNA molecule renders the identification of the alleles of an SNP inherently ambiguous
[62]. For example, if on one strand a transversion occurs that replaces G with T then due
to the complementarity, C on the second strand will be replaced by A. So probes have to be
designed to detect both G/T and C/A polymorphism.

2.3. Bioinformatics Databases and Tools

Enormous amounts of raw data generated by genomic research are one of the hallmarks of
modern genomic research. To manage and share this deluge of data, sophisticated compu-
tational methodologies are required. A database is used to store and organize data in a way
that makes information easily retrievable. Although the main purpose of a database is to
arrange, store and manage the data in a way that makes the retrieval of information easy,
biological databases also identify connections between pieces of information that were not
known when the information was first entered. These features facilitate the discovery of
new biological insights from raw data [76]. In this section, I will briefly describe the bioin-
formatics databases and tools that I have used in this thesis.

2.3.1. Ensembl Database

A genome can contain tens of thousands of genes. However, without the determination of
locations of and relationships between individual genes, the genomic information alone is
of little use. Contrary to the laborious manual annotation based on scientific journals and
public databases, an automated annotation workflow can facilitate the discovery of genes
and their functions greatly. Ensembl is one of the well-known systems for the management
and retrieval of genomic information [77]. Launched after the first releases of the draft
human genome, this database has developed into a centralized resource for geneticists that
integrates genomic information for a large number of organisms including chicken (Figure
2.5) [78, 79]. The Ensembl project, through a collection of software pipelines for gene
annotation, creates a set of predicted gene locations and makes these data freely accessible
[80]. Originally designed to store and distribute the reference assembly produced by the
Human Genome Project [67], the Ensembl databases are utilized today to store the assembly
structure, genomic sequence, genome annotations, genome alignments, epigenomic data,
and regulatory annotation as well as other comparative genomics information [80, 81, 82].
Furthermore, owing to the collaboration with other major databases and resources such as
UniProt [83], GENCODE [84], UCSC, and NCBI [85], this database is integral to most
bioinformatics analyses [86].
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Figure 2.5.: Ensembl database. An overview of the Ensembl database. (Source: http:
//www.ensembl.org/Gallus_gallus/Info/Index, 05-10-2020)

2.3.2. BioMart Database

In the current era, the volume and complexity of data that is being generated and deposited
into databases are increasing. To make the best use of this knowledge, it is imperative to
make complex queries to retrieve specific data. Typically, the query interfaces provided by
different databases are quite specific. Getting familiar with these interfaces can be time-
consuming and if more than one data source is needed to be queried, using different inter-
faces can be challenging. To overcome this problem, BioMart is a solution that can be used
as a generic software to tap data from many databases [87]. In this regard, the Ensembl
BioMart provides access to gene annotations, variation data, functional and regulatory an-
notation (Figure 2.6) [88]. It has been created using the database schemes and data gen-
erated under the Ensembl project. The Ensembl BioMart consists of four main databases,
namely Ensembl Genes, Ensembl Variation, Ensembl Regulation, and Ensembl Vega. These
databases are further supported by information including sequence data, ontology data and
karyotype data from secondary databases of the PRIDE [89] and Reactome [90, 91] projects
[88]. Given its importance and to make it easier to use BioMart, the external software pack-
ages have also incorporated BioMart querying capabilities into their systems [87]. These
packages include Galaxy [92], Taverna [93], Cytoscape [94], and BioConductor [95].

2.3.3. GeneXplain platform

GeneXplain is an integrated systems biology platform [96] that provides a toolbox and
workflow management system for a broad range of bioinformatics and systems biology ap-

http://www.ensembl.org/Gallus_gallus/Info/Index
http://www.ensembl.org/Gallus_gallus/Info/Index
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Figure 2.6.: An overview of BioMart database. (Source: http://www.biomart.org, 05-10-
2020)

plications [97]. Among different analyses that can be performed with this platform, molec-
ular network analysis or pathway enrichment, identification of network and signaling regu-
lators, analysis of transcription factor binding sites, methods to test for enrichment of Gene
Ontologies [98] or Gene Set Enrichment Analysis [99] are prominent. However, the up-
stream analysis [100] is considered to be the most known analysis framework implemented
in this platform for the identification of causal biomarkers, playing a role in the network of
gene regulation and signal transduction [96]. For these different types of analyses, GeneX-
plain source multiple databases and bioinformatics tools, among which the TRANSFACr,
TRANSPATHr, and Geneways databases and the master regulators search algorithm are
used in this thesis.

2.3.3.1. TRANSFACr database

TRANSFACr is a database that stores data relevant for gene expression at the transcrip-
tional level [101]. Created in 1988 [102] TRANSFACr is now hosted by the geneXplain
platform (http://genexplain.com/). The database is considered an encyclopedia of transcrip-

http://www.biomart.org
http://genexplain.com/
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Figure 2.7.: An overview of GeneXplain database. (Source: https://genexplain.gwdg.de/
bioumlweb/, 05-10-2020)

tional gene regulation which along with providing vast information on transcription factors,
proteins that regulate the expression of genes, also acts as a comprehensive analysis tool for
the identification of potential transcription factor binding sites (TFBSs)[103]. TFBSs are
DNA sequences in the vicinity of a gene that and play a role in gene regulation by bind-
ing to the transcription factor [104]. To perform their regulatory functions, TFs can either
activate/repress transcription of a certain gene, or increase/decrease the level of its transcrip-
tion. TFs can also alter the chromatin structure by histone or DNA modifications. In the
TRANSFACr database, structural and functional properties for each of the transcription
factors are enlisted.

2.3.3.2. TRANSPATHr Database

TRANSPATHr is a database that provides information on gene-regulatory pathways [105].
The database is an information system harbouring protein-protein interactions as well as
protein modifications involved in signal transduction. It primarily focuses on signaling
molecules and the pathways that involve these molecules and regulate transcription factors

https://genexplain.gwdg.de/bioumlweb/
https://genexplain.gwdg.de/bioumlweb/
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(TFs), i.e. proteins that can bind to specific DNA sequences and regulate gene expression
[106]. The database contains experimentally verified information on transcription factors
and provides the possibility to obtain complete signaling pathways from ligand to target
genes and their gene products [107].

For a given list of genes, the TRANSPATHr database can be used to analyze the data in two
directions. One can perform a so-called downstream analysis that identifies the metabolic
or regulatory pathways provoked by the given set of genes [108]. Whereas the upstream
analysis sets forth the regulatory pathways that activate the given genes and allows a causal
analysis of co-expressed genes that are potentially under the common regulatory influences
[100].

2.3.3.3. GeneWays Database

GeneWays is an open platform with an integrated system that combines several sources of
biological information to infer a consensus view of molecular networks [109]. GeneWays
provides a large database that contains computationally predicted as well as experimentally
identified pathways.

2.3.3.4. Pathway Analysis

Biological pathways are complex networks that constitute series of interactions among a
variety of molecules that occur in a well-curated manner and can initiate the assembly of
new molecules or cause some specific change in the cell [90]. The most common types
of biological pathways include metabolic, genetic, and signal transduction pathways [110].
The genetic regulatory networks constitute a collection of molecular regulators that govern
the gene expression by interacting with each other and with other substances in the cell
[111]. The regulators can be DNA or RNA segments, proteins or complexes of these [112]
and the interactions between these regulators can be inductive (an increase in the expression
level of one will lead to an increase in the other) or inhibitory (increase in one leads to
a decrease in the other). Furthermore, the interactions can be direct or indirect through
transcribed RNA or translated proteins [111]. An increasing amount of evidence is getting
available that underlies the role of biological pathways and networks as a hallmark of the
manifestation of complex traits [110]. Therefore, delineating these pathways can play an
important role in highlighting the molecular mechanism underlying biological processes.

Following the genotype-phenotype association analysis that produces a list of (identified)
genes, comes a laborious literature search for the functional importance of the genes and
to put these individual genes in their correct biological context [113]. Due to this reason,
the biological interpretation of the associated variants and genes remains challenging [114].
Pathway analysis which is also known as pathway enrichment analysis can be employed
to meet this challenge of biological interpretation based on prior knowledge of genes and
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pathways [115, 116]. Especially for the analysis of quantitative traits where the number
of genes associated with a phenotype are typically large, these methods are routinely used
to summarize the large gene list into a smaller list of more easily interpretable pathways
consolidating the effects of multiple individual genes [113]. These pathways are then also
statistically tested to identify those that are enriched in the provided gene list more than
would be expected by chance [113]. The significantly enriched pathways can then be used
to empower the elaboration of the genetics of complex traits [114].

2.3.3.5. Master Regulators

The term master regulator was first coined over 30 years ago to denote a gene that occupies
the very top of a regulatory hierarchy [117] As the term was initially proposed for the reg-
ulation of a sex determination mechanism which is considered to be independent of prior
regulatory influences, master regulatory genes were defined not to be under the regulatory
influence of any other gene [118]. However, the meaning of this term has evolved over the
years to now designate a gene that is regulating multiple downstream genes either directly
or through a cascade of gene expression changes and can force cells to deviate from their
normal tasks [117]. These master regulatory genes can code for transcription factor pro-
teins, which alter the expression of downstream genes in the pathway [119]. Thus, in the
signal transduction hierarchy, the master regulators serve as important regulatory molecules
and are necessary to attain a cell state required for the orchestration of different phenotypes.
Therefore, revealing such master regulators is important for the proper understanding of the
genetic process underlying important traits [120]. Moreover, these genes can also be excel-
lent candidates for modifying complex traits [121]. For the identification of master regula-
tors in this thesis, an upstream analysis strategy is utilized that has been presented in [100].
In this analysis strategy, potential transcription factor binding sites for the provided list of
genes are inferred based on a state of the art promoter analysis using the TRANSFACr

database. The corresponding TFs along with the information from TRANSPATHr as well
as GeneWays databases are then used to construct upstream signal transduction networks.
The convergence points of these networks are then identified as potential master regulators
[100, 122].
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In this chapter, I will briefly introduce the concepts and the terminology related to genotype-
phenotype association analysis. Here I will review the topics only briefly and for more de-
tailed description readers are referred to textbooks like [62, 66, 123, 124, 125]. Further, I
will also explain the basic concept of the smoothing spline and Random Forests based fea-
tures selection methodologies which provide the foundations of the frameworks explained
in the next chapter of this thesis.

3.1. Genotype-phenotype Association Studies

Elucidating the genetics and biological mechanisms that manifest the trait differences be-
tween individuals is of immediate interest to scientists in the field of genomics. For quali-
tative traits, molecular differences among the individuals that exhibit different phenotypes,
are relatively simple. However, quantitative traits are multi-factorial and typically emerge
from the actions of a complex molecular machinery constituting the interactions between
multiple molecular elements at different biological levels. Delineating these differences be-
tween individuals at different molecular levels is challenging due to this complexity. The
availability of omics data offers an opportunity to search for genomic patterns that are dif-
ferent among different individuals. The search for such patterns is not based on mechanistic
hypothesis testing, rather it is based on the testing of the biological attributes for their asso-
ciation with the observed individual differences which in turn can lead to the discovery of
mechanisms that create these differences [66].

Genome-wide association studies (GWASs) are based on the analysis of genomic data to
identify SNP variants associated with differences between samples. A remarkable range
of discoveries that has been facilitated by the GWASs are proof of the importance of this
strategy in population and complex-trait genetics as well as for understanding the biology
of diseases [3]. The methodology of association analysis has evolved from the techniques
used to screen the genome for regions having some effect on a phenotype, exploiting the
linkage and linkage disequilibrium (LD) between a small number of markers. Especially
in livestock genomics, mapping quantitative trait loci (QTLs) in family based designs was
the focus of many studies and resulted in thousands of identified QTLs [124]. The avail-
ability of large-scale genotyping technologies at a decreasing cost facilitated the boom of
GWASs. This methodology now involves hundreds of thousands of markers distributed
almost equally across the genome, hence called genome-wide association study.
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The concept of LD provides the base for the success of GWASs. It is related to chromoso-
mal linkage where SNPs present on the same chromosome remain physically joined through
many generations of a family. This definition of LD also depicts the somewhat artificial dif-
ference between linkage and LD mapping, as LD between a marker and a QTL is required
for both types of the analysis [126]. Linkage analysis only considers the within family LD
structure, while LD mapping considers the LD between a marker and the QTL across pop-
ulation [6]. Nevertheless, the success of most association studies is based on LD between
the functional mutations and markers in a certain region of the genome. A GWAS uses
the LD at the population level and requires tens or even hundreds of thousands of markers.
However, GWASs yield a much greater precision than family based QTL studies because all
historical recombinations are utilized in this analysis to identify the causal mutations [124].
In the following sections of this chapter, I will present the general principles and concepts
that are important while performing an association analysis.

3.1.1. Linkage Disequilibrium Measures

LD is a property of SNPs that describes the correlation of one SNP with another SNP within
a population [6]. Multiple measures of LD are in use. The measure used in this thesis is
r2, a statistic proposed by Hill and Weir [127]. Assume A and B are the two bi-allelic
markers. Marker A has alleles A and a and marker B has alleles B and b. Let the observed
frequencies of these alleles be fA, fa, fB, and fb. The four possible haplotypes are AB, Ab,
aB and ab with haplotype frequencies denoted by fAB, fAb, faB and fab, respectively. r2 can
be calculated using the following formula.

r2 =
( fAB× fab− fAb× faB)

2

fA× fa× fB× fb
(3.1.1)

Values of r2 range from 0, for a pair of loci with no linkage disequilibrium between them,
to 1 for a pair of loci in complete LD.

3.1.2. Hardy-Weinberg Equilibrium

Another concept used in this thesis in relation to the genotype-phenotype association is
Hardy-Weinberg equilibrium (HWE). This principle states that under a number of assump-
tions that ensure the absence of evolutionary influences affecting a population, allele and
genotype frequencies in that population remain constant across generations. These evolu-
tionary influences include the followings [128].

• Genetic drift
• Mate choice
• Assortative mating
• Natural selection
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• Sexual selection
• Mutation
• Gene flow
• Meiotic drive
• Genetic hitchhiking
• Population bottleneck
• founder effect
• Inbreeding

If these assumptions are satisfied, the marginal distribution of the number of copies of a
given allele observed in a single individual will follow a binomial distribution having the
mean parameter equal to the frequency in the population of that allele [62]. In principle, the
HWE mainly implies that the probability of an allele occurring on one chromosome does
not depend on which allele is present on its homologous chromosome [123].

In the context of genotype-phenotype association, it is generally assumed that deviations
from HWE are the result of genotyping errors, hence testing SNPs for HWE is performed
to ensures the exclusion of such SNPs from the analysis. The two tests generally applied
to test SNPs for their departure from HWE are Pearson’s χ2-test and Fisher’s exact test. In
this regard, being computationally advantageous, the χ2-test is commonly employed using
the formula

χ
2 =

n

∑
k=1

(Ok−Ek)
2

Ek
(3.1.2)

where n denotes the number of alleles of a SNP. This test is performed independently for
all SNPs to test the null hypothesis that the observed genotype frequencies do not differ
significantly from those expected under HWE. After performing this test, only those SNPs
are retained for further analysis for which the SNP genotype frequencies are in HWE [129].
For this purpose a p-value threshold of 1×10−6 is commonly used [130, 131, 132].

3.1.2.1. Minor Allele Frequency

Minor allele frequency (MAF) is the frequency of the least occurring allele at a specific
position in a given population [129]. Contrary to normal statistical notation of using this
term to refer to a count, here the term frequency denotes a population proportion [123]. The
power of analysis to detect the genetic effects of individual SNPs is dependent on MAF
especially in experiments involving SNP-arrays containing hundreds of thousands of SNPs
with a wide distribution of MAFs [133]. Most association studies are underpowered to
detect the effects of SNPs with a low MAF therefore SNPs having MAF lower than a set
threshold are excluded from the dataset. In this regards, MAF thresholds of 0.01 and 0.05
are commonly used [129].
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3.1.3. Population Stratification and Relatedness among Samples

An assumption implicit in conventional association analysis has been that all subjects under
study are unrelated. However, in most cases this condition is not fulfilled as the datasets
can have some structure among the studied individuals. This structure at the genetic level of
samples is mainly caused by the presence of population stratification or relatedness among
the samples due to family structure or cryptic relatedness. Population stratification implies
the presence of multiple sub-populations in study samples. In other words, the individuals
being studied to determine genotype-phenotype associations belong to more than one popu-
lation. The relatedness among the samples, on the other hand, entails the sharing of genetic
material among the samples due to their family relatedness. Both of these confounding fac-
tors have to be accounted for properly in an association analysis as the relationship structure
among the samples creates confounding bias if due to stratification and leads to variance dis-
tortion if due to either family based or cryptic relatedness which results in inflated summary
statistics and consequently inflated false positive rates [8, 134].

To disentangle these inflationary effects from the true effects, many approaches have been
developed and are being implemented successfully. A genomic control parameter also
known as the genomic inflation factor λ is computed to know if the confounding effects
of sample structure exist in the association statistics [134]. Furthermore, the integration of
principle component analysis (PCA) with linear mixed model based approaches that incor-
porate covariance structure across individuals thus accounting for both kinship and popula-
tion stratification have been found most effective in dealing with the problem of population
structure [11, 26]. All three of these concepts are briefly explained below.

3.1.3.1. Genomic Inflation Factor

An approach that is widely used to evaluate the presence of confounding due to population
stratification is known as genomic control. In this approach, a genomic inflation factor (λGC)
is calculated by dividing the median of the observed association statistic by the expected me-
dian under the null distribution [135]. A value of λGC = 1 indicates no confounding effects,
whereas λGC > 1 points towards the presence of some stratification or other confounders in
the data [134]. It is important to note that along with the population stratification, higher
genomic inflation factors can also be caused by following factors [136, 137, 138].

• Strong LD between SNPs
• Strong association between SNPs and phenotypes
• Systematic bias

Therefore, λGC < 1.05 are generally considered acceptable [134]. As this genomic inflation
factor is a mere ratio of quantiles, a quantile-quantile plot is commonly used for visual
depiction of this genomic inflation.
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3.1.3.2. Principle Components Analysis

Principal components analysis (PCA) is one of the commonly used methods for detecting
and visualizing the population structure [62]. This technique has been effectively used for
addressing population structure in association studies [139]. For the computation of prin-
cipal components, spectral or eigenvector/eigenvalue decomposition of the covariance or
the correlation matrix is performed. The important characteristics of the variability of the
matrix can be captured by only a few principal components which are called leading prin-
cipal components [62]. However, for a massive SNP dataset, where a fairly large number
of samples are genotyped for hundreds of thousands of SNPs, PCA can be performed by
extracting the eigenvectors of the kinship matrix of samples [134]. Although it is a non-
standard methodology for PCA, there is actually a close relationship between the principal
components calculated from the correlation matrix of the genotype data and the eigenvec-
tors of the relationship matrix [62]. In a typical association study where the number of
genotyped SNPs is always much larger than the sample size, using the kinship matrix to
extract eigenvectors is much more computationally efficient.

3.1.3.3. Linear Mixed Models

Initially, developed and utilized for the breeding value estimation in animal breeding, the
linear mixed models (LMM) are finding their use in association analysis. The application of
LMM in GWAS has become a standard approach especially for samples having some form
of population structure [57, 131, 132]. The LMM is being implemented to test each SNP
individually for its association with the phenotype in single-SNP based models or these are
used to fit all SNPs simultaneously as random effects in the multi-SNP models [4]. In either
case, LMM based association analysis is the method of choice for many researchers due to
their ability to simultaneously incorporate population stratification and cryptic relatedness
as well as the family structure while keeping the type I error at an acceptable level [140].

In LMM based approaches, a genetic relationship matrix (GRM) is constructed which is
used as a random effect in the model to account for genome wide sample structure. The
contribution of the sample structure to phenotypic variance is estimated and then used in
the computation of association statistics. To account for population structure, markers with
large allele frequency differences between populations receive a larger correction. In the
case of the relatedness structure, the contribution of related individuals to the test statistics
values will be reduced, preventing the overweighting of redundant information due to the
correlation structure [141]. The LMM based association methods also provide an increase
in power by applying a correction that is specific for the sample structure [11, 142]. Addi-
tionally, these models can also be used in studies without sample structure to increase power
as has been pointed out in [141] and [143].

Furthermore, a variety of different software implementations of LMM based approaches
have been developed to make these computationally efficient [13]. Different implemen-
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tations of LMM differ in the way they estimate the phenotypic variance explained by the
GRM. In this regard, the LMM implementations can be divided into exact and approxi-
mate methods [141]. In exact methods, the variance explained by the GRM is estimated
separately for each candidate SNP [144] while the approximate methods can use the ap-
proximated variance components estimated only once based on all the SNPs [11, 142]. The
approximate methods are usually considered computationally faster than the exact methods.
However, efficient exact methods have also been developed [12, 145].

3.1.4. Multiple Testing Correction

Multiple hypothesis testing is the other issue faced while performing GWAS which origi-
nates due to simultaneous testing of a large number of SNPs to determine their association
with the phenotype [146]. The application of a typical point-wise error rate of 0.05 to clas-
sify a test result significant becomes impractical as in doing so the experiment-wise error
rate will increase with the number of tests, incurring a higher than acceptable number of
false positives. A correction measure is applied to limit this error probability to an accept-
able level. However, the use of an overly conservative correction approach tends to overlook
some of the true positives, thus reducing the power of the analysis while being too lenient
would increase the number of false positives [5]. Many methods with varied strictness have
been suggested as possible solutions and some of these methods have been addressed in
[6] and [14]. Permutation testing is one such method to establish significance in GWAS
[6]. It provides a straightforward way to generate the empirical distribution of test statistics
under the null hypothesis by randomly shuffling the phenotype among the individuals in
the data [147]. In doing so, any association between the genotype and phenotype is broken
to satisfy the null hypothesis of no association but the LD structure of the data is retained
and the false-positive rate under null is approximated. The permutation tests are considered
gold standard for association analysis. However, these methods are computationally expen-
sive and for a large number of SNPs, can be impractical [148]. Another attractive way of
multiple testing correction is to calculate the effective number of independent tests. The
main idea of this calculation is to filter out correlated SNPs and then use only the effective
number of independent ones. After that, the Bonferroni correction method can be applied
for correction by replacing the total number of SNPs with the effective number of SNPs.
In this respect, a method proposed by Gao et al. [149] use principal component analysis to
derive the effective number of tests. This method which is named simpleM, has been shown
to provide a better estimate of independent SNPs and has been validated using the GWAS
datasets. In this thesis, for multiple testing correction, the simpleM method is primarily
used along with a permutation based approach.
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3.2. Cubic Smoothing Splines

To quantify the expected change of a response variable y given an explanatory variable x,
classical regression analysis is commonly applied. In which case, the expected value of y
given an x value can be expressed as E(y|x) = f (x). Here, f (x) represents the underlying
function that describes the relationship between the two variables, hence specification of
this function is crucial. The simplest form that f (x) can assume is linear. However, in most
cases, it is unlikely for two variables to have a linear relationship over the whole measured
range and the linearity is approximated sometimes as a necessity and sometimes for conve-
nience as it makes the analysis and interpretation easier [150]. Contrary to linearity, other
functional forms are also possible which are usually expressed by higher-order polynomials
[151]. Higher order polynomials are quite flexible in modeling changes in means and vari-
ances along a continuous scale. But these polynomials are sensitive to the extreme values
on either side of the scale which can cause a major change in the overall form of the f (x).
This is a problem that occurs frequently and can result in erratic and implausible estimates
of parameters. To overcome this problem and to avoid the extensive search for the form of
f (x), non- or semi-parametric modeling methods can be applied [151]. In this regard, as
an alternative to high degree polynomials, spline curves that are constructed from joining
pieces of lower degree polynomials are suggested [152]. These lower degree polynomials
are joined at selected points known as knots to construct the overall form of f (x).

For the design of spline curves, we have to first define the basis functions. The choice of
the ideal basis for approximating the function is very important and data-dependent. Some
of the most popular spline basis include the truncated power series basis, Fourier basis,
wavelet basis, cardinal spline basis, and B-spline basis [153, 154]. To estimate smooth
curves of non-periodic data observed with some noise and having continuous derivatives
up to certain order, B-spline basis is preferred [153]. Better numerical properties compared
to other basis functions also make the B-spline basis more appropriate for smoothing and
semi-parametric models [155, 156]. For a more detailed description of spline functions
readers are referred to [157, 158, 159].

Genomic data obtained from microarray and sequencing experiments consist of values mea-
sured in relation to chromosomal coordinates. These values can be thought of as describing
functions in a space parameterized by the chromosomal coordinates and can thus be ana-
lyzed as piecewise-polynomial curves [160]. In the case of data consisting of SNP markers,
any measurement observed for individual SNPs can be considered coming from the obser-
vation of a stochastic process having an underlying functional form. For the reconstruction
of this functional form, the discrete values observed for a finite set of coordinates can be
used to construct sample curves which can then be joined to obtain the complete functional
form. For each sample curve, the coefficients of its basis could be estimated from discrete
noisy observations.

The B-spline basis functions can be utilized for this purpose by designing different types of
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splines. Smoothing splines are one such type of penalized splines that are used to reduce the
residual sum of squares of the fitted curve on the observed values by adding more flexibility
to the regression line without allowing too much overfitting. In order to do this, in its most
basic form, the smoothing spline considers each SNP position as a knot. This, however, can
lead to overfitting of the model. To avoid that, curves are fitted using the so-called roughness
penalties that ensures a good fit to the data (reduce the residual sum of squares) and also
controls the degree of smoothness. The roughness in the curve is quantified by the integrated
squared second derivative and a continuous penalty is obtained. A higher order of derivative
can also be used to control the degree of smoothness of the curve [153]. The most commonly
used method of smoothing spline is based on cubic B-spline functions having knots at all
sampling coordinates. A cubic spline is a piecewise cubic polynomial function with the
constraints of having a continuous function and continuous first and second derivatives at
the knots between two adjacent segments [161] (Figure 3.1).

However, given the very large number of sampling points, a lower number of appropriate
knots can be sufficient to smooth the curves and capture their main features [153]. It is
also important to note that on the one hand having a large number of knots can provide
overfitting, on the other hand, having a very small number of knots leads to underfitting.
To avoid this problem, the optimum number of knots can be determined through cross-
validation.

3.3. Random Forests based Feature Selection

For the analysis of high-dimensional omics datasets, machine learning methods are promis-
ing to perform classification, i.e. predicting qualitative traits as well as regression, i.e. pre-
dicting quantitative traits. In particular, Random Forests (RF) approaches have been proved
promising for prediction based on high-dimensional omics datasets [162]. RF methods are
based on decision trees and provide variable importance measures to rank predictors ac-
cording to their predictive power [163]. In this context, prediction models can be built for
the selection of a set of variables with good prediction performance. Moreover, selection of
all relevant variables can be performed for the identification of variables involved in active
networks and pathways underlying important traits [162]. In the field of genomics, these
feature selection methods have gained importance for the reduction of complexity of ge-
nomic data to make it easier to analyze and translate large datasets into useful information
[164]. The feature selection methods can be broadly classified into three types which are
filters, wrappers, and embedded methods [165].

• Filter methods use independent techniques to evaluate the relevance of features and
only consider the intrinsic properties of the data. The pre-processing of the data is
independent of a subsequent learning algorithm and relevant features are chosen by
setting an evaluation criterion or a score [164, 165, 166].
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Figure 3.1.: Cubic smoothing spline. A series of piecewise-cubic polynomials with increas-
ing order of continuity (taken from [150]).

• Wrapper methods first select a feature subset and then evaluate the subset based on
the accuracy of the predictive model based on those features. This way the features
are it selected iteratively [167].
• Embedded methods combine the strengths of both filter and wrapper methods. For

the analysis of big datasets, they make these methods as fast as filter methods and as
efficient as wrapper methods [164].

There are three more types of techniques that are variants of the above mentioned three
types, namely hybrid [168], ensemble [169], and integrative methods [170]. For more de-
tails of these methods, readers are referred to [164]. The implementation of filter methods
is easier. However, wrapper methods are generally preferred for their better performance
[164]. The Boruta algorithm that has been used in this thesis belongs to the wrapper class
[171]. This algorithm has been extensively used to analyze a variety of datasets (>100
studies), including different omics datasets [172, 173].





4. Material and Methods

In this chapter, I present the analysis frameworks that I developed in this thesis for decipher-
ing the genetic background of quantitative traits. First, I describe the two chicken datasets
used in the thesis. Then the methodology of commonly implemented single-SNP regression
based GWAS analysis is provided. Afterward, I present a framework based on a Random
Forests feature selection based association analysis followed by the application of systems
biology approaches to highlight the regulatory mechanism underlying quantitative traits. In
the last section of this chapter, my second framework is described that combines the Ran-
dom Forests based feature selection and a signal detection approach for the robust detection
of genotype-phenotype associations. This chapter is mainly based on my recently published
papers [35, 174] (see Appendix A.1 and Appendix A.2).

4.1. Datasets

In this thesis, I have analyzed two chicken datasets with the aim to detect genotype-
phenotype associations underlying economically important egg quality traits, namely
eggshell strength (ESS) and egg weight (EW). These two datasets and the quality control
measures taken to ensure the quality of the genotypes are described in this section.

4.1.1. Chicken Dataset 1

To explore the genomic background of the changes that incur to the eggshell strength dur-
ing the life of laying birds, I analyzed a genotype dataset that has previously been used
to investigate the accuracy of imputation as well as the prediction of genomic breeding
values in chicken [175, 176, 177]. The dataset consists of a purebred commercial brown
layer line with 892 animals and 580,000 SNPs generated using the Affymetrix Axiom R©

Chicken Genotyping Array. The genotypic data do not contain mitochondrial SNPs. The
corresponding phenotypic data consist of eggshell strength (ESS) measured as the force in
Newton that was required to break the eggshell for each bird at two distinct stages of its
production cycle. These two stages were then regarded as Time Point 1 and Time Point 2,
respectively. The first time point for ESS was recorded at the ages of 42, 45, and 48 weeks
and the second time point was recorded at the ages of 64 and 68 weeks. Averages of the
recorded breaking strengths at Time Point 1 (ESS1) and Time Point 2 (ESS2) were used as
phenotypes in the further analysis. Extensive pedigree data consisting of, in total, 40,545
individuals from six generations, were available for these birds which were included in an
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animal model for breeding value estimation of the birds. A more detailed description of
the applied animal model is given in [175]. These breeding values were then de-regressed
following Garrick et al. [178] to obtain the pseudo-phenotypes that were used in the further
analysis. To ensure genotype quality, I filtered the genotyped data and removed the SNPs:

• that were unassigned to any chromosome or present on the sex chromosomes,
• had a minor allele frequency < 0.01,
• had a genotyping call rate ≤ 97%,
• significantly deviating from Hardy-Weinberg equilibrium (p-value < 1×10−6),
• for animals having a SNP call rate smaller than 95%.

Finally, after filtering, I used 892 animals and 318,513 SNPs for my analyses.

4.1.2. Chicken Dataset 2

The second dataset pertains to egg weight recorded in 36 weeks old adult birds. The dataset
has been previously analysed to perform GWAS of age dependent egg weights (EW) in
chicken [60]. The dataset provides genotypes and phenotypes of 1063 birds belonging to a
pure bred line of Rhode Island Red chicken, also genotyped with the Affymetrix Axiom R©

600 K Chicken Genotyping Array. From the seven age levels analysed in the original study,
I re-analysed only EW at 36 weeks of age as the most significant associations were reported
for this trait. The genotypic data were filtered for SNP call rates, minor allele frequen-
cies and Hardy Weinberg equilibrium using the same threshold values as those for the first
dataset. After filtering, I used 294,705 SNPs and 1036 birds in my analysis.

4.2. Single-SNP Regression based Association Analysis

Following the study of Liu et al. [60], I perform a GWAS to obtain the association between
single-SNPs and the phenotypes. For this analysis, I first applied a principal component
analysis (PCA) using the independent SNPs obtained after pruning SNPs using the indep-
pair-wise option of the PLINK [179] software, with a window size of 25 SNPs, a step width
of 5 SNPs and a r2 threshold of 0.2. Then I used the top five of those principal components
as covariates in the association model to control for population structure. Next, I performed
a GWAS analysis based on the following univariate linear mixed model implemented in the
FaST-Lmm v0.2.31 software [145].

y =Wα + xβ +u+ ε (4.2.1)

In Equation (4.2.1),

• y is the vector of phenotypic values for all individuals,
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• W is the matrix of covariates,
• α is a vector of corresponding effects and the intercept,
• x is the vector of genotypes for the SNPs tested,
• β is the effect size of the marker,
• u is a vector of random polygenic effects with a covariance structure as u ∼

N(0,KVg), where K represents the genetic relatedness matrix derived from the SNP
markers and Vg is the polygenic additive variance.
• ε is the vector of random residuals with ε ∼ N(0,IVe), where I is the identity matrix

and Ve is the residual variance component.

To test the value of β for each SNP against the null hypothesis Ho : β = 0, the Wald-test(
FWald = β̂ 2/Var(β )

)
was applied. As suggested in [60], the adjusted threshold value was

determined using the simpleM approach [148] to evaluate the significance of individual
SNPs.

4.3. Analysis Frameworks

In this section, I present the methodology of my analysis frameworks developed in this
thesis. In the design of these frameworks, the goal is to integrate different strategies in an
efficient way that can help underpin the genetics underlying the quantitative traits. The main
feature of this analysis framework is the application of Random Forests based feature selec-
tion and cubic smoothing splines in the context of association analysis. A detailed overview
of these methods, their combined use, and their integration with some bioinformatics ap-
proaches are presented below. Both frameworks have recently been published in [35] and
[174] (Appendix A.1 and Appendix A.2).

4.3.1. Framework 1: Identification of Regulatory Mechanisms Governing
Quantitative Traits using Random Forests

This framework utilizes a Random Forests based association analysis followed by a well
established systems biology approach for the identification of regulatory mechanisms un-
derlying quantitative traits. Here, the aim is to highlight the age-specific and common regu-
latory mechanisms governing the eggshell strength in chicken. For this purpose our analysis
follows the structure depicted in Figure 4.1. The pre-processing of the genotypic and pheno-
typic data used in this framework has been explained in the Section 4.1.1 and the application
of the Random Forests and other bioinformatics methods is described in the Section below.
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4.3.1.1. Association Analysis Using Random Forests

To identify SNPs potentially associated with eggshell strength, I used the concept of the
Random Forests (RF) algorithm to estimate the relative importance of each SNP (attribute)
regarding its involvement in the prediction of response variables (de-regressed breeding
values). For this purpose, I employed the Boruta algorithm in our study [180], which is
a specially developed powerful wrapper for the RF based feature selection approach. The
main principle of the Boruta algorithm is based on the extension of the attributes by adding
random attributes to the dataset which are called shadow attributes and created by shuffling
the original values of each attribute (in our case SNPs) in the dataset (see Figure 4.2). This
enlargement of the attributes means induction of randomness to the dataset, which leads
to the reduction of the bias of hidden (false) signals arising from random fluctuations or
correlations in the dataset [171, 180, 181]. To this end, a RF classifier is applied to the
extended dataset, and SNPs are systematically and iteratively removed whose importance
is significantly smaller than those of the shadow attributes. By repeating the process of
shadow attributes generation and RF algorithm application, importance is assigned to all
SNPs. As a result, the Boruta algorithm provides a ranked list of SNPs with a decision of
whether the importance of a SNP is confirmed, rejected, or tentative. A similar idea to the
Boruta algorithm was manually implemented in [182] to assess the importance of SNPs.

4.3.1.2. Gene Set Analysis

I extracted the genes corresponding to the SNPs identified by the Boruta algorithm from
Ensembl using BioMart [88]. Furthermore, I performed a gene set analysis regarding their
molecular functions to obtain functional annotations of these genes.

4.3.1.3. Identification of Master Regulators and Over-Represented Pathways

Following our previous studies [183, 184], I performed the upstream analysis (more details
in Section 2.3.3.5) and pathway analysis using the geneXplain platform [185] to gain more
insight into the functional relationships of genes. The algorithm of "upstream analysis"
workflow was introduced by Koschmann et al. [186] and its main goal is to reveal the
underlying key regulators that control the activity of target genes. In an "upstream analysis"
first molecular pathway networks are constructed and then detects convergence points of
these networks are identified. These convergence points are called master regulators and
are likely to orchestrate the transcriptional regulation of several genes. In our analysis, I
used the GeneWays database [187] and ran the standard “upstream analysis” workflow with
a maximum radius of 10 steps upstream to identify the top five master regulators of each
gene set that resulted from the previous step of the analysis.

To discover novel biological functions and to reveal the properties of the genes under study,
I performed a pathway enrichment analysis as the second step of our analysis.
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Figure 4.1.: Flowchart of the first analysis framework applied in this thesis (ESS, Eggshell
strength).

To this end, I used the TRANSPATH pathway database [108], which is a regularly updated
signaling pathway database and contains information about genes, molecules and reactions
for the identification of age-specific and common over-represented pathways.

4.3.2. Framework 2: Combining Random Forests and a Signal Detection
Method for the Detection of Robust Genotype-Phenotype Associations

The second analysis framework proposed in the thesis consists of six phases to detect im-
portant SNPs associated with phenotypes under study. For the application of this framework
I used both of chicken datasets given in the Sections 4.1.1 and 4.1.2.

Phase 1: The first phase of this framework consists of the single-SNP regression based
association analysis as described in Section 4.2. The Wald-test statistics that represents the
strength of association between the individual SNPs and the phenotype are recorded.
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Figure 4.2.: Extension of genotypic data as implemented in Boruta. (A) A sample of raw
genotypic data. (B) Recoding of the raw genotypic data as additive code. (C) Extension
of the genotypic data by permutating the individual SNP genotypes among the samples and
then adding them to the raw dataset.

In Figure 4.3 I exemplarily show a chromosomal region and its corresponding Wald-test
statistic values.

Phase 2: For the elaboration of association signals embedded in the Wald-test statistics, I
apply a cubic smoothing spline to these values. The cubic smoothing spline is a piece-wise
defined cubic function and is based on the same principle as the normal cubic regression.
The assumption implicit in this approach is that the individual association values are ob-
served with noise and that these values can be considered as estimations of some underlying
function g. Given the marker positions in the genome (xi) and the corresponding association
values (yi), the function g is estimated by minimizing the following expression

S(g) = ∑{yi−g(xi)}2 +λ

∫
g′′(x)2dx. (4.3.1)

In Equation 4.3.1, the first part of the right hand side represents the residual sum of squares
with the cubic spline function g(xi) being the estimated value of the function g correspond-
ing to SNP i at chromosomal position xi. The integral represents a roughness penalty con-
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trolled by the tunable parameter λ whose value is determined by cross validation. The
penalty controls the trade off between the conflicting goals of matching the given data and
producing a smooth curve [188]. g′′ represents the second derivative of the sought function
with respect to x. The assumption of g being continuous and twice differentiable leads to its
approximability via a cubic smoothing spline [189, 190]. Thus, a continuous and smooth
curve, suitable for the elaboration of the association signals in the test statistic values is
obtained. A similar technique has been used in [190] to define window boundaries for the
general analysis of genomic data. In Figure 4.3 I exemplarily show the application of cubic
smoothing spline over the Wald-test statistics in a small chromosomal region.

Figure 4.3.: Distribution of Wald-test statistics with the fitted cubic spline. The black dots
represent the distribution of the Wald-test statistics along the length of a chromosome seg-
ment while the red line indicates the cubic spline fitted to the statistic values.

Phase 3: For delineation of the obtained association signals in the form of peaks, I deter-
mined the inflection points based on the smoothed values. As the smoothing curve rep-
resents a function g(x), the inflection points indicate the positions, where g′′(x) = 0 and
thus the curve changes its curvature. Hence, the region between two consecutive inflection
points having a downward concave form is regarded as a peak. The maximum value within
a peak is recorded as the height of the peak. This height of the peak is taken as a measure
of association strength. In Figure 4.4, I exemplarily show the identified peak regions based
on the inflection points. The schematic R-code for detecting the association peaks is given
in the Listing 4.1 and the complete R-script is provided in the File A.3.

Phase 4: In order to separate the peak regions having association signals higher than those
that would have arisen by chance, I have created a null distribution by permutating the
phenotypic data. For the construction of the null distribution, Phases 1, 2 and 3 have been
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Figure 4.4.: The inflection points of cubic spline curve. The red line depicts the same cubic
spline curve as presented in Figure 4.3 and the dashed lines represent the inflection points
of the curve. A pair of a left (blue) and a right (green) inflection points constitutes a peak.

applied to each permutated dataset and the maximum peak values Ire recorded. In our
analysis, I permutated the dataset 1000 times. In the real dataset, I defined a peak region as
a QTL if the corresponding peak height exceeds the 95th percentile of the null distribution.

Phase 5: Adopting the strategy explained in the Section 4.3.1.1 the Random Forests (RF) al-
gorithm was used to estimate the relative importance of each SNP (attribute) for the predic-
tion of the response variable (phenotype). For this purpose, I applied the Boruta algorithm
[180] which is a powerful wrapper for the RF based feature selection approach to assess
the importance of SNPs. Consequently, I obtained a decision for each SNP whether the
importance of the SNP is confirmed, rejected or tentative. In our analysis I only considered
SNPs with confirmed importance.

Phase 6: Finally, to prioritize the SNPs which are in the QTLs detected in Phase 4, I use
the important SNPs from Phase 5 and define the SNPs discovered in both Phases as robust
SNPs in our analysis.
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#Step 1: Import the SNP information and the corresponding test

statistics values

#Step 2: Consider each chromosome separately to compute the cubic

spline (CP) using the test statistics values of the ordered SNP

positions

> CP = smooth.spline(SNP_Position, Wald_Statistic)

#Step 3: Compute the first and second derivatives (FD and SD) of

the smoothed test statistics values

> FD = diff(CP$Wald_Statistic) / diff(CP$SNP_Position)

> SD = diff(FD) / diff(CP$SNP_Position)

#Step 4: Identify the inflection points (IP) of the smoothed values

> IP = (SD[-1] > 0) * (SD[-nrow(SD)] < 0) |

(SD[-1] < 0) * (SD[-nrow(SD)] > 0)

#Step 5: Identify the boundaries for all possible peaks using the

inflection points while separating the peaks from the

neighbouring fluctuations

for(j in 2 : (n - 1))

{

if( IP[j] == TRUE &&

( CP$Wald_Statistic[j - 1] < CP$Wald_Statistic[j + 1]))

{

LeftBorder[j] <- TRUE

}

else if( IP[j] == TRUE &&

( IP$Wald_Statistic[j - 1] > IP$Wald_Statistic[j + 1]))

{

RightBorder[j] <- TRUE

}

}

#Step 6: Record the paeks and their corresponding maximum Wald

statistic value as the height of the peak

Listing 4.1: The R code to perform the signal detection strategy.
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4.4. Extraction of Candidate Genes

I scan the genome to identify the genes corresponding to the robust SNPs using BioMart
[88]. Only those genes were considered to have some association with the phenotype that
were harboring at least one robust SNP within its boundaries. A schematic R-code for this
analysis is given is Listing 4.2 and the complete R-script is provided in File A.4.

#Step 1: Load the biomart package

> library(biomaRt)

#Step 2: Import the SNP information

#Step 3: Connect to the Ensembl database and specify the name of

the target species

> useMart("ensembl", dataset = "ggallus_gene_ensembl")

#Step 4: Describe the gene attributes of interest

> attribute_list = c("ensembl_gene_id", "chromosome_name",

"strand","start_position",

"end_position", "gene_biotype",

"external_gene_name")

#Step 5: Extract the predefined attributes of genes from ensembl

database

> getBM(attributes=attribute_list, mart = ensembl)

#Step 6: Identify the genes related to the important SNPs

Listing 4.2: The R code to extract the list of genes corresponding to the important SNPs
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In this chapter I present the results of the application of both of the frameworks developed
in this thesis. But first, to benchmark the performance of the suggested frameworks against
a conventional GWAS approach, the results of single-SNP regression based GWAS are ex-
hibited. In the second part, I focus on the application of a Random Forests based feature
selection strategy to detect the genotype-phenotype associations followed by the identifica-
tion of age specific and common key regulatory mechanisms governing eggshell strength
in chicken. Then, I present the results of combining Random Forests and a signal detec-
tion strategy in order to detect robust associations. Both frameworks were employed in
order to get new insights regarding the genetic mechanisms of biological systems underly-
ing chicken egg quality traits. This section is mainly based on my recently published papers
[35, 174] (see Appendix A.1 and Appendix A.2).

5.1. Single-SNP Regression based GWAS

The application of linear mixed models (LMMs) is a standard practice today to perform
single-SNP regression based GWAS. I also analysed both of the datasets using a LMM as
suggested for the analysis of egg weight (EW) in the study of Liu et al. [60]. In the ap-
plication of LMM, I considered the correction of the population stratification and applied
the SimpleM method [148] for multiple testing correction. The LMM model used for this
analysis was successful in controlling the inflationary effects of the population and the fam-
ily structure on the obtained association statistics as represented by close to one genomic
inflation factor value (see Figure 5.1 D, E, F). The LMM approach for eggshell strength
(ESS) at time point 1 (ESS1) and time point 2 (ESS2) led to the identification of only one
significant SNP for ESS1 (see Figure 5.1A,B). Furthermore, the LMM method revealed
43 significant SNPs for EW (see Figure 5.1 C) on chromosome 1 (GGA1) which were
then mapped to three genes (ITM2B, RCBTB2, RB1). Today, it is a well known fact that
quantitative traits are influenced by a large number of genes mostly having small effects.
But as shown in Figure 5.1, many association signals were not strong enough to reach the
significance threshold, thereby their influences on the phenotype can not be considered in
any post-GWAS analysis. This demonstrates the limited power of conventional single-SNP
based GWAS for the analysis of quantitative traits.
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Figure 5.1.: Manhattan and Q-Q plots corresponding to eggshell strength at time point 1
(ESS1), time point 2 (ESS2) and egg weight at 36 weeks of age (EW36). In Manhattan plots
(A-C), the horizontal red and green lines denote the genome-wide significance (p-value
= 1.7× 10−6 for ESS1 and ESS2 and 1.5× 10−6 for EW36) and suggestive significance
thresholds (p-value = 3.4×10−5 for ESS1 and ESS2 3.1×10−5 for EW), respectively. The
−log10 of the observed p-values for each single nucleotide polymorphism (SNP) is given
on the y-axis while its position on a chromosome is given on the x-axis. In Q-Q plots
(D-F) the observed −log10 transformed p-values are plotted against the expected −log10
transformed p-values. GIF stands for genomic inflation factor.
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5.2. Analysis Framework 1

5.2.1. Association Analysis Using Random Forests

In this framework, I performed the RF approach using the Boruta algorithm to identify the
informative SNPs associated with eggshell strength at two time points during the laying cy-
cle of commercial brown layer chicken (Dataset 1 given in Section 4.1.1). For this purpose,
the importance of each SNP was assessed separately for its association with the phenotype
of interest. To this end, I obtained a list of SNPs for each time point whose importance was
confirmed by the Boruta algorithm for the prediction of the phenotype. Analyzing both time
points, I identified 3726 SNPs associated with eggshell strength at Time Point 1 (ESS1) and
1815 SNPs associated with eggshell strength at Time Point 2 (ESS2). These SNPs were
then mapped to the genome and the genes harboring at least one of these SNPs were iden-
tified for both traits. In total, I identified 405 genes for ESS1 and 253 genes for ESS2. A
closer look at these gene lists reveals that 22 % (118 genes) of them are overlapping (see
Figure 5.2), which depicts the conservation of some of the underlying mechanisms involved
in the synthesis of eggshell during different stages of the egg production cycle. These results
also show that a considerably high number of genes that were distinct for the time points
highlight the dynamic nature of this trait.

This section comprises of three parts. First, to gain a deeper insight into these gene sets, I
performed a gene set analysis and clustered their functions based on the GO terms. Second,
I performed the “upstream analysis” introduced by Koschmann et al. [186] for the iden-
tification of specific and common master regulators of both time points. Third, I present
the over-represented pathways to further elucidate the mechanisms that control the ESS at
different production stages of the chicken.

ESS1 ESS2

287 118 135

Figure 5.2.: Venn diagram depicting the number of genes associated with eggshell strength
at Time Point 1 (ESS1), at Time Point 2 (ESS2), and their overlap.
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5.2.2. Gene Set Analysis

The functional classification of both gene sets indicates that there are several GO categories
that were common for both time points (see the treemaps depicted in Figures 5.3 and 5.4
and the top 15 GO terms in Tables 5.1 and 5.2). In particular, the transportation of cations
across membranes was the most salient function for the underlying mechanism of ESS at
both time points. In this regard, calcium ions, being the main constituent of the eggshell, are
supplied in large amount to the uterine fluid by transepithelial transport. In addition, other
cations such as sodium, magnesium, and potassium are exchanged across the uterine en-
dothelium to maintain the cell homeostasis [51, 52]. This transmembrane transport remains
important during the production cycle to ensure the development of an eggshell. The gene
set analysis further reveals that the activities pertaining to ATPase, GTPase, calmodulin
binding, calmodulin-dependent protein kinase, and Smad binding were specific for ESS1.
Meanwhile, functions related to hormone/vitamin D receptor binding, chaperone binding,
and Wnt-activated receptors were more relevant for ESS2.

Figure 5.3.: Gene Ontology (GO) treemap for genes associated with eggshell strength at
Time Point 1 (ESS1). The boxes are grouped together based on the upper-hierarchy GO-
term which is written in bold letters.
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Figure 5.4.: Gene Ontology (GO) treemap for genes associated with eggshell strength at
Time Point 2 (ESS2). The boxes are grouped together based on the upper-hierarchy GO-
term which is written in bold letters.

Among others, the function of ATPase in eggshell formation has been well investigated in
previous studies [52, 191]. Along with maintaining a pH of the uterine fluid during the
eggshell formation, the ATPases also provide the required energy and function as trans-
membrane transportation channels for ions [192]. The calmodulin binding and calmodulin-
dependent protein kinase activity is known to regulate the concentration of calcium in var-
ious cells [193] and so does the vitamin D receptor binding [194]. The chaperone binding
activity of the genes associated with ESS2 is another distinctive finding of this study. Chap-
erone proteins have been reported in the uterine fluid where they perform the folding of
the eggshell matrix proteins into a rigid scaffold upon which mineralization takes place to
produce the fabric of the eggshell [52]. These functional classes elucidate the molecular
functions that gain more relevance depending on the age of the birds and demonstrate the
key functions that remain important throughout the laying cycle of the birds.



5. Results 44

Table 5.1.: Top 15 Gene Ontology (GO) molecular function terms based on the adjusted
p-value for the eggshell strength at Time Point 1 (ESS1).

GO Term GO Title Number
of Genes

Adjusted
p-Value

GO:0005515 protein binding 281 5.11×10−8

GO:0005488 binding 331 1.97×10−7

GO:0043167 ion binding 155 4.93×10−3

GO:0000146 microfilament motor activity 5 4.93×10−3

GO:0003779 actin binding 20 6.90×10−3

GO:0032559 adenyl ribonucleotide binding 49 1.47×10−2

GO:0030554 adenyl nucleotide binding 49 1.51×10−2

GO:0044877 macromolecular complex binding 50 1.54×10−2

GO:0004683 calmodulin-dependent protein kinase activity 5 1.54×10−2

GO:0005524 ATP binding 47 2.05×10−2

GO:0042623 ATPase activity, coupled 16 2.24×10−2

GO:0008092 cytoskeletal protein binding 30 3.32×10−2

GO:0043168 anion binding 74 3.93×10−2

GO:0046983 protein dimerization activity 40 4.15×10−2

GO:0017016 Ras GTPase binding 12 4.86×10−2

5.2.3. Identification of Master Regulators

Applying the upstream analysis integrated in the geneXplain platform [185], I identified
the top five age-specific and common master regulators for both traits. While the master
regulators Arx, Sox1, and Scn11a were specific for ESS1, the master regulators St8sia2,
Tead2, and Prox1 were identified for ESS2. Additionally, Slc22a1 and Sox11 were identified
for both time points (see Figures 5.5 and 5.6).

The ESS1 specific master regulator Scn11a is a gene encoding transmembrane sodium chan-
nels which control the voltage-gated sodium transport especially in the uterus [195, 196],
the site of eggshell synthesis in birds. Moreover, the importance of sodium channels in the
transportation of inorganic minerals deposited in the eggshell is well established [197]. In-
terestingly, I found the master regulator Slc22a1 at both time points. It codes for the protein
OCT1, an organic cation transporter for substrates such as putrescine [198], which plays an
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Table 5.2.: Top 15 Gene Ontology (GO) molecular function terms based on the adjusted
p-value for the eggshell strength at Time Point 2 (ESS2).

GO Term GO Title Number
of Genes

Adjusted
p-Value

GO:0005515 protein binding 168 1.30×10−2

GO:0022843 voltage-gated cation channel activity 9 2.09×10−2

GO:0005242 inward rectifier potassium channel activity 4 2.10×10−2

GO:0032549 ribonucleoside binding 40 2.79×10−2

GO:0000166 nucleotide binding 48 2.79×10−2

GO:0005524 ATP binding 34 2.79×10−2

GO:0001883 purine nucleoside binding 39 3.66×10−2

GO:0032559 adenyl ribonucleotide binding 34 3.66×10−2

GO:0005488 binding 199 3.66×10−2

GO:0030554 adenyl nucleotide binding 34 3.66×10−2

GO:0051427 hormone receptor binding 9 3.66×10−2

GO:0015276 ligand-gated ion channel activity 8 3.66×10−2

GO:0017076 purine nucleotide binding 39 3.7×10−2

GO:0022836 gated channel activity 12 3.83×10−2

GO:0036094 small molecule binding 50 4.64×10−2

important role for eggshell thickness [199] and calcium transport in the intestine [200].
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Furthermore, many other members of the super-family of transport proteins, Slc (solute car-
rier proteins), are well known to play an essential role in the homeostasis of calcium ions in
a variety of tissues [201]. The Slc proteins have also been reported to transport magnesium
ions during the egg calcification process [52]. Another interesting master regulator, Sox11,
which encodes a member of the Sox (SRY-related HMG-box) family of transcription fac-
tors, was found at both time points. Sox11 is known to positively regulate the process of
osteogenesis (the formation of bone) [202]. This regulator gains relevance given the im-
portance of bone as a reservoir of minerals, especially calcium [51]. In birds, the calcium
homeostasis is achieved by regulating the metabolism of bone minerals as well as by con-
trolling the absorption and excretion of calcium in the intestine and in kidneys, respectively
[203]. Furthermore, the master regulator Tead2 found for ESS2 is a regulator of osteoge-
nesis [204] and it is also one of the direct downstream target genes of Sox11. This might
be an indication of different regulatory mechanisms involved in the osteogenesis or bone
remodeling during the later stages of the laying cycle [202].

St8sia2, identified as an ESS2 specific master regulator, encodes a membrane protein which
catalyzes the metabolism of sialic acid [205], a carbohydrate found in the eggshell mem-
branes [206, 207, 208]. The eggshell membranes constitute the inner layer of the eggshell
and contribute to its strength. They further provide the nucleation sites for the initiation of
the shell synthesis [209]. Sialic acid is also part of podocalyxin and secreted phosphoprotein
1 (SPP1), both of which are glycoproteins found in the uterus during eggshell calcification
[210, 52]. Because of its high negative charge, podocalyxin is presumed to interact with cal-
cium carbonate during the calcification of the eggshell [210]. The master regulator Prox1
encodes the protein prospero homeobox 1 that has also been reported as part of eggshell
membranes [211, 212]. However, the Prox1 gene is mostly implicated in the regulation
of the development of a variety of organs including liver, pancreas, and kidney [213]. Al-
though the vast majority of the master regulators could be biologically characterized to be
crucial for ESS, the importance and role of the two master regulators Sox1 and Arx for this
trait is currently biologically unconfirmed and could hence provide novel targets for future
studies.
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Figure 5.5.: Scheme of gene regulatory pathways revealing the top five master regulators
(pink filled boxes) for eggshell strength at Time Point 1 (ESS1) following the upstream
analysis [186]. The master regulators written in dark blue and surrounded by dark blue
boxes (Arx, Scn11a and Sox1) were identified specifically for ESS1 while master regulators
written in dark red and surrounded by dark red boxes (Slc22a1 and Sox11) were identified
at both time points (corresponding networks for eggshell strength at Time Point 2 (ESS2)
in Figure 5.6).



5. Results 48

Figure 5.6.: Scheme of gene regulatory pathways revealing the top five master regulators
(pink filled boxes) for eggshell strength at Time Point 2 (ESS2) following the upstream anal-
ysis [186]. The master regulators written in dark blue and surrounded by dark blue boxes
(Prox1, St8sia2 and Tead2) were identified specifically for ESS2 while master regulators
written in dark red and surrounded by dark red boxes (Slc22a1 and Sox11) were identified
at both time points (corresponding networks for eggshell strength at Time Point 1 (ESS1)
in Figure 5.5).
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5.2.4. Identification of Over-Represented Pathways

To further elucidate and investigate the mechanisms that control the ESS at different time
points, I was interested in identifying age-specific and common over-represented pathways
for both time points. Applying the pathway analysis, I identified eleven and nine signif-
icantly over-represented pathways for ESS1 and ESS2, respectively, and seven of these
pathways were overlapping for both time points (see Figure 5.7 and Table 5.3).

ESS1 ESS2

E2F ---/ Smad4

G1 phase (Cdk4)

G1 phase (Cdk6)

G2/M phase (cyclinA:Cdk1)

p38 pathway

oxysterol ---> apoE

LXR network

Endothelin-1 gene regulation

SMAD7, SIK1 gene induction

Sox9 ---Smad3---> COL2A1

TGFbeta pathway

p73alpha ---/ NF-Y

MIC2 signaling

Figure 5.7.: Venn diagram of over-represented pathways (p adjusted < 0.001) of eggshell
strength at Time Point 1 (ESS1), at Time Point 2 (ESS2), and their overlap. Pathways are
based on the TRANSPATH pathway database [108].

Among the pathways shared by both time points, G1 phase (Cdk4), G1 phase (Cdk6),
and G2/M phase (cyclinA:Cdk1) involve different members of the cyclin-dependent kinase
(CDK) family which regulate transcription, mRNA processing, and, more importantly, cell
cycle [214]. In the context of ESS, these pathways may influence the differentiation effi-
ciency of osteoblasts, osteoclasts, chondrocytes [215], and uterine epithelium cells, all of
which are crucial for the supply of calcium ions as well as for bone and calcium homeosta-
sis [216, 217]. The p38 pathway is implicated in a variety of cellular responses including
those related to proliferation, differentiation and apoptosis [218]. Moreover, the role of this
pathway has also been reported in the egg development of Drosophila melanogaster [219].
The LXR (liver X receptors) network plays a central role in the transcriptional control of
lipid metabolism [220]. This pathway also mediates the concentrations of oxysterols and
ApoE (Apolipoprotein E), if activated in response to elevated intra-cellular cholesterol lev-
els [221]. The oxysterols, oxygenated forms of cholesterol, are intermediates in bile acid
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and steroid hormone biosynthetic pathways [222]. Among other steroid hormones, estro-
gen is more intimately involved in calcium homeostasis and has also been implicated in the
development of osteoporosis [223]. Moreover, other forms of oxysterols are also involved
in calcium metabolisms [224] and mesenchymal stem cell differentiation [225].

Table 5.3.: Significantly over-represented pathways for both time points (p adjusted <
0.001) sorted by adjusted p-values (based on the smaller one of either ESS1 or ESS2).
Pathways are based on the TRANSPATH pathway database [108]. (ESS1/ESS2, eggshell
strength at Time Point 1/2).

Pathway name Adjusted p-Value
for ESS1 / ESS2

Over-represented
in

E2F —/ Smad4 5.05×10−5 / 7.99×10−4 ESS1, ESS2

Endothelin-1 gene regulation 5.05×10−5 / - ESS1

G2/M phase (cyclin A:Cdk1) 1.61×10−4 / 1.65×10−4 ESS1, ESS2

SMAD7, SIK1 gene induction 1.61×10−4 / - ESS1

oxysterol —>apoE 1.61×10−4 / 1.85×10−4 ESS1, ESS2

LXR network 1.61×10−4 / 1.65×10−4 ESS1, ESS2

p73alpha —/ NF-Y - / 1.65×10−4 ESS2

Sox9 —Smad3—>COL2A1 5.43×10−4 / - ESS1

G1 phase (Cdk6) 7.60×10−4 / 7.93×10−4 ESS1, ESS2

G1 phase (Cdk4) 9.77×10−4 / 7.99×10−4 ESS1, ESS2

p38 pathway 9.77×10−4 / 7.99×10−4 ESS1, ESS2

MIC2 signaling - / 7.99×10−4 ESS2

TGFbeta pathway 9.53×10−4 / - ESS1

In addition to the CDKs, the Smad4 proteins, predominantly present in the nucleus of the
cell, mediate the cell cycle due to their association with the E2F family of transcription
factors [226]. These pathways can be upstream regulated by the transforming growth factor
β (TGF-β ) [227]. The transforming growth factor-β (TGF-β ) signaling pathway can be
regarded as the most important pathway enriched for ESS1. This pathway, among its other
functions, is well-known for its role in bone homeostasis [228]. Furthermore, some com-
ponents of this pathway also overlap with other pathways delineated in our analysis. The
Sox9 is a transcription factor that regulates the expression of the COL2A1 (collagen type II,
alpha 1) gene which contributes to collagen formation [229]. During this process, Smad3,
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a member of effector molecules in the signaling pathways of the TGF-β ligand superfamily
is activated [230]. Another pathway that is based on Smad7, SIK1 gene induction also reg-
ulates TGF-β signaling [231]. Owing to this crosstalk with a variety of other pathways, the
TGF-β signaling pathway allows the bone to adapt to dynamic environments [228].

The Endothelin-1 gene (ET-1) regulation pathway includes the mechanisms regulating ET-1
gene expression. Among other functions, ET-1 is involved in osteoblast proliferation and
differentiation in bone tissue as well as in the ovulation process in the uterus [232]. ET-
1 gene regulation is responsive to intracellular calcium and calmodulin [233]. The MIC2
signaling pathway, which was specifically enriched for ESS2, has CD99 as the main cell
surface protein and was found to be involved in apoptosis, adhesion, differentiation, and
protein trafficking possibly by affecting actin cytoskeleton reorganization [234, 235]. An-
other ESS2 specific pathway involves the inactivation of the nuclear factor Y (NF-Y) tran-
scription factor by p73 proteins, a process that represses the promoter of the telomerase cat-
alytic subunit and induces replicative senescence [236, 237]. The activity of NF-Y is further
linked to the parathyroid hormone, which is the main regulator of calcium and phosphorus
homeostasis. Taken together, the pathways show a diversity of complex functional features
in chicken in response to age-dependent changes in eggshell formation. Some pathways
show a direct relevance for ESS while others seem to be indirectly linked via interactions
between pathways and regulators [238, 239].
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5.3. Analysis Framework 2

The primary objective of this analysis framework is to detect those robust SNPs with weak
associations that remain undetected using conventional GWAS approaches. The overall
framework comprises the following steps. First, a linear mixed model (LMM) based single-
SNP GWAS is performed to obtain test statistics representing the strength of association
between each SNP and the phenotype. Second, performing the signal detection strategy by
fitting a cubic smoothing spline on the test statistic values, I identify QTLs. Third, I apply
the RF classifier using the Boruta algorithm to assess the relative importance of SNPs re-
garding the level of their association with the phenotype. Finally, the important SNPs are
prioritized within those QTLs to discover a robust set of SNPs associated with the pheno-
type. Two different GWAS (genotype and phenotype) datasets related to eggshell strength
(ESS) and egg weight (EW) have been analysed using this framework to demonstrate its
functionality.

5.3.1. Detection of Genotype-Phenotype Association Using the Combined
Framework

To identify genes showing weak association signals that remain undetected in a conventional
GWAS analysis, I applied the analysis framework described in Section 4.3.2 to both of the
datasets presented in Sections 4.1.1 and 4.1.2.

5.3.1.1. Association Analysis of Eggshell Strength

The analysis of the ESS datasets reveals eight QTLs for ESS1 and five QTLs for ESS2
based on the signal detection approach. The details of these QTLs are given in Table 5.4.
Interestingly, I found chromosome 9 (GGA9), 10 (GGA10), 15 (GGA15) and 20 (GGA20)
to have QTLs associated with ESS at both time points. Especially, the QTLs on GGA20
are overlapping and underpin the same genomic region as associated with ESS at both time
points. In addition, the application of the RF classifier provides 3726 and 1815 SNPs which
map to 405 and 253 genes associated with ESS1 and ESS2, respectively. The investigation
of these SNPs in the identified QTLs reveals 158 and 14 robust SNPs (defined in Section
4.3.2) related to ESS1 and ESS2, respectively.

Of particular interest here is the linkage disequilibrium (LD) analysis that I performed based
on the robust SNPs to further elaborate their makeup in the identified QTLs. The LD anal-
ysis reveals, as expected, that the robust SNPs inside the QTLs have a remarkably higher
level of LD than the surrounding SNPs (see Figure 5.8A). To this end, I exemplarily com-
pared the phenotype differences between the genotypes of the top two SNP (rs315330686,
rs314045861) on GGA18. The comparison suggests that for both SNPs, the birds homozy-
gous for the minor alleles have higher phenotypes than those of the other two genotypes
(Figure 5.8B,C).
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Table 5.4.: Significant peaks as defined in Phase 4 of our analysis framework and corre-
sponding quantitative trait loci (QTLs) for ESS1 and ESS2.

Chromosome No. of SNPs Start Position End Position No. of Genes Trait

2 204 147,575,318 148,273,465 3 ESS1
9 66 21,762,694 21,953,310 0 ESS1
9 82 21,777,888 22,001,729 0 ESS2

10 75 6,517,673 6,728,897 4 ESS1
10 86 9,922,422 10,054,824 2 ESS1
10 60 10,715,120 10,818,097 3 ESS2
10 61 11,245,585 11,351,799 1 ESS2
12 112 10,948,518 11,227,521 2 ESS1
15 42 4,908,007 5,006,688 7 ESS1
15 43 6,193,090 6,273,778 3 ESS2
18 38 1,722,586 1,836,741 2 ESS1
20 51 7,589,607 7,717,177 1 ESS1
20 46 7,599,368 7,711,505 1 ESS2

The extraction of the genes corresponding to the robust SNPs reveals 14 and 3 genes for
ESS1 and ESS2, respectively. The functional investigation of these genes shows that the
majority of them were annotated to play essential roles in the transport of minerals and or-
ganic compounds. Seven of these genes, namely ATP6V0A2 (ATPase, H+ Transporting,
Lysosomal V0 Subunit A2), DDX55 (DEAD-Box Helicase 55), DNAH10 (Dynein Ax-
onemal Heavy Chain 10), GTF2H3 (General Transcription Factor IIH Subunit 3), MYO1E
(Unconventional Myosin 1E), TCTN2 (Tectonic Family Member), and MYH10 (Myosin
Heavy Chain 10)), have molecular functions related to the activity of the ATPase enzyme.
Interestingly, in relation to eggshell formation ATPases have long been known to show
intense activity in the cells of shell gland during the synthesis of eggshell [240]. Fur-
thermore, CHRNA7 (Cholinergic Receptor Nicotinic Alpha 7 Subunit), is associated with
the transport of ions, especially calcium ions. The other main function performed by the
identified genes includes cell morphogenesis which ensures the homeostasis of tissues in-
volved in the development of eggshell [241, 242]. The genes that play a role in this pro-
cess include NDEL1 (NudE Neurodevelopment Protein 1 Like 1), ADGRB1 (Adhesion
G Protein-Coupled Receptor B1), THSD4 (Thrombospondin Type 1 Domain Containing 4)
and EIF2B1 (Eukaryotic Translation Initiation Factor 2B Subunit Alpha).
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Figure 5.8.: Plot representing a genomic region on chromosome 18 which is in association
with eggshell strength at time point 1 (ESS1). (A) Plot representing the linkage disequilib-
rium (LD) structure inside and around a significant peak. The dotted red lines depict the
boundaries of the peak. Each point represents a single nucleotide polymorphism (SNP) and
the color shows the strength of LD between the top SNP inside the peak and the SNP sur-
rounding it. The diamond shape points inside the peak depict the robust SNPs. The X-axis
contains the SNP positions on the chromosome while the y-axis depicts the Wald statistic
values obtained from the single-SNP based genome wide association study (GWAS) anal-
ysis. (B,C) The effects of different genotypes of the two leading SNPs identified in the
combined framework for ESS and their significance (∗∗ p < 0.01, ∗∗∗ p < 0.001). The
phenotype depicts the de-regressed breeding values of the eggshell strength.
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Among the genes found to be associated with ESS2, TRPM7 (Transient Receptor Potential
Cation Channel Subfamily M Member 7) and BNC1 (Basonuclin 1) have functions related
to the homeostasis of ions in the cell. On the other hand, the CDH4 (Cadherin-4) gene that
was found for both ESS1 and ESS2 encodes for R-cadherin/cadherin-4 which are single-
chain integral membrane glycoproteins and mediate calcium-dependent cell—cell adhesion.
Reduced levels of these cell adhesion molecules lead to the age-related decline in tissue
homeostasis [243]. Along with other members of the cadherin superfamily, R-cadherins
play roles in cell differentiation in a variety of tissues including bones, kidneys and uterus
[244, 245, 246, 247].

5.3.1.2. Association Analysis of Egg Weight

The analysis of the EW dataset resulted in the detection of eleven QTLs including the one
revealed on chromosome 1 (GGA1) in the original study [60]. The additional QTLs were
found on chromosomes 4 (GGA4), 12 (GGA12), 13 (GGA13), 14 (GGA14), 15 (GGA15)
and 18 (GGA18). The details of these eleven QTLs are summarized in the Table 5.5. Re-
markably, there is no overlap between the QTLs observed for EW and ESS. The application
of the RF classifier on this dataset provides a list of 753 important SNPs. A closer look at
these SNPs points out that 145 of them (including 41 SNP identified in the original study
[60]) are defined to be robust SNPs due to their genomic positions within the QTLs. Similar
to the analysis of the ESS dataset, LD analysis based on the EW dataset also demonstrates
the presence of strong linkage between robust SNPs (Figure 5.9).

Table 5.5.: Significant peaks as defined in Phase 4 of our analysis framework and corre-
sponding QTLs for EW.

Chromosome No. of SNPs Start Position End Position No. of Genes

1 304 167,931,038 169,505,140 25
4 205 17,189,770 18,080,445 9
4 143 21,319,808 21,849,558 3
4 136 77317446 78,081,369 4
12 39 2,849,562 3,010,032 7
13 49 8,495,533 8,608,578 6
14 58 7,023,793 7,188,250 4
15 41 11,193,342 11,309,808 8
15 35 11,419,957 11,514,516 3
18 30 1,057,714 1,136,220 1
18 28 1,179,899 1,238,583 0

The extraction of the genes associated with the robust SNPs related to EW results in the
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determination of 16 genes. Despite no overlap between the QTLs identified for ESS and
EW, a variety of genes are involved in the same biological functions. Especially, many
of the genes have their functions annotated to trans-membrane transportation of minerals
and proteins. In this regard, genes including SCNN1G (Sodium Channel Epithelial 1 Sub-
unit Gamma), AFAP1L1 (Actin Filament Associated Protein 1 Like 1), CD99L2 (CD99
Molecule Like 2), GPR50 (G Protein-Coupled Receptor 50), GRIA2 (Glutamate Ionotropic
Receptor AMPA Type Subunit), GRPEL2 (GGrpE Like 2, Mitochondrial), HS3ST4 (SH3
Domain And Tetratricopeptide Repeats 2), ITM2B (Integral Membrane Protein 2B), MED4
(Mediator Complex Subunit 4), MTMR1 (Myotubularin Related Protein 1) and SH3TC2
(SH3 Domain And Tetratricopeptide Repeats 2) encode proteins that are part of cell mem-
branes.

Figure 5.9.: Plot representing three genomic regions on chromosome 4 in association with
egg weight (EW). (A) Plot representing the LD structure inside and around the significant
peaks. The dotted red lines depict the boundaries of the peaks. Each point represents
a SNP and the color shows the strength of linkage disequilibrium (LD) between the top
single nucleotide polymorphisms (SNPs) inside each peak and the surrounding SNPs. The
diamond shape points inside the peak depict the robust SNPs. The X-axis contains the SNP
positions on the chromosome while the y-axis depicts the Wald statistic values obtained
from single-SNP based GWAS analysis. ((B–D) The effects of different genotypes of the
three leading SNPs identified for EW and their significance (∗∗ p < 0.01, ∗∗∗ p < 0.001)).



57 5.3. Analysis Framework 2

By regulating the transport of ingredients for the egg development they can play a role
in the determination of EW. More importantly, the SCNN1G encodes a non-voltage gated
sodium channel to ensure the trans-membrane transportation of sodium ions. Higher ex-
pression of this gene during egg formation has been reported to play an important role in
the determination of eggshell quality [248]. Similarly, the GRIA2 gene product functions as
ligand-activated cation channel that allows the trans-membrane transportation of different
ions. On the other hand, genes like RCBTB2 (RCC1 and BTB Domain Containing Protein
2) and TBC1D8B (TBC1 Domain Family Member 8B) can play a role in the regulation of
these transportation channels. Functional annotations of RB1 (Retinoblastoma Transcrip-
tional Corepressor 1) and MED4 genes are related to nuclear hormone receptor binding,
a process principally involved in mineral metabolism. In particular, the MED4 encoded
protein is a component of the vitamin D receptor-interacting protein complex that has been
shown to contribute critically for the regulation of calcium absorption in the intestine [249].





6. Discussion

In this chapter, I discuss the justification and important methodological aspects of the sug-
gested frameworks. Afterwards, the results obtained by their application of these frame-
works and their importance in highlighting the genetic mechanisms governing the observed
phenotypic differences among the individuals are discussed.

6.1. Methodological Discussion

Unravelling the genetic architecture of traits has been an area of intense investigation for
more than a decade. The discovery of genes associated with a trait at various organisational
levels helps scientists better understand the underlying mechanisms of different traits. To
uncover the associations between genetic variants and phenotypes, genome wide associ-
ation studies (GWASs) have become the method of choice [3]. Despite their success in
identifying a multitude of genes, the performance of GWAS strategies is limited [6, 8, 250].
Especially, deciphering genotype-phenotype associations for quantitative traits still remains
challenging due to the weak contribution of many individual SNPs to the phenotype. Sev-
eral approaches including single-SNP or multiple-SNP based models have been developed
[4]. The worth of single-SNP models is well testified by the repertoire of genes related to a
variety of traits that have been discovered using these models [3]. However, for quantitative
traits where a multitude of genes may act in concert to confer a particular phenotypic value
to an individual, the power of these single-SNP based models is limited [6, 8, 250].

Alternatively, multi-marker models including different Bayesian frameworks were intro-
duced for GWAS. In these models, all SNPs are fitted simultaneously as random effects
assuming a certain prior distribution of SNP effects [4]. These multi-SNP models are po-
tentially more competent for the detection of smaller effects, but mostly require a prior
distribution of SNP effects that is not known for most of the traits while for some traits
they may not even follow a strict distribution [4, 251]. To overcome these limitations, com-
bining single-SNP based statistics over a genomic region to test its association with the
trait has been the method of choice for many scientists [252, 253, 254, 255]. In this regard,
Beissinger et al. [190] show the superiority of cubic smoothing spline techniques over some
other methods to combine single-SNP based statistics for the discovery of selection signa-
tures. Furthermore, Zhang et al. [47] have praised the utility of spline based techniques to
integrate association statistics in order to identify the causal alleles. However, these meth-
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ods do not provide a clear framework that can be used to identify genomic regions with
subtle effects on the phenotypes in samples with family or population structures.

6.1.1. Machine Learning Models for Association Analysis

With the growing application of machine learning algorithms in the field of genomics,
their application to ascertain the genotype-phenotype association is gaining importance.
Unlike traditional statistical models, machine learning methods do not require these prior as-
sumptions about the genetic architecture of traits and have been applied in GWAS in humans
[31] as well as in livestock [33, 32]. Especially, Romagnoni et al. [31] and Huang et al. [29]
showed that machine learning based algorithms provide promising prediction power to as-
sess genotype–phenotype associations. In particular, the Random Forests (RF) algorithm
has been successfully applied for this purpose. These articles encouraged me to utilize RF
in this thesis since the application of conventional GWAS methods to identify genetic vari-
ants associated with egg quality traits was futile. In this thesis I successfully applied an RF
approach to two datasets to assess the importance of SNPs and identified large numbers of
genes associated with eggshell strength and egg weight.

6.1.2. Combining RF and a Signal Detection Approach

Despite the success of the RF based approaches in association analysis, there is still a need
to prioritize the identified genes to recognize the genes having robust association with the
phenotype. This prioritization constitutes a means to delve deeper into the functioning of
the individual genes to understand their (marginal) influences on the manifestation of the
phenotype differences among the samples. For this purpose, I investigated genes within
the QTLs that have association signals higher than expected by chance. The identification
of QTLs is a fundamental step in my study which I have performed using a spline based
strategy in several phases. Using this technique I harness the association signals, in order
to detect the genomic regions harbouring genes potentially playing roles in the phenotype
manifestation.

The results show that the determination of QTLs by the signal detection approach and then
the prioritization of SNPs within these QTLs (called robust SNPs), can lead to the dis-
covery of genes which despite being associated with the phenotypes, remain undetected
in the typical GWAS analysis. Especially, the combined usage of both methods (RF and
signal detection) not only identify the QTLs having small effects but also helps iden-
tify the SNPs in those QTLs that have a association value (peak height) higher than ex-
pected by chance. (Figures 5.8A and 5.9A). Moreover, the LD between the robust SNPs
(Figures 5.8A and 5.9A) supports us, on the one hand, to monitor their strong mutual corre-
lation which is crucial to explain the genetic makeup of the underlying QTLs. On the other
hand, it further substantiates my idea regarding the presence of signals which are caused by
the strong LD in the QTLs and embedded in the association statistics.



61 6.2. Biological Discussion

6.2. Biological Discussion

Applying RF, I was able to identify a remarkably high number of genes related to ESS and
EW which is in agreement with the findings of Maan et al. [53, 54], Mikšík et al. [256, 257],
and Brionne et al. [52], who pointed out a large number of genes/proteins involved in egg
development due to the complexity of the trait. The overlap between the genes for both
time points (see Figure 5.2) reflects that certain molecular functions remain relevant to
eggshell development during the laying cycle of chicken. Particularly, the similarity of
genes responsible for the transportation of ions is in line with the findings of Park et al.
[258] and Fan et al. [197] who found that the concentration level of different ions in blood
does not change with the age of the chicken. Interestingly, a closer look at the biological
processes of these traits reveals that, while highly significant GO terms are involved in
development for ESS1, the significant biological processes for ESS2 are rather related to
different metabolic processes. The differences in biological processes at both time points
could be associated with the temporal changes in the signaling cascades influencing the
dynamic behavior of eggshell strength over time.

Although both traits analysed in this thesis were related to egg quality, the identified genes
were found to be distinct for ESS and EW in this study. This distinction was expected as the
chickens genotyped in the two datasets have different genetic backgrounds. Remarkably,
however some of the identified genes are involved in the same biological function related to
transmembrane transportation of elements including minerals and organic compounds. Fur-
ther, the majority of the ESS1 related genes are responsible for the availability of calcium
(Ca2+) and bicarbonate (HCO3−) which are prerequisites for eggshell mineralization in the
uterus part of the oviduct. These ions are supplied in large amounts via trans-epithelial
transport in the uterus, for which ion channels, ion pumps and ion exchangers are required
[259]. This function is mainly regulated by ATPase, an enzyme which is implicated in this
process through several genes which were identified in this analysis for ESS. The ATPase
enzyme decomposes ATP into ADP to release the energy required to perform energy in-
tensive tasks by the cell. Regarding eggshell formation, ATPases have long been known to
influence the microvilli of the tubular cells of the shell gland during the process of eggshell
formation [240]. Similarly, inhibition of ATPase from the shell glands has been demon-
strated to cause the thinning of the eggshell due to the inhibition of the calcium transport
across the shell gland epithelium which is known to be an energy expensive process [260].
The hydrogen potassium ATPase maintains a certain pH level of the uterine fluid during the
eggshell formation by acting as a pump to transfer the hydrogen ions (H+) from the uterine
cell of the chicken to plasma. In this regard, two paralogs (ATP6V1B, ATP6V1C2) of the
ATP6V0A2 gene found in my study have been previously reported to transfer hydrogen
ions from the chicken uterine cells to blood plasma during the process of egg calcification
[259, 261]. When integrated into biological membranes, the so-called transmembrane AT-
Pases take part in the transportation of metabolites across the membranes [192]. Transmem-
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brane ATPases exchange many metabolites across the membranes and provide the necessary
environment for activities of the cell [262]. Similarly, genes discovered for EW encode cell
membrane proteins which can act as channels for the transportation of minerals as well as
proteins. Among these, one of the most important channel proteins is encoded by SCNN1G.
This gene belongs to the sodium channel gene family. Many members of this gene family
are known to affect egg weight as well as other egg quality traits [248].

The other important functional category that many of the genes related to ESS could be
linked to is cell morphogenesis. Previous studies presenting the transcriptome profile of
different segments of the chicken oviduct have also reported a large number of genes anno-
tated for functions related to morphogenesis [259, 263, 264]. It is also important to note the
difference in genes identified for ESS1 and ESS2. It depicts the change in the genetic and
environmental components of the phenotypic variance over age which has been previously
reported for other complex traits [265, 266].

6.2.1. Deciphering the Regulatory Mechanisms Underlying Eggshell Strength

Identification of the regulatory mechanism governing the expression of the genes underly-
ing the important traits is considered as important as identifying the genes associated with
the trait, if not more than that. In line with previous studies [113, 267, 183, 268, 186], I ap-
plied a systems biology approach and identified master regulators to investigate and unravel
the transcriptional regulatory machinery of ESS associated genes. Interestingly, my results
show that, similar to the genes, there are common master regulators (Sox11 and Slc22a1) for
both time points, which are likely to govern various eggshell related processes during the
laying of the birds. In particular, being a member of the Slc superfamily which is involved
in the transmembrane transport, the Slc22a1 could be essential to eggshell development.
For ESS1, the most promising master regulator Scn11a controls the sodium transport in the
uterus [195, 196] to maintain a voltage difference as well as osmolarity across the uterine
cell membranes to help in the calcium transportation [197]. In ESS2, the master regulator
Tead2 together with the master regulator Sox11 underline the importance of bone remodel-
ing during the later stages of the production cycle of the chicken.

Another fundamental step of my analysis was the identification of over-represented path-
ways. The results of this analysis also reinforce the findings of the gene set analysis as well
as the identified master regulators. Some of the over-represented pathways were conserved
at both time points while others were age-specific. Here, I specifically highlight the well-
characterized TGF-β pathway that interacts with most of the identified pathways in my
analysis to regulate bone homeostasis and thus might play an important role in ESS [228].
The majority of the remaining pathways, especially those which are common to both time
points, were found to be related to the cell cycle. The uterine epithelium and bone are the
tissues that actively take part in the development of the eggshell, hence the renewal of the
cells of both tissues is crucial for the synthesis of a strong eggshell [51]. Furthermore, mul-
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tiple studies suggest that a declining ability of uterine epithelium cells to transport calcium
is the main reason of the age-related deterioration of eggshells [197, 258]. In particular,
the ESS2 specific p73alpha —/ NF-Y pathway that results in the inactivation of the NF-Y
transcription factor by p73 proteins and consequently causes replicative senescence of cells
[236] may also point towards the underlying reason for weaker eggshells during the later
stages of the production cycle.

Recently, the use of systems biology based approaches to study the traits of economic im-
portance is gaining importance in the field of agriculture [269, 267, 268, 183]. However,
one of the major impediments in the use of this approach in practical animal breeding is
to integrate this large amount of information into traditional genetic evaluation programs
[270]. A small group of master regulators such as those identified in my analysis integrated
into prediction models can possibly be a remedy and might provide novel breeding targets
to improve the economically important trait of ESS. Additionally, the knowledge about the
specific pathways such as TGF-β could provide novel hypotheses for further studies. To
the best of my knowledge, it is the first time that the master regulators and over-represented
pathways have been revealed in the context of eggshell strength.





7. Conclusion

In this chapter, I first summarize the frameworks designed in this thesis along with their
results. Afterwards, I give an outlook in which I provide some ideas for method extensions
and list some potential applications for future research tpoics.

7.1. Summary

In this thesis, I developed two analysis frameworks with the aim to help decipher the in-
tricate genetic background of quantitative traits. In this respect, first I performed a con-
ventional single-SNP based GWAS which is a well established method to identify genomic
variants and genes associated with the trait of interest. As evident from the results presented
in the Section 5.1, this type of conventional GWAS had limited power to detect SNPs as-
sociated with eggshell strength (ESS) and eggweight (EW). To overcome this limitation, I
designed two frameworks based on a Random Forests feature selection technique that can
identify the genotype-phenotype associations that remain undetected in single-SNP based
GWAS (Section 5.2.1). Furthermore, for the analysis of genes corresponding to the im-
portant SNPs identified by RF approach, I incorporated a systems biology approach in my
first framework that can highlight the regulatory mechanism governing the expression of
those genes. I used this framework to investigate the key regulatory mechanisms governing
the development of eggshell strength. Moreover, to highlight the temporal changes in the
signaling cascades governing the dynamic eggshell strength during the life of the birds, I
considered chicken eggshell strength at two different time points during the egg produc-
tion cycle. As a result I delineated the key master regulators and regulatory pathways for
both time points (Sections 5.2.3 and 5.2.4). My results indicate that, while some of the
master regulators (Slc22a1 and Sox11) and pathways are common at different laying stages
of chicken, others (e.g., Scn11a, St8sia2, or the TGF-β pathway) represent age-specific
functions.

In my second framework, I combined the Random Forests with a signal detection strategy
to identify robust genotype-phenotype associations. This framework consists of two main
steps. The first step is to fit cubic splines to the single-SNP based test statistic values to
identify genomic regions with spline-peaks that are higher than expected by chance. These
regions are considered as quantitative trait loci (QTL). Then the SNPs in these QTLs are
prioritized with respect to the strength of their association with the phenotype using a Ran-
dom Forests approach. As a case study, we applied our procedure to eggshell strength and
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egg weight datasets and found trustworthy numbers of, partially novel, genomic variants
and genes involved in both of the traits (Section 5.3).

Overall, the results of my thesis provide: (i) novel genes that are potentially associated
with the studied traits; (ii) significant insights into age-specific and common molecular
mechanisms underlying the regulation of eggshell strength; and (iii) new breeding targets
to improve the egg quality at different stages of the chicken production cycle.

7.2. Conclusions

To decipher the genetic background of important traits using the a genomic dataset,
genotype-phenotype association studies are commonly applied. In this regard I also
employed a single-SNP regression based GWAS to identify potential candidate genes influ-
encing the eggshell strength and egg weight in chicken. My results of GWAS confirmed the
notion that this conventional association analysis lack power to detect the weak association
signals. To overcome this limitation, I designed two analyses frameworks based on Random
Forests (RF) feature selection strategy and its combination with a signal detection approach.
Additionally, the first framework employs a systems biology/genetics approach using the
genes corresponding to the important SNPs identified by the RF algorithm. Regulatory
pathways involving the identified genes and their master regulators are delineated. This
analysis was used to highlight the regulatory machinery underlying the eggshell strength
at two stages of the egg production cycle. As a result, I identified master regulators and
regulatory pathways which are generally associated with the functions that ensure the home-
ostasis of minerals as well as the tissues involved in the egg development. Furthermore,
my findings also indicate that some biological processes related to eggshell development
remain conserved across production stages while others are age-specific and thus changing
over time. To the best of my knowledge, this is the first study revealing master regulators
and over-represented pathways in the context of eggshell strength and my findings could
be further utilized to design novel hypothesis for future studies. In the second framework,
I designed a two step analysis that combines a RF based feature selection algorithm and
a signal detection strategy for robust identification of genotype-phenotype associations.
This analysis framework, on one hand, is able to identify weak association signals that are
missed by conventional GWAS approaches, on the other hand, prioritizes the associations
identified by the RF algorithm. Using this procedure I was able to identify a robust set
of SNPs and their corresponding genes which were potentially associated with eggshell
strength and egg weight in chicken. Finally, based on all of these results I can conclude that
the analysis frameworks described in this thesis are well appropriate to decipher the genetic
background of quantitative traits and can hence be used to study the genetics of different
economically important traits.
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7.3. Outlook

Regarding the detection of genotype-phenotype association analysis based on the Random
Forests (RF) feature selection strategy it might be worthwhile to evaluate RF algorithms
other than the one used in this thesis. Similarly, regarding the use of splines in associa-
tion analysis, other types of the spline methods can be incorporated in our framework. To
further enhance our understanding of the genetic background of the quantitative traits the
usage of multi-omics data can highlight the interrelationships of the involved molecules
and their functions and can hence prove very powerful and accurate to study the complex
biological processes holistically. In this regard, multi-omics approaches that are able to in-
tegrate the data obtained from studies of the genome, transcriptome, proteome, epigenome,
and metabolome, can be used. In this regard, systems genetic approaches that integrate
genomics and transcriptomics data to identify expression quantitative trait loci (eQTLs) as-
sociated with the expression of genes can be used. This combined approach can be much
more powerful to reveal heritable variations in the transcriptome as well as to study the func-
tions of causal genes underlying QTL regions. All these different sources of information,
when integrated systematically, can highlight the intricate genetic mechanisms underlying
complex traits.
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Abstract: In today’s chicken egg industry, maintaining the strength of eggshells in longer laying cycles
is pivotal for improving the persistency of egg laying. Eggshell development and mineralization
underlie a complex regulatory interplay of various proteins and signaling cascades involving multiple
organ systems. Understanding the regulatory mechanisms influencing this dynamic trait over time is
imperative, yet scarce. To investigate the temporal changes in the signaling cascades, we considered
eggshell strength at two different time points during the egg production cycle and studied the
genotype–phenotype associations by employing the Random Forests algorithm on chicken genotypic
data. For the analysis of corresponding genes, we adopted a well established systems biology
approach to delineate gene regulatory pathways and master regulators underlying this important
trait. Our results indicate that, while some of the master regulators (Slc22a1 and Sox11) and pathways
are common at different laying stages of chicken, others (e.g., Scn11a, St8sia2, or the TGF-β pathway)
represent age-specific functions. Overall, our results provide: (i) significant insights into age-specific
and common molecular mechanisms underlying the regulation of eggshell strength; and (ii) new
breeding targets to improve the eggshell quality during the later stages of the chicken production cycle.

Keywords: eggshell strength; chicken; Random Forests; feature selection; master regulators;
over-represented pathways

1. Introduction

Today’s poultry industry is highly invested in the development of chicken capable of producing
more eggs in longer laying cycles [1]. This production goal, however, must go hand in hand with
improvement in sustainability of egg quality, especially eggshell strength (ESS), during the whole
laying period [1,2]. The calcified eggshells not only provide protection against physical damage but
also play a crucial role for the development of the embryo by allowing gaseous exchange, abating
moisture loss, and supplying calcium for the embryo bone development [3]. Multiple molecular actors
involved in the homeostasis and transportation of minerals, especially calcium, the main constituent
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of the eggshell, have been identified [4,5]. More than 500 eggshell matrix proteins have also been
reported [6,7] implicating a plethora of genes that knit together the complex protein scaffold and
the mineral phase of the eggshell [5,8]. However, most of these discoveries provide only the genes
expressed in a certain segment of the chicken oviduct, the principal organ for egg development, and
consequently the overall mechanisms of eggshell development remain illusive. Moreover, similar
to other economically important traits, ESS remains relevant throughout the productive life and
commonly deteriorates with the age of the chicken [9]. This decline in the eggshell quality remains one
of the major reasons for replacing commercial flocks [1]. Hence, understanding the genetic basis of ESS
at different laying stages is very important for breeders if they are to extend the laying cycle of chicken.
Therefore, an analysis of this trait at different time points during the life of the bird can better delineate
its genetics and its molecular mechanisms involved in this dynamic behavior [10]. This knowledge can
then be utilized to design breeding strategies to improve the eggshell quality during the later stages of
the chicken production cycle.

Until now, a variety of association studies have been conducted to decipher the genetic architecture
of quantitative traits such as ESS, which led to the identification of a valuable repertoire of genes
controlling a range of traits (see the reviews [11–13]). Finding loci associated with a trait through
genome wide association studies (GWAS) is commonly based on single-SNP based models that
test each SNP for its association with the phenotype, ignoring its dependency on the neighboring
SNPs. This statistical design of GWAS seems quite straightforward, yet entails several challenges
including those of population stratification, relationships among the samples, multiple hypothesis
testing, and overestimation of SNP effects, among others, as pointed out in previous studies [14–17].
Many approaches such as different multiple testing correction methods and linear mixed models have
been proposed to overcome these challenges [15,18,19]. However, the most devastating challenge
of GWAS still persisting is the lack of power to detect the loci having medium to small effect
sizes [20]. This inability of GWAS to explain a major proportion of the heritability has been under
intensive discussion.

To overcome these limitations of GWAS, application of Bayesian frameworks as well as
machine learning algorithms have gained importance in the last decade [21–25]. Their comparative
performance has been evaluated for a variety of traits with different genetic architectures (see the
reviews [13,26,27]). Nevertheless, multiple studies have revealed that machine learning algorithms
surpass currently available well-known GWAS approaches in identifying genes having small effects
on the phenotype [28–30]. In particular, Brieuc et al. pointed out the efficiency of Random Forests (RF)
models for analyzing a large number of loci simultaneously and identifying promising associations [28].
Inspired by Brieuc et al.’s study, we applied the RF algorithm to assess the importance of SNPs that
could provide a clue of their essential roles for ESS and to characterize the differences observed in this
trait at different time points. For the analysis of the corresponding genes of these SNPs, we adopted a
well established systems biology approach and identified age-specific and common key regulatory
pathways and master regulators. These findings could: (i) enhance our understanding of the regulatory
mechanisms underlying eggshell strength; and (ii) provide novel targets and hypotheses for future
breeding strategies. To the best of our knowledge, it is the first study in this field which mainly focuses
on the importance of the age-specific and common key regulatory mechanisms in chicken to reveal the
genetic programs influencing the eggshell strength.

2. Materials and Methods

In this section, we describe the chicken dataset analyzed and the methods applied. Our analysis
follows the structure of Figure 1.
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Figure 1. Flowchart of the analysis applied in this study (ESS, Eggshell strength).

2.1. Chicken Dataset

To explore the genomic background of the changes that incur to the eggshell strength during
the life of laying birds, we analyzed a genotype dataset that has previously been used to investigate
the accuracy of imputation as well as the prediction of genomic breeding values in chicken [31–33].
The dataset consists of a purebred commercial brown layer line with 892 animals and 580,000 SNPs
generated using Affymetrix Axiom Chicken Genotyping Array. The genotypic data do not contain
mitochondrial SNPs. The corresponding phenotypic data consist of eggshell strength (ESS) measured
(as the force in Newton that was required to break the eggshell) for each bird at two distinct stages of its
production cycle. These two stages were then regarded as Time Point 1 and Time Point 2, respectively.
The first time point for ESS was recorded at the ages of 42, 45, and 48 weeks and the second time point
was recorded at the ages of 64 and 68 weeks. Averages of the recorded breaking strengths at Time Point
1 (ESS1) and Time Point 2 (ESS2) were used as phenotypes in the further analysis. Extensive pedigree
data, consisting of, in total, 40,545 individuals from six generations, were available on these birds
which were included in an animal model for breeding values estimation of the birds. These breeding
values were then de-regressed following Garrick et al. [34] to obtain the pseudo-phenotypes that were
used in the further analysis. To ensure genotype quality, we filtered the genotyped data and removed
the SNPs: (i) that were unassigned to any chromosome or present on the sex chromosomes; (ii) with a
minor allele frequency < 0.01; (iii) with a genotyping call rate ≤ 97%; (iv) significantly deviating from
Hardy–Weinberg equilibrium (p-value < 1 × 10−6); and (v) for animals having a SNP call rate smaller
than 95%. Finally, after filtering, we used 892 animals and 318,513 SNPs for our analyses.
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2.2. Association Analysis Using Random Forests

To identify SNPs potentially associated with eggshell strength, we used the concept of the
Random Forests (RF) algorithm to estimate the relative importance of each SNP (attribute) regarding
its involvement in the prediction of response variables (de-regressed breeding values). For this purpose,
we employed the Boruta algorithm in our study [35], which is a specially developed powerful wrapper
for the RF based feature selection approach. The main principle of the Boruta algorithm is based on
the extension of the attributes by adding random attributes to the dataset which are called shadow
attributes and created by shuffling the original values of each attribute (in our case SNPs) in the dataset.
The enlargement of the attributes results in apposition of the randomness to the dataset, which leads
to the reduction of the bias of hidden (false) signals arising from random fluctuations or correlations
in the dataset [35–37]. To this end, a RF classifier is applied to the extended dataset, and SNPs are
systematically and iteratively removed whose importance are significantly smaller than those of the
shadow attributes. By repeating the process of shadow attributes generation and RF algorithm application,
importance is assigned to all SNPs. As a result, the Boruta algorithm provides a ranked list of SNPs
with a decision of whether the importance of a SNP is confirmed, rejected, or tentative. It is important
to note that a similar idea to the Boruta algorithm is manually implemented in [22] to assess the
importance of SNPs.

2.3. Gene Set Analysis

We extracted the genes corresponding to the SNPs identified by the Boruta algorithm from
Ensembl using BioMart [38] (R-script given in File S1). Furthermore, we performed a gene set analysis
regarding their molecular functions to obtain functional annotations of these genes.

2.4. Identification of Master Regulators and Over-Represented Pathways

Following our previous studies [39,40], we performed the "upstream analysis” and pathway
analysis using the geneXplain platform [41] to gain more insight into the functional relationships of
genes. The algorithm of “upstream analysis” workflow was introduced by Koschmann et al. [42]
and its main goal is to reveal the underlying key regulators that control the activity of target genes.
For this purpose, the underlying algorithm of “upstream analysis” firstly constructs molecular pathway
networks and then detects convergence points of these networks, which are called master regulators
and are likely to orchestrate the transcriptional regulation of several genes. In our analysis, we used
the GeneWays database [43] and ran the standard “upstream analysis” workflow with a maximum
radius of 10 steps upstream to identify the top five master regulators of each gene set resulted from the
previous step of the analysis.

To discover novel biological functions and to reveal the properties of the genes under study, we
performed a pathway enrichment analysis as the second step of our analysis. To this end, we used the
TRANSPATH pathway database [44], which is a regularly updated signaling pathway database and
contains information about genes, molecules and reactions for the identification of age-specific and
common over-represented pathways.

3. Results

In this study, we performed the RF approach using the Boruta algorithm to identify the informative
SNPs associated with eggshell strength at two time points during the laying cycle of commercial brown
layer chicken. For this purpose, the importance of each SNP was separately assessed for its association
with the phenotype of interest. To this end, we obtained a list of SNPs for each time point whose
importance was confirmed by the Boruta algorithm for the prediction of the phenotype. Analyzing
both time points, we identified 3726 SNPs associated with eggshell strength at Time Point 1 (ESS1)
and 1815 SNPs associated with eggshell strength at Time Point 2 (ESS2) (the lists of SNPs are given in
Table S2). These SNPs were then mapped to the genome and the genes harboring at least one of these
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SNPs were identified for both traits. In total, we identified 405 genes for ESS1 and 253 genes for ESS2
(the lists of genes and their Gene Ontology (GO) categories are given in Tables S2 and S3, respectively).
A closer look at these gene lists reveals that 22 % (118 genes) of them are overlapping (see Figure 2),
which depicts the conservation of some of the underlying mechanisms involved in the synthesis of
eggshell during different stages of the egg production cycle. Our results also show that a considerably
high number of genes that were distinct for the time points highlight the dynamic nature of this trait.

This section is comprised of three parts. First, to gain a deeper insight into these gene sets,
we performed a gene set analysis and clustered their functions based on the GO terms. Second,
we performed the “upstream analysis” introduced by Koschmann et al. [42] for the identification of
specific and common master regulators of both time points. Third, we present the over-represented
pathways to further elucidate the mechanisms that control the ESS at different production stages
of birds.

ESS1 ESS2

287 118 135

Figure 2. Venn diagram depicting the number of genes associated with eggshell strength at Time Point
1 (ESS1), at Time Point 2 (ESS2), and their overlap.

3.1. Gene Set Analysis

The functional classification of both gene sets indicates that there are several GO categories that
were common for both time points (see the treemaps depicted in Figures 3 and 4 and the top 15 GO
terms in Tables 1 and 2). In particular, the transportation of cations across membranes was the most
salient function for the underlying mechanism of ESS at both time points. In this regard, calcium
ions, being the main constituent of the eggshell, are supplied in large amount to the uterine fluid by
transepithelial transport. In addition, other cations such as sodium, magnesium, and potassium are
exchanged across the uterine endothelium to maintain the cell homeostasis [4,5]. This transmembrane
transport remains important during the production cycle to ensure the development of an eggshell.
The gene set analysis further reveals that the activities pertaining to ATPase, GTPase, calmodulin
binding, calmodulin-dependent protein kinase, and Smad binding were specific for ESS1. Meanwhile,
functions related to hormone/vitamin D receptor binding, chaperone binding, and Wnt-activated
receptors were more relevant for ESS2.

Among others, the function of ATPase in eggshell formation has been well investigated in previous
studies [5,45]. Along with maintaining a pH of the uterine fluid during the eggshell formation, the
ATPases also provide the required energy and function as transmembrane transportation channels
for ions [46]. The calmodulin binding and calmodulin-dependent protein kinase activity is known
to regulate the concentration of calcium in various cells [47] and so does the vitamin D receptor
binding [48]. The chaperone binding activity of the genes associated with ESS2 is another distinctive
finding of this study. Chaperone proteins have been reported in the uterine fluid where they perform
the folding of the eggshell matrix proteins into a rigid scaffold upon which mineralization takes place
to produce the fabric of eggshell [5]. These functional classes elucidate the molecular functions that
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gain more relevance depending on the age of the birds and demonstrate the key functions that remain
important throughout the laying cycle of the birds.

Figure 3. Gene Ontology (GO) treemap for genes associated with eggshell strength at Time Point 1
(ESS1). The boxes are grouped together based on the upper-hierarchy GO-term which is written in
bold letters.

Figure 4. Gene Ontology (GO) treemap for genes associated with eggshell strength at Time Point 2
(ESS2). The boxes are grouped together based on the upper-hierarchy GO-term which is written in
bold letters.
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Table 1. Top 15 Gene Ontology (GO) molecular function terms based on the adjusted p-value for the
eggshell strength at Time Point 1 (ESS1).

GO Term GO Title Number
of Genes

Adjusted
p-Value

GO:0005515 protein binding 281 5.11 × 10−8

GO:0005488 binding 331 1.97 × 10−7

GO:0043167 ion binding 155 4.93 × 10−3

GO:0000146 microfilament motor activity 5 4.93 × 10−3

GO:0003779 actin binding 20 6.9 × 10−3

GO:0032559 adenyl ribonucleotide binding 49 1.47 × 10−2

GO:0030554 adenyl nucleotide binding 49 1.51 × 10−2

GO:0044877 macromolecular complex binding 50 1.54 × 10−2

GO:0004683 calmodulin-dependent protein kinase activity 5 1.54 × 10−2

GO:0005524 ATP binding 47 2.05 × 10−2

GO:0042623 ATPase activity, coupled 16 2.24 × 10−2

GO:0008092 cytoskeletal protein binding 30 3.32 × 10−2

GO:0043168 anion binding 74 3.93 × 10−2

GO:0046983 protein dimerization activity 40 4.15 × 10−2

GO:0017016 Ras GTPase binding 12 4.86 × 10−2

Table 2. Top 15 Gene Ontology (GO) molecular function terms based on the adjusted p-value for the
eggshell strength at Time Point 2 (ESS2).

GO Term GO Title Number
of Genes

Adjusted
p-Value

GO:0005515 protein binding 168 1.30 × 10−2

GO:0022843 voltage-gated cation channel activity 9 2.09 × 10−2

GO:0005242 inward rectifier potassium channel activity 4 2.10 × 10−2

GO:0032549 ribonucleoside binding 40 2.79 × 10−2

GO:0000166 nucleotide binding 48 2.79 × 10−2

GO:0005524 ATP binding 34 2.79 × 10−2

GO:0001883 purine nucleoside binding 39 3.66 × 10−2

GO:0032559 adenyl ribonucleotide binding 34 3.66 × 10−2

GO:0005488 binding 199 3.66 × 10−2

GO:0030554 adenyl nucleotide binding 34 3.66 × 10−2

GO:0051427 hormone receptor binding 9 3.66 × 10−2

GO:0015276 ligand-gated ion channel activity 8 3.66 × 10−2

GO:0017076 purine nucleotide binding 39 3.7 × 10−2

GO:0022836 gated channel activity 12 3.83 × 10−2

GO:0036094 small molecule binding 50 4.64 × 10−2

3.2. Identification of Master Regulators

Applying the “upstream analysis” integrated in the geneXplain platform [41], we identified the
top five age-specific and common master regulators. While the master regulators Arx, Sox1, and Scn11a
were specifically found for ESS1, the master regulators St8sia2, Tead2, and Prox1 were identified for
ESS2. Additionally, Slc22a1 and Sox11 were identified for both time points (see Figures 5 and 6).

The ESS1 specific master regulator Scn11a is a gene encoding transmembrane sodium channels
which control the voltage-gated sodium transport especially in the uterus [49,50], the site of eggshell
synthesis in birds. Moreover, the importance of sodium channels in the transportation of inorganic
minerals deposited in the eggshell is well established [51]. Interestingly, we found the master regulator
Slc22a1 at both time points. It codes for the protein OCT1, an organic cation transporter for substrates
such as putrescine [52], which plays an important role for eggshell thickness [53] and calcium transport
in the intestine [54]. Furthermore, many other members of the super-family of transport proteins,
Slc (solute carrier proteins), are well known to play an essential role in the homeostasis of calcium
ions in a variety of tissues [55]. The Slc proteins have also been reported to transport magnesium ions
during the egg calcification process [5].
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Figure 5. Scheme of gene regulatory pathways revealing the top five master regulators (pink filled
boxes) for eggshell strength at Time Point 1 (ESS1) following the “upstream analysis” [42]. The master
regulators written in dark blue and surrounded by dark blue boxes (Arx, Scn11a and Sox1) were
identified specifically for ESS1 while master regulators written in dark red and surrounded by dark red
boxes (Slc22a1 and Sox11) were identified at both time points (corresponding networks for eggshell
strength at Time Point 2 (ESS2) in Figure 6).
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Figure 6. Scheme of gene regulatory pathways revealing the top five master regulators (pink filled
boxes) for eggshell strength at Time Point 2 (ESS2) following the “upstream analysis” [42]. The master
regulators written in dark blue and surrounded by dark blue boxes (Prox1, St8sia2 and Tead2) were
identified specifically for ESS2 while master regulators written in dark red and surrounded by dark red
boxes (Slc22a1 and Sox11) were identified at both time points (corresponding networks for eggshell
strength at Time Point 1 (ESS1) in Figure 5).
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Another interesting master regulator, Sox11, which encodes a member of the Sox (SRY-related
HMG-box) family of transcription factors, was found at both time points. Sox11 is known to positively
regulate the process of osteogenesis (the formation of bone) [56]. This regulator gains relevance given
the importance of bone as a labile reservoir of minerals, especially calcium [4]. In birds, the calcium
homeostasis is achieved by regulating the metabolism of bone minerals as well as by controlling the
absorption and excretion of calcium in the intestine and in kidneys, respectively [57]. Furthermore,
the master regulator Tead2 found for ESS2 is a regulator of osteogenesis [58] and it is also one of
the direct downstream target genes of Sox11. This might be an indication of different regulatory
mechanisms involved in the osteogenesis or bone remodeling during the later stages of the laying
cycle [56].

The St8sia2, identified as an ESS2 specific master regulator, encodes a membrane protein which
catalyzes the metabolism of sialic acid [59], a carbohydrate found in the eggshell membranes [60–62].
The eggshell membranes constitute the inner layer of the eggshell and contribute to its strength. They
further provide the nucleation sites for the initiation of the shell synthesis [63]. Sialic acid is also
part of podocalyxin and secreted phosphoprotein 1 (SPP1), both of which are glycoproteins found
in the uterus during eggshell calcification [5,64]. Because of its high negative charge, podocalyxin is
presumed to interact with calcium carbonate during the calcification of the eggshell [64]. The master
regulator Prox1 encodes the protein prospero homeobox 1 that has also been reported as part of eggshell
membranes [65,66]. However, the Prox1 gene is mostly implicated in the regulation of the development
of a variety of organs including liver, pancreas and kidney [67]. Although the vast majority of the
master regulators could be biologically characterized to be crucial for ESS, the importance and role of
the two master regulators Sox1 and Arx for this trait is currently biologically unconfirmed and could
hence provide novel targets for future studies.

3.3. Identification of Over-Represented Pathways

To further elucidate and investigate the mechanisms that control the ESS at different time points,
we were interested in identifying age-specific and common over-represented pathways. Applying the
pathway analysis, we identified eleven and nine significantly over-represented pathways for ESS1 and
ESS2, respectively, and seven of these pathways are overlapping for both time points (see Figure 7 and
Table 3).

Among the pathways shared by both time points, G1 phase (Cdk4), G1 phase (Cdk6), and
G2/M phase (cyclinA:Cdk1) involve different members of the cyclin-dependent kinase (CDK) family
which regulate transcription, mRNA processing, and, more importantly, cell cycle [68]. In the
context of ESS, these pathways may influence the differentiation efficiency of osteoblasts, osteoclasts,
chondrocytes [69], and uterine epithelium cells, all of which are crucial for the supply of calcium ions as
well as for bone and calcium homeostasis [70,71]. The p38 pathway is implicated in a variety of cellular
responses including those related to proliferation, differentiation and apoptosis [72]. Moreover, the role
of this pathway has also been reported in the egg development of Drosophila melanogaster [73]. The LXR
(liver X receptors) network plays a central role in the transcriptional control of lipid metabolism [74].
This pathway also mediates the concentrations of oxysterols and ApoE (Apolipoprotein E) if activated
in response to elevated intra-cellular cholesterol levels [75]. The oxysterols, oxygenated forms of
cholesterol, are intermediates in bile acid and steroid hormone biosynthetic pathways [76]. Among
other steroid hormones, estrogen is more intimately involved in calcium homeostasis and has also
been implicated in the development of osteoporosis [77]. Moreover, other forms of oxysterols are also
involved in calcium metabolisms [78] and mesenchymal stem cell differentiation [79]. In addition
to the CDKs, the Smad4 proteins, predominantly present in the nucleus of the cell, mediate the cell
cycle due to their association with the E2F family of transcription factors [80]. These pathways can be
upstream regulated by the transforming growth factor β (TGF-β) [81].
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The transforming growth factor-β (TGF-β) signaling pathway can be regarded as the most
important pathway enriched for ESS1. This pathway, among its other functions, is well-known
for its role in bone homeostasis [82]. Furthermore, some components of this pathway also overlap
with other pathways delineated in our analysis. The Sox9 is a transcription factor that regulates the
expression of the COL2A1 (collagen type II, alpha 1) gene which contributes to collagen formation [83].
During this process, Smad3, a member of effector molecules in the signaling pathways of the TGF-β
ligand superfamily is activated [84]. Another pathway that is based on Smad7, SIK1 gene induction
also regulates TGF-β signaling [85]. Owing to this crosstalk with a variety of other pathways, the TGF-β
signaling pathway allows the bone to adapt to dynamic environments [82].

The Endothelin-1 gene (ET-1) regulation pathway includes the mechanisms regulating ET-1 gene
expression. Among other functions, ET-1 is involved in osteoblast proliferation and differentiation
in bone tissue as well as in the ovulation process in the uterus [86]. ET-1 gene regulation is
responsive to intracellular calcium and calmodulin [87]. The MIC2 signaling pathway, which was
specifically enriched for ESS2, has CD99 as the main cell surface protein and has been implicated in
apoptosis, adhesion, differentiation, and protein trafficking possibly by affecting actin cytoskeleton
reorganization [88,89]. Another ESS2 specific pathway involves the inactivation of the nuclear factor Y
(NF-Y) transcription factor by p73 proteins, a process that represses the promoter of the telomerase
catalytic subunit and induces replicative senescence [90,91]. The activity of NF-Y is further linked
to the parathyroid hormone, which is the main regulator of calcium and phosphorus homeostasis.
Taken together, the pathways show a diversity of complex functional features in chicken in response to
age-dependent changes in eggshell formation. Some pathways show a direct relevance for ESS while
others seem to be indirectly linked via interactions between pathways and regulators [92,93].

ESS1 ESS2

E2F ---/ Smad4

G1 phase (Cdk4)

G1 phase (Cdk6)

G2/M phase (cyclinA:Cdk1)

p38 pathway

oxysterol ---> apoE

LXR network

Endothelin-1 gene regulation

SMAD7, SIK1 gene induction

Sox9 ---Smad3---> COL2A1

TGFbeta pathway

p73alpha ---/ NF-Y

MIC2 signaling

Figure 7. Venn diagram of over-represented pathways (p adjusted < 0.001) of eggshell strength at Time
Point 1 (ESS1), at Time Point 2 (ESS2), and their overlap. Pathways are based on the TRANSPATH
pathway database [44].
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Table 3. Significantly over-represented pathways for both time points (p adjusted < 0.001) sorted
by adjusted p-values (based on the smaller one of either ESS1 or ESS2). Pathways are based on the
TRANSPATH pathway database [44]. (ESS1/ESS2, eggshell strength at Time Point 1/2).

Pathway Name Adjusted p-Value
for ESS1 / ESS2

Over-Represented
in

E2F —/ Smad4 5.05 × 10−5/7.99 × 10−4 ESS1, ESS2
Endothelin-1 gene regulation 5.05 × 10−5/ - ESS1
G2/M phase (cyclin A:Cdk1) 1.61 × 10−4/1.65 × 10−4 ESS1, ESS2
SMAD7, SIK1 gene induction 1.61 × 10−4/ - ESS1
oxysterol —>apoE 1.61 × 10−4/1.85 × 10−4 ESS1, ESS2
LXR network 1.61 × 10−4/1.65 × 10−4 ESS1, ESS2
p73alpha —/ NF-Y - /1.65 × 10−4 ESS2
Sox9 —Smad3—>COL2A1 5.43 × 10−4/ - ESS1
G1 phase (Cdk6) 7.60 × 10−4/7.93 × 10−4 ESS1, ESS2
G1 phase (Cdk4) 9.77 × 10−4/7.99 × 10−4 ESS1, ESS2
p38 pathway 9.77 × 10−4/7.99 × 10−4 ESS1, ESS2
MIC2 signaling - /7.99 × 10−4 ESS2
TGFbeta pathway 9.53 × 10−4/ - ESS1

4. Discussion

To uncover the associations between genetic variants and phenotypes, genome wide association
studies (GWAS) have become the method of choice [12]. Despite their success in identifying a multitude
of genes, the prediction performance of single-SNP based GWAS strategies is limited [15,17,94].
Alternatively, multi-marker models including different Bayesian frameworks were introduced for
GWAS. In these models, all SNPs are fitted simultaneously as random effects assuming a certain
prior distribution of SNP effects [13]. In practice, these SNP effects are unknown and may not even
strictly follow a certain distribution [25]. Unlike these traditional statistical models, machine learning
methods do not require these prior assumptions about the genetic architecture of traits and have been
applied in GWAS in humans [30] as well as in livestock [27,95]. Especially, Romagnoni et al. [30] and
Huang et al. [24] showed that machine learning based algorithms provide promising prediction power
to assess genotype–phenotype associations. In particular, the Random Forests (RF) algorithm has been
successfully applied for this purpose. These articles encouraged us to utilize RF in our study since the
application of GWAS to identify genetic variants associated with ESS was futile.

Applying RF, we were able to identify a remarkably high number of genes related to ESS which
is in agreement with the findings of Maan et al. [6,7], Mikšík et al. [96,97], and Brionne et al. [5],
who pointed out a large number of genes/proteins involved in ESS due to the complexity of this trait.
The large difference in the number of genes identified for ESS1 and ESS2 reflects the change in the
genetic and environmental components of the phenotypic variance over age, as has been reported
before for complex traits [98,99]. The overlap between the genes for both time points (see Figure 2)
reflects that certain molecular functions remain relevant to eggshell development during the laying
cycle of chicken. Particularly, the similarity of genes responsible for the transportation of ions is in
line with the findings of Park et al. [100] and Fan et al. [51] who found that the concentration level
of different ions in blood does not change with the age of chicken. Interestingly, a closer look at
the biological processes of these traits reveals that, while highly significant GO terms are involved
in development for ESS1, the significant biological processes for ESS2 are rather related to different
metabolic processes (Table S3). The differences in biological processes at both time points could be
associated with the temporal changes in the signaling cascades influencing dynamic behavior of
eggshell strength over time.

In line with previous studies [39,42,101–103], we applied a systems biology approach and
identified master regulators to investigate and unravel the transcriptional regulatory machinery of ESS
associated genes. Interestingly, our results show that, similar to the genes, there are common master
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regulators (Sox11 and Slc22a1) for both time points, which are likely to govern various eggshell related
processes during the laying of the birds. In particular, being a member of the Slc superfamily which
is involved in the transmembrane transport, the Slc22a1 could be essential to eggshell development.
For ESS1, the most promising master regulator Scn11a controls sodium transport in the uterus [49,50]
to maintain a voltage difference as well as osmolarity across uterine cell membranes to help in the
calcium transportation [51]. In ESS2, the master regulator Tead2 together with the master regulator
Sox11 underline the importance of bone remodeling during the later stages of the production cycle of
the chicken.

Another fundamental step of our analysis was the identification of the over-represented pathways.
The results of this analysis also reinforce the findings of gene set analysis as well as the identified master
regulators. Some of the over-represented pathways were conserved at both time points while others
were age-specific. Here, we specifically highlight the well-characterized TGF-β pathway that interacts
with most of the identified pathways in our analysis to regulate bone homeostasis and thus might
play an important role in ESS [82]. The majority of the remaining pathways, especially those which
are common to both time points, were found to be related to the cell cycle. The uterine epithelium
and bone are the tissues that actively take part in the development of eggshell, hence the renewal
of the cells of both tissues is crucial for the synthesis of a strong eggshell [4]. Furthermore, multiple
studies suggest that a declining ability of uterine epithelium cells to transport calcium is the main
reason of the age-related deterioration of eggshells [51,100]. In particular, the ESS2 specific p73alpha
—/ NF-Y pathway that results in the inactivation of the NF-Y transcription factor by p73 proteins and
consequently causes replicative senescence of cells [90] may also point towards the underlying reason
for weaker eggshells during the later stages of the production cycle.

Recently, the use of systems biology based approaches to study the traits of economic importance
is gaining importance in the field of agriculture [39,102–104]. However, one of the major impediments
in the use of this knowledge in practical animal breeding is to integrate this large amount of information
into traditional genetic evaluation programs [105]. A small group of master regulators such as those
identified in our analysis integrated into prediction models can possibly be a remedy and might provide
novel breeding targets to improve the economically important trait of ESS. Additionally, the knowledge
about the specific pathways such as TGF-β could provide novel hypotheses for further studies.

5. Conclusions

In this study, we performed a systematic analysis to investigate the age-specific and common
regulatory mechanisms that underlie the dynamic trait eggshell strength in chicken. For this purpose,
we applied a RF feature selection algorithm to detect the age-dependent genotype–phenotype
associations and then used a well established systems biology approach to highlight the master
regulators and regulatory pathways that govern the underlying genetic mechanisms of eggshell
development. Our results show that most of the genes identified for the ESS at both time points are in
agreement with previous studies. Our findings further indicate that some biological processes related
to eggshell development remain conserved across production stages while others are age-specific
and thus changing over time. To the best of our knowledge, this is the first study revealing master
regulators and over-represented pathways in the context of ESS and our findings should be further
utilized to design novel hypothesis for future studies.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4425/11/4/464/s1,
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Abstract: Genome wide association studies (GWAS) are a well established methodology to identify
genomic variants and genes that are responsible for traits of interest in all branches of the life
sciences. Despite the long time this methodology has had to mature the reliable detection of
genotype–phenotype associations is still a challenge for many quantitative traits mainly because of
the large number of genomic loci with weak individual effects on the trait under investigation. Thus,
it can be hypothesized that many genomic variants that have a small, however real, effect remain
unnoticed in many GWAS approaches. Here, we propose a two-step procedure to address this
problem. In a first step, cubic splines are fitted to the test statistic values and genomic regions with
spline-peaks that are higher than expected by chance are considered as quantitative trait loci (QTL).
Then the SNPs in these QTLs are prioritized with respect to the strength of their association with
the phenotype using a Random Forests approach. As a case study, we apply our procedure to real
data sets and find trustworthy numbers of, partially novel, genomic variants and genes involved in
various egg quality traits.

Keywords: Random Forests; signal detection; genome wide association studies; boruta; eggshell strength;
egg weight

1. Introduction

The importance of genotype-phenotype association studies to understand the genetic basis of
traits, either qualitative or quantitative, is well established [1]. Single-SNP based models that test
individual SNPs for their association with the phenotype in a genome wide association study (GWAS)
are widely used in this regard. Although this approach has been quite successful in discovering genes
affecting important traits [2], some daunting aspects still persist that reduce its power at best and
make it error prone at worst. These inherent features include population stratification or relatedness
among the samples, multiple hypothesis testing, and overestimation of SNP effects as pointed out in
previous studies [3–6]. Linear mixed model (LMM) based approaches that incorporate the covariance
structure across individuals have been found most effective in dealing with both the kinship and the
population stratification problem [7–10]. Acknowledging their importance, a series of approaches have
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been proposed to implement the LMM in the context of GWAS [11]. Similarly, many multiple testing
correction methods with varying strictness have been suggested as possible solutions and some of
these have been addressed in References [4,12].

A further challenge in analyzing quantitative traits is to discover loci having moderate to small
phenotypic effects. The SNPs present either inside or in the vicinity of these quantitative trait
loci (QTLs) display association strengths which are too small to exceed the statistical significance
threshold value. Consequently, only a small part of the overall variance is captured in a typical
GWAS analysis [13]. Haplotypes can capture the correlation structure of SNPs which is ignored in
single-SNP based GWAS approaches. Hence, testing the haplotypes for association looks promising
at least in theory. Nevertheless, haplotype based analyses are far from being simple and so far,
no clear evidence is available in the literature that the haplotype based tests are more powerful
than single-SNP based tests even though this topic has been investigated over the years [14–17].
To address these limitations, multi-SNP GWAS models were introduced that fit all SNPs simultaneously
as random effects in the model [18]. Many implementations of multi-SNP models based on
Bayesian as well as LMM frameworks have been developed [19]. Numerous studies have also been
conducted to show comparative performance of different single-SNPs, haplotype and multiple-SNP
models along with their different implementations [11,20–24]. Recently, the growing application
of machine learning approaches in different fields of science has incited their use in assessing the
genotype-phenotype association as well [25–29]. Multiple studies have confirmed the superiority of
machine learning algorithms compared to GWAS approaches by identifying genes having small effects
on the phenotype [26,29,30]. Machine learning methods do not require prior assumptions about the
distribution of the SNP effects, hence can be used for a wide variety of traits in humans [31], plants [28]
and livestock [32,33]. In particular, Random Forests (RF) models have been praised for their ability to
analyze a large number of loci simultaneously and to identify promising associations [29,30].

All the above mentioned methodologies have their advantages and challenges. Among other
factors, the success of different association methods is heavily influenced by the genetic architectures
of the trait of interest [24,34]. Given the complexity underlying the genetics of quantitative traits,
it is probably not realistic to assume that any one method can retain its statistical power for different
genetic architectures [17,35,36]. Single-SNP based models are still popular [37–41] while the RF
based methods are gaining importance [42]. However, an increasing number of scientists are
recommending the integration of different association methods in order to improve QTL identification
and interpretation [43,44]. In this regard, to bridge the gap between single-SNP and haplotype
based analysis, Zhang et al. [45] used a non-parametric spline based technique to integrate multiple
single-SNP based test statistics into a single test. Furthermore, Zhang et al. [19] as well as Abed
and Belzile [24] suggested the combined usage of single-SNP and multi-SNP methods together for
the identification of a robust set of SNPs associated with the complex phenotypes. To combine the
advantages of machine learning and parametric GWAS analysis, Nguyen et al. [26], Huang et al. [28]
and Schwarz et al. [46] employed a two stage analysis integrating the Random Forests algorithm with
single-SNP models. However, the selection of SNPs in one stage and the analysis of the selected SNP
in the second step may not account for the hidden structure in the data and can result in inflated SNP
effects in the discovery of genotype-phenotype association.

In this study, we propose a framework that mainly focuses on the identification of robust
genotype-phenotype association signals by combining the important SNPs obtained in different
association analyses. For this purpose, we first perform a signal detection strategy using the test
statistic values of single-SNP based GWAS analysis for the detection of QTLs. Second, using a Random
Forests based feature selection technique, we assess the relative importance of SNPs regarding their
association level with the phenotype. Unlike the previous two stage studies [26,28,46], we finally
prioritize the important SNPs within the QTLs to discover the most robust set of markers.

In order to demonstrate the functionality of our framework, we have analysed two different
GWAS (genotype-phenoype) datasets in this study. The first dataset contains the eggshell strength
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(ESS) measured at two different time points during the productive life of chicken and the second
dataset is related to egg weight (EW) in chicken. Our results show that, using our framework, we are
able to identify important novel markers/genes which could provide new insights into the genetic
architecture of these traits.

2. Materials and Methods

2.1. Data Sets

In this study, we have analysed two chicken datasets to detect genotype-phenotype associations
underlying economically important egg quality traits, namely eggshell strength (ESS) and egg
weight (EW).

Dataset 1: The first dataset contains eggshell strength recorded at two time points during the
lifetime of the birds. We have previously used this dataset in Reference [30] to identify the key
regulatory mechanisms governing eggshell strength in chicken. The dataset consists of 892 birds from
six generations of a purebred commercial brown layer line genotyped with the Affymetrix Axiom R©

600 K Chicken Genotyping Array. The corresponding phenotypic data contain de-regressed breeding
values of eggshell breaking strength from individual birds at two different stages of production.
The eggshell strength was measured at the poles of an egg and represents the force in Newton needed
to break the egg. For the first time point, ESS was recorded at the age of 42, 45, and 48 weeks,
while for the second time point, recordings were made at the age of 64 and 68 weeks. Average values
of the recorded breaking strengths at time point 1 (ESS1) and time point 2 (ESS2) were then used
in an animal model for the breeding value estimation. In this analysis, we also used pedigree data
consisting of 40,545 individuals from six generations, in total. The estimated breeding values were
then de-regressed following Garrick et al. [47] to obtain the pseudo-phenotypes that were then used
for the further analysis. To ensure the quality of our data, we filtered the genotypic data to remove
the SNPs having minor allele frequency ≤0.01, genotyping call rate ≤97% and also those deviating
from Hardy–Weinberg equilibrium (p-value < 1 × 10−6). Birds having a SNP call rate smaller than
95% were also removed. Finally, we had 892 animals and 318,513 SNPs for our analyses.

Dataset 2: The second dataset pertains to egg weight recorded in 36 weeks old adult birds.
The dataset has been previously analysed to perform GWAS of age dependent egg weights (EW)
in chicken [48]. The dataset provides genotypes and phenotypes of 1063 birds belonging to a pure
bred line of Rhode Island Red chicken, also genotyped with the Affymetrix Axiom R© 600 K Chicken
Genotyping Array. From the seven age levels analysed in the original study, we re-analysed only
EW at 36 weeks of age as the most significant associations were reported for this trait. The genotypic
data were filtered for SNP call rates, minor allele frequencies and Hardy Weinberg equilibrium using
the same threshold values as given for the first dataset. After filtering, we used 294,705 SNPs and
1036 birds in our analysis.

2.2. Analysis Framework

Our proposed analysis framework consists of six phases to detect important SNPs associated with
phenotypes under study.

Phase 1: Following the study of Liu et al. [48], we perform a GWAS to obtain the association
between single-SNPs and the phenotypes. For this analysis, we first applied a principal component
analysis (PCA) using the independent SNPs obtained after pruning SNPs using the indep-pair-wise
option in PLINK [49] software, with a window size of 25 SNPs, a step of 5 SNPs and a r2 threshold of
0.2. Then we used the top five of those principal components as covariates in the association model
to control for population structure. Next, we performed a GWAS analysis based on the following
univariate linear mixed model implemented in the FaST-Lmm v0.2.31 software [50].

y = Wα + xβ + u + ε. (1)
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In Equation (1), y is the vector of phenotypic values for all individuals; W is the matrix of
covariates; α is a vector of corresponding effects and the intercept; x is the vector of genotypes for
the SNPs tested; β is the effect size of the marker; u is a vector of random polygenic effects with a
covariance structure as u ∼ N(0, KVg), where K represents the genetic relatedness matrix derived
from the SNP markers and Vg is the polygenic additive variance. ε is the vector of random residuals
with ε ∼ N(0, IVe), where I is the identity matrix and Ve is the residual variance component. To test
the value of β for each SNP against the null hypothesis Ho : β = 0, the Wald-test

(
FWald = β̂2/Var(β)

)

was applied. As suggested in Reference [48], the adjusted threshold value was determined using the
simpleM approach [51] to evaluate the significance of individual SNPs. In Figure 1A we exemplarily
show a chromosomal region and its corresponding Wald statistic values.

Phase 2: For the elaboration of association signals embedded in the Wald test statistics, we apply
a cubic smoothing spline on these values. The cubic smoothing spline is a piece-wise defined cubic
function and is based on the same principle as the normal cubic regression. The assumption implicit in
this approach is that the individual association values are observed with noise and that these values
can be considered as estimations of some underlying function g. Given the marker positions in the
genome (xi) and the corresponding association values (yi), the function g is estimated by minimizing
the following expression

S( f ) = ∑{yi − g(xi)}2 + λ
∫

g′′(x)2dx. (2)

In Equation (2), the first part of right hand side represents the residual sum of squares with
the cubic spline function g(xi) being the estimated value of the function g corresponding to SNP i
at chromosomal position xi. The integral represents a roughness penalty controlled by the tunable
parameter λ whose value is determined by cross validation. The penalty controls the trade off between
the conflicting goals of matching the given data and producing a smooth curve [52]. g′′ represents the
second derivative of the sought function with respect to x. The assumption of g being continuous and
twice differentiable leads to its approximability via a cubic smoothing spline [53]. Thus, a continuous
and smooth curve, suitable for the elaboration of the association signals in the test statistic values is
obtained. In Figure 1B,C, we exemplarily show the application of cubic smoothing spline over the
Wald statistics in a small chromosomal region.

Phase 3: For delineation of the obtained association signals in the form of peaks, we determined
the inflection points based on the smoothed values. As the smoothing curve represents a function g(x),
the inflection points indicate the positions, where g′′(x) = 0 and thus the curve changes its curvature.
Hence, the region between two consecutive inflection points having a downward concave form is
regarded as a peak. To this end, the maximum value within a peak is recorded as the height of the
peak. In Figure 1D, we exemplarily show the identified peak regions based on the inflection points.

Phase 4: In order to separate the peak regions having association signals higher than those
arose by chance, we have created a null distribution by permutating the phenotypic data. For the
construction of the null distribution, Phases 1, 2 and 3 have been applied to each permutated dataset
and the maximum peak values were recorded. In our analysis, we permutated the dataset 1000 times.
In the real dataset, we defined a peak region as a QTL if the corresponding peak height exceeds the
95th percentile of the null distribution.

Phase 5: Adopting the strategy from our previous study [30], the Random Forests (RF) algorithm
was used to estimate the relative importance of each SNP (attribute) for the prediction of the response
variable (phenotype). For this purpose, we applied the Boruta algorithm [54] which is a powerful
wrapper for the RF based feature selection approach to assess the importance of SNPs. Consequently,
we obtained a decision for each SNP whether the importance of the SNP is confirmed, rejected or
tentative. In our analysis we only considered SNPs with confirmed importance.

Phase 6: Finally, to prioritize the SNPs which are in the QTLs detected in Phase 4, we use the
important SNPs from Phase 5 and define the SNPs discovered in both Phases as robust SNPs in
our analysis.



Genes 2020, 11, 892 5 of 16

Figure 1. Step by step representation of the peak detection method. (A) Distribution of the test statistic
values along the length of a chromosome segment. (B) The red line indicates the cubic spline fitted on
the test statistic values represented by the black dots. (C) The same cubic spline curve as in B without
points, y-axis rescaled (D) Dashed lines represent the inflection points of the curve. A pair of a left
(blue) and a right (right) inflection point constitute a peak.

2.3. Extraction of the Candidate Genes

We scan the genome to identify the genes corresponding to the robust SNPs using BioMart [55].
Only those genes were considered to have some association with the phenotype that were harboring at
least one of the robust SNPs within its boundaries. The R-script used for this analysis is provided in
Supplementary File S1.

3. Results

In our study, we suggest an analysis framework to improve the power of commonly implemented
GWAS. The overall framework comprises the following steps. First, a linear mixed model (LMM)
based single-SNP GWAS is performed to obtain test statistics representing the strength of association
between each SNP and the phenotype. Second, performing the signal detection strategy by fitting a
cubic smoothing spline on the test statistic values, we identify QTLs. Third, we apply the RF classifier
using the Boruta algorithm to assess the relative importance of SNPs regarding the level of their
association with the phenotype. Finally, the important SNPs are prioritized within those QTLs to
discover a robust set of SNPs associated with the phenotype. Two different GWAS (genotype and
phenoype) datasets related to eggshell strength (ESS) and egg weight (EW) have been analysed using
this framework to demonstrate its functionality.

3.1. Single-SNP Based GWAS Analysis

In order to demonstrate the limited power of conventional single-SNP based GWAS analysis,
we first analysed both datasets using a LMM as suggested for the analysis of egg weight (EW) in the
study of Liu et al. [48]. In the application of LMM, we considered the correction of the population
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stratification and applied the SimpleM method [51] for multiple testing correction. The LMM approach
for eggshell strength (ESS) at time point 1 (ESS1) and time point 2 (ESS2) led to the identification of only
one significant SNP for ESS1 (see Figure 2A,B). Furthermore, the LMM method revealed 43 significant
SNPs for EW (see Figure 2C) on chromosome 1 (GGA1) which were then mapped to three genes
(ITM2B, RCBTB2, RB1).

Figure 2. Manhattan and Q-Q plots corresponding to eggshell strength at time point 1 (ESS1), time point
2 (ESS2) and egg weight at 36 weeks of age (EW36). In Manhattan plots (A–C), the horizontal red
and green lines denote the genome-wide significance (p-value = 1.7× 10−6 for ESS1 and ESS2 and
1.5× 10−6 for EW36) and suggestive significance thresholds (p-value = 3.4× 10−5 for ESS1 and ESS2
3.1× 10−5 for EW), respectively. The −log10 of the observed p-values for each single nucleotide
polymorphism (SNP) is given on the y-axis while its position on a chromosome is given on the x-axis.
In Q-Q plots (D–F) the observed −log10 transformed p-values are plotted against the expected −log10
transformed p-values. GIF stands for genomic inflation factor.

Today it is well known that quantitative traits are influenced by a large number of genes mostly
having small effects. But as shown in Figure 2, many association signals were not strong enough to
reach the significance threshold, thereby their influences on the phenotype are missed.

3.2. Detection of Genotype-Phenotype Association Using the Combined Framework

To identify genes showing weak association signals that remain undetected in the typical GWAS
analysis, we applied our analysis framework to both datasets.
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The analysis of the ESS datasets reveals eight QTLs for ESS1 and five QTLs for ESS2 based on
the signal detection approach. The details of these QTLs are given in Table 1. Interestingly, we found
chromosome 9 (GGA9), 10 (GGA10), 15 (GGA15) and 20 (GGA20) to have QTLs associated with
ESS at both time points. Especially, the QTLs on GGA20 are overlapping and underpin the same
genomic region as associated with ESS at both time points. In addition, the application of the RF
classifier provides 3726 and 1815 SNPs which map to 405 and 253 genes associated with ESS1 and
ESS2, respectively. The lists of these SNPs and their corresponding genes are taken from our previous
study [30]. The investigation of these SNPs in the identified QTLs reveals 158 and 14 robust SNPs
related to ESS1 and ESS2, respectively (the list of the SNPs is given in Table S1).

Of particular interest here is the LD analysis that we performed based on the robust SNPs to further
elaborate their makeup in the identified QTLs. The LD analysis reveals, as expected, that the robust
SNPs inside the QTLs have a remarkably higher level of LD than the surrounding SNPs (see Figure 3A).
To this end, we exemplarily compared the phenotype differences between the genotypes of the top two
SNP (rs315330686, rs314045861) on GGA18. The comparison suggests that for both SNPs, the birds
homozygous for the minor alleles have higher phenotypes than those of the other two genotypes
(Figure 3B,C).

Table 1. Significant peaks as defined in Phase 4 of our analysis framework and corresponding
quantitative trait loci (QTLs) for ESS1 and ESS2.

Chromosome No. of SNPs Start Position End Position No. of Genes Trait

2 204 147,575,318 148,273,465 3 ESS1
9 66 21,762,694 21,953,310 0 ESS1
9 82 21,777,888 22,001,729 0 ESS2

10 75 6,517,673 6,728,897 4 ESS1
10 86 9,922,422 10,054,824 2 ESS1
10 60 10,715,120 10,818,097 3 ESS2
10 61 11,245,585 11,351,799 1 ESS2
12 112 10,948,518 11,227,521 2 ESS1
15 42 4,908,007 5,006,688 7 ESS1
15 43 6,193,090 6,273,778 3 ESS2
18 38 1,722,586 1,836,741 2 ESS1
20 51 7,589,607 7,717,177 1 ESS1
20 46 7,599,368 7,711,505 1 ESS2

The extraction of the genes corresponding to the robust SNPs reveals 14 and 3 genes for ESS1
and ESS2, respectively (the list of the genes is given in Table S1). The functional investigation of
these genes shows that the majority of them were annotated to play essential roles in the transport of
minerals and organic compounds. Seven of these genes, namely ATP6V0A2 (ATPase, H+ Transporting,
Lysosomal V0 Subunit A2), DDX55 (DEAD-Box Helicase 55), DNAH10 (Dynein Axonemal Heavy
Chain 10), GTF2H3 (General Transcription Factor IIH Subunit 3), MYO1E (Unconventional Myosin 1E),
TCTN2 (Tectonic Family Member), and MYH10 (Myosin Heavy Chain 10)), have molecular functions
related to the activity of the ATPase enzyme. Interestingly, in relation to eggshell formation ATPases
have long been known to show intense activity in the cells of shell gland during the synthesis of
eggshell [56]. Furthermore, CHRNA7 (Cholinergic Receptor Nicotinic Alpha 7 Subunit), is associated
with the transport of ions, especially calcium ions. The other main function performed by the
identified genes includes cell morphogenesis which ensures the homeostasis of tissues involved
in the development of eggshell [57,58]. The genes that play a role in this process include NDEL1
(NudE Neurodevelopment Protein 1 Like 1), ADGRB1 (Adhesion G Protein-Coupled Receptor B1),
THSD4 (Thrombospondin Type 1 Domain Containing 4) and EIF2B1 (Eukaryotic Translation Initiation
Factor 2B Subunit Alpha).

Among the genes found to be associated with ESS2, TRPM7 (Transient Receptor Potential Cation
Channel Subfamily M Member 7) and BNC1 (Basonuclin 1) have functions related to the homeostasis
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of ions in the cell. On the other hand, the CDH4 (Cadherin-4) gene that was found for both ESS1 and
ESS2 encodes for R-cadherin/cadherin-4 which are single-chain integral membrane glycoproteins
and mediate calcium-dependent cell—cell adhesion. Reduced levels of these cell adhesion molecules
lead to the age-related decline in tissue homeostasis [59]. Along with other members of the cadherin
superfamily, R-cadherins play roles in cell differentiation in a variety of tissues including bones,
kidneys and uterus [60–63].

Figure 3. Plot representing a genomic region on chromosome 18 which is in association with eggshell
strength at time point 1 (ESS1). (A) Plot representing the linkage disequilibrium (LD) structure inside
and around a significant peak. The dotted red lines depict the boundaries of the peak. Each point
represents a single nucleotide polymorphism (SNP) and the color shows the strength of LD between
the top SNP inside the peak and the SNP surrounding it. The diamond shape points inside the peak
depict the robust SNPs. The X-axis contains the SNP positions on the chromosome while the y-axis
depicts the Wald statistic values obtained from the single-SNP based genome wide association study
(GWAS) analysis. (B,C) The effects of different genotypes of the two leading SNPs identified in the
combined framework for ESS and their significance (∗∗ p < 0.01, ∗∗∗ p < 0.001).

The analysis of the EW dataset resulted in the detection of eleven QTLs including the one revealed
on chromosome 1 (GGA1) in the original study [48]. The additional QTLs were found on chromosomes
4 (GGA4), 12 (GGA12), 13 (GGA13), 14 (GGA14), 15 (GGA15) and 18 (GGA18). The details of these
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eleven QTLs are summarized in the Table 2. Remarkably, there is no overlap between the QTLs
observed for EW and ESS. The application of the RF classifier on this dataset provides a list of 753
important SNPs. A closer look at these SNPs points out that 145 of them (including 41 SNP identified
in the original study [48]) are defined to be robust SNPs due to their genomic positions within the
QTLs (the list of the SNPs is given in Table S1). Similar to the analysis of the ESS dataset, LD analysis
based on the EW dataset also demonstrates the presence of strong linkage between robust SNPs.

Table 2. Significant peaks as defined in Phase 4 of our analysis framework and corresponding QTLs
for EW.

Chromosome No. of SNPs Start Position End Position No. of Genes

1 304 167,931,038 169,505,140 25
4 205 17,189,770 18,080,445 9
4 143 21,319,808 21,849,558 3
4 136 77,317,446 78,081,369 4

12 39 2,849,562 3,010,032 7
13 49 8,495,533 8,608,578 6
14 58 7,023,793 7,188,250 4
15 41 11,193,342 11,309,808 8
15 35 11,419,957 11,514,516 3
18 30 1,057,714 1,136,220 1
18 28 1,179,899 1,238,583 0

The extraction of the genes associated with the robust SNPs related to EW results in the
determination of 16 genes (the list is given in Table S1). Despite no overlap between the QTLs
identified for ESS and EW, a variety of genes are involved in the same biological functions.
Especially, many of the genes have their functions annotated to trans-membrane transportation
of minerals and proteins. In this regard, genes including SCNN1G (Sodium Channel Epithelial 1
Subunit Gamma), AFAP1L1 (Actin Filament Associated Protein 1 Like 1), CD99L2 (CD99 Molecule
Like 2), GPR50 (G Protein-Coupled Receptor 50), GRIA2 (Glutamate Ionotropic Receptor AMPA Type
Subunit), GRPEL2 (GGrpE Like 2, Mitochondrial), HS3ST4 (SH3 Domain And Tetratricopeptide
Repeats 2), ITM2B (Integral Membrane Protein 2B), MED4 (Mediator Complex Subunit 4),
MTMR1 (Myotubularin Related Protein 1) and SH3TC2 (SH3 Domain And Tetratricopeptide
Repeats 2) encode proteins that are part of cell membranes. By regulating the transport of ingredients
for the egg development they can play a role in the determination of EW. More importantly, the
SCNN1G encodes a non-voltage gated sodium channel to ensure the trans-membrane transportation
of sodium ions. Higher expression of this gene during egg formation has been reported to play
an important role in the determination of eggshell quality [64]. Similarly, the GRIA2 gene product
functions as ligand-activated cation channel that allows the trans-membrane transportation of different
ions. On the other hand, genes like RCBTB2 (RCC1 and BTB Domain Containing Protein 2) and
TBC1D8B (TBC1 Domain Family Member 8B) can play a role in the regulation of these transportation
channels. Functional annotations of RB1 (Retinoblastoma Transcriptional Corepressor 1) and
MED4 genes are related to nuclear hormone receptor binding, a process principally involved in
mineral metabolism. In particular, the MED4 encoded protein is a component of the vitamin D
receptor-interacting protein complex that has been shown to contribute critically for the regulation of
calcium absorption in the intestine [65]. The regulation of the intra-cellular protein transport and the
cellular protein localization are biological functions performed by the ABLIM3 (Actin Binding LIM
Protein Family Member 3) gene.
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Figure 4. Plot representing three genomic regions on chromosome 4 in association with egg weight
(EW). (A) Plot representing the LD structure inside and around the significant peaks. The dotted red
lines depict the boundaries of the peaks. Each point represents a SNP and the color shows the strength
of linkage disequilibrium (LD) between the top single nucleotide polymorphisms (SNPs) inside each
peak and the surrounding SNPs. The diamond shape points inside the peak depict the robust SNPs.
The X-axis contains the SNP positions on the chromosome while the y-axis depicts the Wald statistic
values obtained from single-SNP based GWAS analysis. ((B–D) The effects of different genotypes of
the three leading SNPs identified for EW and their significance (∗∗ p < 0.01, ∗∗∗ p < 0.001)).

4. Discussion

Deciphering genotype-phenotype associations for quantitative traits still remains challenging
due to the weak contribution of many individual SNPs to the phenotype. To address this problem,
several approaches including single-SNP or multiple-SNP based models have been developed [18].
The worth of single-SNP models is well testified by the repertoire of genes related to a variety of traits
that has been discovered using these models [2]. However, for quantitative traits where a multitude of
genes may act in concert to confer a particular phenotypic value to an individual, the power of these
single-SNP based models is limited [4,6,30,66]. Multi-SNP models are potentially more competent
for the detection of smaller effects, but mostly require a prior distribution of SNP effects that is not
known for most of the traits while for some traits they may not even follow a strict distribution [18,67].
To overcome these limitations, combining single-SNP based statistics over a genomic region to test
its association with the trait has been the method of choice for many scientists [68–71]. In this regard,
Beissinger et al. [72] show the superiority of cubic smoothing spline techniques over some other
methods to combine single-SNP based statistics for the discovery of selection signatures. Furthermore,
Zhang et al. [45] have praised the utility of spline based techniques to integrate association statistics in
order to identify the causal alleles. However, these methods do not provide a clear framework that can
be used to identify genomic regions with subtle effects on the phenotypes in samples with family or
population structures.

With the growing application of machine learning algorithms in the field of genomics,
their application to ascertain the genotype-phenotype association is gaining importance. Contrary to
traditional multi-SNP models, machine learning methods do not require any prior assumptions about
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the genetic architecture of traits. In our recent study [30], we successfully applied an RF classifier to
the ESS dataset to assess the importance of SNPs and identified large numbers of genes associated
with eggshell strength at two different production stages. Despite the success of the RF classifiers
in association analysis, there is still a need to prioritize the identified genes to recognize the genes
having most robust association with the phenotype. This prioritization constitutes a means to delve
deeper into the functioning of the individual genes to understand their marginal influences on the
manifestation of the phenotype differences among the samples. For this purpose, we investigated
genes within the QTLs that have association signals higher than expected by chance. The identification
of QTLs is a fundamental step in our study which we have performed using a splines based strategy
in several phases. Unlike previous studies [45,72], using this technique we harness the association
signals, in order to detect the genomic regions harbouring genes potentially playing roles in the
phenotype manifestation.

Our results show that the determination of QTLs by our signal detection approach and then the
prioritization of SNPs within these QTLs (called robust SNPs), can lead to the discovery of genes which
despite having association to the phenotypes, remain undetected in the typical GWAS. Especially,
the combined usage of both methods (RF and signal detection) not only identify the QTLs having
small effects but also helps to identify the SNPs in those QTLs that had their association value higher
than expected by chance. (see Figures 3A and 4A). Moreover, the LD based on the robust SNPs
(Figures 3A and 4A) supports us, on the one hand, to monitor their strong mutual correlation which
is crucial to explain the genetic makeup of the underlying QTLs. On the other hand, it further
substantiates our idea regarding the presence of signals which are caused by the strong LD in the QTLs
and embedded in the association statistics.

Although both of the traits analysed in this study were related to egg quality, the identified genes
are distinct for ESS and EW in this study. This distinction was expected as the chickens genotyped
in the two datasets have different genetic backgrounds. Remarkably, however some of these genes
are involved in the same biological function related to transmembrane transportation of elements
including minerals and organic compounds. Further, the majority of the ESS1 related genes are
responsible for the availability of calcium (Ca2+) and bicarbonate (HCO3−) which are prerequisites for
eggshell mineralization in the uterus part of the oviduct. These ions are supplied in large amounts
via trans-epithelial transport in the uterus, for which ion channels, ion pumps and ion exchangers
are required [73]. This function is mainly regulated by ATPase, an enzyme which is implicated in
this process through several genes which were identified in this analysis for ESS. The ATPase enzyme
decomposes ATP into ADP to release the energy required to perform energy intensive tasks by the
cell. Regarding eggshell formation, ATPases have long been known to influence the microvilli of the
tubular cells of the shell gland during the process of eggshell formation [56]. Similarly, inhibition of
ATPase from the shell glands has been demonstrated to cause the thinning of the eggshell due to the
inhibition of the calcium transport across the shell gland epithelium which is known to be an energy
expensive process [74]. The hydrogen potassium ATPase maintains a certain pH level of the uterine
fluid during the eggshell formation by acting as a pump to transfer the hydrogen ions (H+) from the
uterine cell of chicken to plasma. In this regard, two paralogs (ATP6V1B, ATP6V1C2) of the ATP6V0A2
gene found in our study have been previously reported to transfer hydrogen ion from chicken uterine
cells to blood plasma during the process of egg calcification [73,75]. When integrated into biological
membranes, the so-called transmembrane ATPases take part in the transportation of metabolites across
the membranes [76]. Transmembrane ATPases exchange many metabolites across the membranes and
provide the necessary environment for activities of the cell [77]. Similarly, genes discovered for EW
encode cell membrane proteins which can act as channels for the transportation of minerals as well
as proteins. Among these, one of the most important channel protein is encoded by the SCNN1G.
This gene belongs to the sodium channel gene family. Many members of this gene family are known to
affect egg weight as well as other egg quality traits [64].
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The other important functional category that many of the genes related to ESS could be linked
to is cell morphogenesis. Previous studies presenting the transcriptome profile of different segments
of the chicken oviduct have also reported a large number of genes annotated for functions related to
morphogenesis [73,78,79]. It is also important to note the difference in genes identified for ESS1 and
ESS2. It depicts the change in the genetic and environmental components of the phenotypic variance
over age which has been previously reported for other complex traits [80,81]. Given all these results,
our suggested framework is capable of highlighting the important genes within the QTLs having
moderate to small effects. The availability of larger datasets can further improve the power of this
framework to detect novel QTLs. Furthermore, well established polygenic approaches can also be
integrated in this framework for the discovery of even robust associations. On top of that, our strategy
is complementary to our previous study in which we performed a RF based feature selection technique
for genotype-phenotype association.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4425/11/8/892/s1,
Script S1: R-script for analysis of SNPs and for the extraction of corresponding genes, Table S1: The list of important
SNPs and genes, Figure S1: Venn diagrams showing the overlap between the SNPs identified using our signal
detection approach and those identified as important by a Random Forests classifier.
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A.3. R-script to implement signal detection strategy.



R-Script for signal detection analysis

#Specify type of data that is read in. One string without spaces

type <- "Real" # Both Real and permutated data can be used. Will be used in output file
#type <- "Permutated"

inFile <- "Realdata.assoc"
outFile <- "Peaks.txt"

cat("Reading in data set", inFile, "\n")
D <- read.table(file = inFile, header = TRUE)

cat("Dataset read in!\n")
cat("Type of data:\t", type, "\n")

#Pull out chromosomes
chromosomes <- unique(D$Chromosome)
chromosomes <- sort(chromosomes, decreasing = F)
#number of chromosomes
n.chr <- length(chromosomes)

GlobalListOfCandidatePeaks <- c()

for(i in 1 : n.chr)
{

#Consider just one chromosome
chr <- chromosomes[i]
cat("Treating chromosome:\t", chr, "\n")

D.aux <- subset(D, Chromosome == i)

#make sure the entries are ordered with increasing BP
o <- order(D.aux$Position, decreasing = F)
D.aux <- D.aux[o,]

#number of SNPs in this chromosome
n.snp <- nrow(D.aux)

cat("Number of SNPs on this chromosome:\t", n.snp, "\n")

#Plot to get first impression. Change WaldStat to whatever the test statistic is called
plot(D.aux$Position, D.aux$WaldStat, xlab = "Position (bp)", ylab ="WaldStat-value",

main = paste("Chromosome", i, sep = " "))

#Apply spline smoother, cv = FALSE specifies the generalized’ cross-validation

1



splineSmoo <- smooth.spline(x = D.aux$Position, y = D.aux$WaldStat, cv = FALSE)
lines(x = splineSmoo$x, y = splineSmoo$y, col = "red")

#Spline smoothed curve consists of how many point pairs?
n.splinesmoo <- length(splineSmoo$x)

#Now make the derivates
#First derivative
firstDeriv.y <- diff(splineSmoo$y) / diff(splineSmoo$x)
firstDeriv.x <- splineSmoo$x[-length(splineSmoo$x)] #Kick out last value
#Second derivative
secondDeriv.y <- diff(firstDeriv.y) / diff(firstDeriv.x)
#Kick out first and last x-Value. One value is lost in every derivative
secondDeriv.x <- splineSmoo$x[-c(1, length(splineSmoo$x))]

SecondDerivative <- c(NA, secondDeriv.y, NA)
FirstDerivative <- c(firstDeriv.y, NA)

A <- data.frame(BP = splineSmoo$x,
FunctionValue = splineSmoo$y,
FirstDerivative = FirstDerivative,
SecondDerivative = SecondDerivative)

A1 <- D.aux[D.aux$Position %in% A$BP, ]

A <- cbind(A1$SNP, A)

InflectionPoint <- (A$SecondDerivative[-1] > 0) * (A$SecondDerivative[-nrow(A)] < 0) |
(A$SecondDerivative[-1] < 0) * (A$SecondDerivative[-nrow(A)] > 0)

InflectionPoint <- c(InflectionPoint, NA)
infl <- c(FALSE, diff(diff(splineSmoo$y)>0)!=0, FALSE)
A1 <- cbind(A, infl)
A <- cbind(A, InflectionPoint)

n <- nrow(A)
LeftBorder <- vector(length = n, mode = "logical")
RightBorder <- vector(length = n, mode = "logical")

for(j in 2 : (n - 1))
{

if(!is.na(A$InflectionPoint[j]) && A$InflectionPoint[j] == TRUE &&
(A$FunctionValue[j - 1] < A$FunctionValue[j + 1]))

{
LeftBorder[j] <- TRUE

}
if(!is.na(A$InflectionPoint[j]) && A$InflectionPoint[j] == TRUE &&

(A$FunctionValue[j - 1] > A$FunctionValue[j + 1]))
{

RightBorder[j] <- TRUE
}

}
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A <- cbind(A, LeftBorder, RightBorder)

pos.l <- A[A$LeftBorder == TRUE,]$BP
abline(v = pos.l, col = "red")

pos.r <- A[A$RightBorder == TRUE,]$BP
abline(v = pos.r, col = "blue")

#Confirmation. A left border and the next right border form a peak.
#If a left border is followed by a left border it is disqualified

#Start confirmation process at left border with the smallest position (leftmost)
#First border must be left
start <- min(subset(A, LeftBorder == TRUE)$BP)

#Last border must be right
end <- max(subset(A, RightBorder == TRUE)$BP)
B <- subset(A, BP >= start & BP <= end & InflectionPoint == TRUE)

n.borders <- nrow(B)

Confirmation <- vector(length = n.borders, mode = "logical")
is.na(Confirmation) <- TRUE

for(j in 1 : n.borders)
{

if(j == 1)
{

if( B[j, ]$LeftBorder == TRUE && B[j + 1, ]$LeftBorder == FALSE )
{ Confirmation[j] <- TRUE }

else{ Confirmation[j] <- FALSE }

}
else if(j > 1 || j < n.borders)
{

if( ( B[j, ]$LeftBorder == TRUE && B[j + 1, ]$LeftBorder == FALSE ) ||
( B[j, ]$RightBorder == TRUE && B[j - 1, ]$RightBorder == FALSE ))

{ Confirmation[j] <- TRUE }
else { Confirmation[j] <- FALSE }

}
else
{

if( B[j, ]$RightBorder == TRUE && B[j + -1, ]$RightBorder == FALSE )
{ Confirmation[j] <- TRUE }

else { Confirmation[j] <- FALSE }
}

}

B <- cbind(B, Confirmation)

ConfirmedPeaks <- B[B$Confirmation,]
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#The last border must be a right border
#If this is not the case throw out the last entry

if(ConfirmedPeaks[nrow(ConfirmedPeaks),]$RightBorder == FALSE)
{

ConfirmedPeaks <- ConfirmedPeaks[-nrow(ConfirmedPeaks),]
}

#Assign peak numbers

ConfirmedPeaks$Peak <- ceiling((1 : nrow(ConfirmedPeaks)) / 2)
n.confirmedPeaks <- max(ConfirmedPeaks$Peak)

#Draw confirmed borders with fat lines

pos.l <- ConfirmedPeaks[ConfirmedPeaks$LeftBorder == TRUE,]$BP
abline(v = pos.l, col = "red", lwd = 2)

pos.r <- ConfirmedPeaks[ConfirmedPeaks$RightBorder == TRUE,]$BP
abline(v = pos.r, col = "blue", lwd = 2)

#Draw the peaks and determine height

Peaks <- vector(length = n.confirmedPeaks)
Height <- vector(length = n.confirmedPeaks)
Pos.left <- vector(length = n.confirmedPeaks)
Pos.right <- vector(length = n.confirmedPeaks)
Chr <- vector(length = n.confirmedPeaks)
NoSNP <- vector(length = n.confirmedPeaks)
iSNP <- vector(length = n.confirmedPeaks)
lSNP <- vector(length = n.confirmedPeaks)

for(j in 1 : n.confirmedPeaks)
{

Peaks[j] <- j
bp.left <- subset(ConfirmedPeaks, Peak == j)$BP[1]
bp.right <- subset(ConfirmedPeaks, Peak == j)$BP[2]

SNPS <- D.aux[D.aux$Position >= bp.left & D.aux$Position <= bp.right, ]
NoSNP[j] <- nrow(SNPS)
iSNP[j] <- as.vector(SNPS$SNP[1])
lSNP[j] <- as.vector(SNPS$SNP[nrow(SNPS)])
Pos.left[j] <- bp.left
Pos.right[j] <- bp.right
Chr[j] <- chr

x.coord <- subset(A, BP >= bp.left & BP <= bp.right)$BP
y.coord <- subset(A, BP >= bp.left & BP <= bp.right)$FunctionValue

peak.height <- max(y.coord)
Height[j] <- peak.height

x.coord <- c(x.coord[1], x.coord, x.coord[length(x.coord)])
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y.coord <- c(0, y.coord, 0)
polygon(x = x.coord, y = y.coord, col = 'red')

}

ListOfCandidatePeaks <- data.frame(Peak = Peaks, NSNP = NoSNP, InitialSNP = iSNP,
lastSNP = lSNP, Height = Height, Pos.left = Pos.left,
Pos.right = Pos.right, Chr = Chr)

GlobalListOfCandidatePeaks <- rbind(GlobalListOfCandidatePeaks, ListOfCandidatePeaks)

}

Type <- rep(type, nrow(GlobalListOfCandidatePeaks))

GlobalListOfCandidatePeaks <- cbind(GlobalListOfCandidatePeaks, Type)

write.table(file = outFile, x = GlobalListOfCandidatePeaks, quote = F,
row.names = F, sep = "\t")
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A.4. R-script to extract the list of genes corresponding to the
important SNPs.



R-Script for extraction of genes corresponding to the important
SNP from Ensembl database using Biomart

#####################################################################################
########## Script to get genes corresponding to a set of SNPSs ######################
#####################################################################################

#### Required packages ####
library(data.table)
library(dplyr)
library(biomaRt)

#### Reading in the data frame containing SNPs and their chromosomal positions ####

df <- read.table("/Home/faisal/PeakDetection/RealData/VarImportantES1.txt", header = T)

#### Getting the information on all the chicken genes available on Ensembl #####

ensembl = useMart("ensembl",dataset="ggallus_gene_ensembl")
attribute_list = c("ensembl_gene_id","chromosome_name","strand",

"start_position","end_position","gene_biotype","external_gene_name")
gene_info = getBM(attributes=attribute_list, mart = ensembl)

gene_info = data.table(gene_info)
gene_info$chromosome_name = as.character(gene_info$chromosome_name)

setkey(gene_info,chromosome_name,start_position,end_position)

df = data.table(df)
df$Chromosome = as.character(df$Chromosome)

##### A left and right boundy around every SNPs can be attached

df$Pos.left <- df$Position #### position of the SNPs on the chromosome
df$Pos.right <- df$Position

setkey(df,Chromosome, Pos.left, Pos.right)

Finalgenes = foverlaps(gene_info,df) %>% na.omit
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