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CHAPTER 1

Introduction

1.1 Motivation

Like all economic actors, firms continuously need to adjust to changes of the envi-
ronment they are operating in. These factors include not only global phenomena like
internationalization of trade (Amiti and Konings 2007, Conconi et al. 2016, Bonfiglioli
et al. 2019) or increasing foreign direct investment (FDI) (Javorcik and Poelhekke 2017,
Lu et al. 2017), growing importance of automation (Acemoglu and Restrepo 2019) and
climate change (Zhang et al. 2018, Somanathan et al. 2021), but also more localized fac-
tors like changes in national policy (Harrison and Rodríguez-Clare 2010, Martin et al.
2017) or natural disasters (de Mel et al. 2012, Zhou and Botzen 2021). Theoretical mod-
els of heterogeneous firms (e.g., Melitz 2003) predict that the least productive firms
fail to meet these challenges of adjustment and exit markets due to competitive pres-
sure. Only sufficiently productive companies adapt themselves to new conditions and
manage to stay in business.

Firms produce goods or provide services that are consumed within the economy. At
the same time, they generate demand for input factors. By that, they create employ-
ment that constitutes an essential source of income to the local population, and provide
investment opportunities for capital owners. Over the past decades, some corporations
have even become global players with branches all over the world. These multina-
tional enterprises (MNEs) use direct investments in foreign countries to open up new
markets and save the trade costs of exporting. Oftentimes, MNEs generate revenues
that exceed the gross domestic product (GDP) of the countries they are operating in
(Zingales 2017). But also small and medium-sized enterprises (SMEs) are highly rele-
vant in national economies, as they still account for every second job in formal labor
markets of developing countries on average (Ayyagari et al. 2011). At the same time,
small firms also employ a large majority of informal workers in developing countries
(McCaig and Pavcnik 2018).

Given the pivotal role and immense importance of firms in the world economy, any
policy change or external shock may not only affect firms directly (Amiti and Kon-
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Chapter 1. Introduction

ings 2007, Hanna 2010, Zhang et al. 2018), but also has an indirect impact on input
factor markets (Autor et al. 2013, Gopinath et al. 2017, McCaig and Pavcnik 2018), eco-
nomic development (Kline and Moretti 2014, OECD 2017) and innovation (Amiti and
Khandelwal 2013, Lin et al. 2021) of a country. Therefore, a better understanding of
the underlying dynamics of the firms’ adjustment to policy reforms or environmental
changes is crucial not only for firms and their shareholders, but also for policy makers.

This thesis looks at manufacturing firm dynamics in three particular settings. First, it
presents evidence for productivity drops and input factor adjustments due to rising
temperatures as a result of climate change. With global warming being among the
“most pressing issues of our time” (United Nations 2017), learning about its impact on
firms is important to get a more complete picture of its economic consequences. Sec-
ond, this thesis adds to the understanding of FDI productivity spillovers among man-
ufacturing firms by splitting vertical spillovers across industries depending on their
sectoral distance. The results indicate that the size of FDI spillovers hinges on whether
foreign and domestic firms are direct competitors, and the ability of local enterprises
to absorb new technology from MNEs. Third, this thesis shows that the regulation and
restriction of FDI flows directly result in productivity drops among firms through a
substitution of more productive foreign capital with inferior domestic capital. Even
though firms are able to avoid general capital shortages, the findings highlight the
tremendous importance of FDI for the international competitiveness of the local econ-
omy. Forth, the effects of the latter FDI regulation are also tested in the context of
regional dynamics on local labor markets, finding that a higher regulatory penetration
leads to sizable positive employment spillovers in both the manufacturing and the ser-
vice sector.

All chapters of the thesis are based on empirical analyses using micro data from In-
donesia. As Southeast Asia’s largest economy and the fourth most populated country
in the world, Indonesia offers great opportunities to look into the effects of tempera-
ture, foreign investment or FDI regulation on firm dynamics. On the one hand, there
is a very diverse industrial landscape that draws on an abundance of both human and
natural resources (Blalock and Gertler 2008). On the other hand, data availability is
exceptionally good compared to other developing countries. This allows for relatively
disaggregated analyses of firm dynamics (cf. Amiti and Konings 2007, Xie 2019) and
regional development (cf. Kis-Katos and Sparrow 2015, Cisneros et al. 2021).

The empirical analysis of this thesis relies on three main data sources. First, it uses
an annual firm census of medium-sized and large plants operating in the manufac-
turing sector (Survei Industri).1 The data feature a wide range of firm information

1 Throughout the thesis, the concept of plant and firm will be used interchangeably, as the data do not
allow for identification of multi-plant corporations.
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on sales, employment or capital stocks, but also include granular information on its
main product and location.2 The analysis is complemented with yearly labor mar-
ket and household surveys on individuals (Susenas and Sakernas). Most importantly,
individual-level data allow to consistently retrieve yearly population and employment
figures among socio-economic groups on the second level of administrative subdivi-
sions (kabupaten/kotamadya, hereafter called districts). The analysis of this thesis also
draws from two waves of the national Economic Census (Sensus Ekonomi) which is
conducted every ten years and consistently reports employment and district informa-
tion for the universe of all firms in the manufacturing and service sector.

1.2 Research agenda

Chapters 2 to 5 of this thesis are based on four individual empirical studies. Each
study’s title as well as a complete list of co-authors are provided in footnotes. An
overview of each co-author’s contribution to the respective study can be found in chap-
ter E.

Heat and firm outcomes

One of the key challenges of the twenty-first century are the consequences of climate
change. There is a very rich and rapidly growing body of literature in economics in-
vestigating the ramifications of heat on health (e.g., Kjellstrom et al. 2009, Barreca et al.
2016), individual behavior (e.g., Graff Zivin and Neidell 2014), energy demand (e.g.
Wolfram et al. 2012, Gertler et al. 2016), agricultural yields (e.g., Schlenker and Roberts
2009, Colmer 2021), and firm outcomes (e.g., Zhang et al. 2018, Somanathan et al. 2021).
However, there is little evidence on the effects of heat waves on firm outcomes for In-
donesia, with the notable exception of Xie (2019) who looks at firm exit in response to
increasing average temperature. A better understanding of the heat effects on Indone-
sian firms is particularly important because most existing studies focus on countries
that expand over several climate zones. Indonesia offers a great opportunity to check
whether previous results hold when looking at firms in the tropical climate zone only.

In the second chapter of this thesis, we therefore aim to fill this gap by looking into
the effects of rising temperature on firm output, inputs and productivity.3 Heat may
affect firms through various channels. First, high temperatures can result in lower pro-
ductivity of workers due to a reduced thermal comfort, impaired cognitive function

2 See Márquez-Ramos (2021) for an overview of the data and related studies.
3 The study “Heat and firm productivity: Evidence from Indonesia’s manufacturing sector” is co-
authored by Sebastian Renner and Enrica de Cian.
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and fatigue (Graff Zivin and Neidell 2014). Similarly, extreme temperature may also
affect the proper functioning of machinery once cooling devices are stretched to their
limits (Day et al. 2019). At the same time, firms can offset potential negative produc-
tivity effects by accommodating their factor inputs. For instance, a firm can hire more
workers to counteract declining labor productivity, or investments can be put into new
machinery or air conditioning (Zhang et al. 2018).

Our estimation strategy makes use of a bin regression design (Deschênes and Green-
stone 2011), thereby exploiting year-to-year variation in the number of heat days to es-
timate the impact of high temperature on firm outcomes. As more urbanized regions
heat up more rapidly (urban heat islands, Oke 1973), the empirical strategy further al-
lows for differential effects within rural and urban districts. Our results confirm the
existence of urban heat islands and show stronger effects for firms in more densely
populated districts. Heat predominantly reduces capital productivity, but firms in-
crease both capital stocks and employment to compensate for productivity losses. In
consequence, output does not react to rising temperatures. A heterogeneity analysis
reveals that especially under-electrified firms suffer from the consequences of global
warming. Electricity usage for cooling devices, however, is positively associated with
temperature only in rural areas, whereas no clear pattern is found for urban firms.

FDI and productivity spillovers

Chapter 3 looks into the firm-level effects of FDI spillovers.4 In the developing coun-
try context, FDI is considered to be a main factor to realize economic development
and to increase productivity through various channels (Newman et al. 2015). First,
foreign capital directly alleviates potential financial restrictions in the receiving econ-
omy. Second, MNEs are expected to introduce new technologies and non-tangible as-
sets like managerial skills which directly benefit the receiving domestic firms (Aitken
and Harrison 1999). Partly foreign-owned enterprises thus are typically more pro-
ductive and also more capital intensive compared to purely domestic firms (Harrison
and Rodríguez-Clare 2010). Third, this new knowledge may also generate productiv-
ity spillovers to other firms either horizontally within the same industry or vertically
across industries (Javorcik 2004, Fons-Rosen et al. 2017). FDI spillovers may either oc-
cur due to technology leakage from MNEs to domestic firms or voluntary sharing of
knowledge with domestic suppliers. At the same time, the presence of MNEs may lead
to increased competition on the domestic market, thereby forcing less productive firms
to either become more productive or exit the market (Blalock and Gertler 2008).

In the chapter, I show that the nature of these productivity spillovers depends on two
4 The note “What happens to FDI spillovers when input-output tables go granular?” is single-authored
and forthcoming in Economics Bulletin.
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opposing mechanisms related to the sectoral distance between firms. On the one hand,
MNEs are more willing to share technology with non-direct competitors in more dis-
tant supplying industries which should lead to stronger positive spillovers to firms
in different industries and sectors. On the other hand, a successful adoption of new
technology is easier for firms that operate in closer industries already using similar
production processes (Fons-Rosen et al. 2017). According to the latter mechanism, the
positive productivity spillover thus might be declining with industrial distance. By
using disaggregated input-output (IO) tables on three-digit industry level to proxy for
FDI spillovers, I am able to disentangle these two differential channels, which cannot
be otherwise achieved using aggregated IO tables. My findings lean support to both
more technology sharing among firms which are not directly competing with one an-
other and lower costs of adaption for firms with closer industrial ties to the MNE. This
highlights the importance of granular measurement of industrial linkages, as more ag-
gregated IO tables would have masked this effect heterogeneity.

FDI regulation and firm productivity

National governments often have incentives to protect their economies from both in-
ternational trade and FDI (Gawande and Krishna 2003). Among the protectionist ar-
guments are the guarding of infant industries or the creation of national champions.
Protectionist policies, however, are also often driven by lobbyist motives of industries
and other interest groups (cf. Grossman and Helpman 1994). At the same time, pro-
tectionism disturbs free trade and capital flows and may result is substantial economic
costs as well as welfare reductions, not only for trade partners but also the domestic
economy (Feenstra 1992, Kee et al. 2013, Fajgelbaum et al. 2020).

The remaining two chapters of this thesis present evidence from the introduction of an
FDI regulating policy in Indonesia. The negative investment list (NIL) was first intro-
duced in 2000 and has been repeatedly revised over the last two decades. It includes
FDI inflow restrictions that range from licensing requirements to complete FDI bans,
and is issued at the granular five-digit product level.

Chapter 4 examines the response of firms to FDI regulation using the Indonesian man-
ufacturing firm census of medium-sized and large enterprises.5 There are only a few
studies investigating the direct effects of regulation on firm outcomes. These studies
show a negative link between aggregate measures of policy restrictiveness and produc-
tivity at either sectoral (Bourlès et al. 2013) or firm level (Duggan et al. 2013). Closest
related to our study, Eppinger and Ma (2019) find a positive effect of FDI de-regulation

5 The study “Foreign investment regulation and firm productivity: Granular evidence from Indonesia”
is co-authored by Krisztina Kis-Katos and currently in the revision process at the Journal of Comparative
Economics.
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on Chinese firms’ productivity. It remains unclear, however, whether the effect of reg-
ulatory tightening in Indonesia is symmetric to de-regulation in the Chinese context.
Given the evidence of positive productivity spillovers from FDI in chapter 3, however,
it intuitively makes sense to expect a negative impact of FDI regulation on firm pro-
ductivity.

To fill this gap in the literature, our empirical strategy starts with looking into the polit-
ical economy of the NIL. Anecdotal evidence suggests that the Indonesian government
was motivated by national interests to protect industries from international competi-
tion and merge-and-acquisition activity. We find that sectoral exposure to the presence
of state-owned firms or recent privatization are the strongest predictors of subsequent
increases of regulation. In the main analysis, we then control for the identified drivers
of regulation to alleviate endogeneity concerns. Additionally, we also include a set of
fixed effects and flexibly allow for differential trends with respect to initial product and
firm characteristics to come closer to a causal identification of the regulatory impact.

The results document a robust negative effect of FDI regulation on firm productiv-
ity. At the same time, foreign capital shares also decline with regulation, but are fully
compensated by increases in domestic capital. This suggests either a less efficient allo-
cation or a lower technological content of domestic capital. Meanwhile, we do not find
evidence of symmetric effects of regulation and de-regulation since there is no imme-
diate positive productivity response to de-regulation. By that, this study is among the
first to exploit fine grained variation in FDI regulation within a developing country.
In contrast to previous studies which mainly focused on de-regulation (Eppinger and
Ma 2019), we are able to measure direct firm exposure to a tightening of FDI regula-
tion and link it to declines in firm productivity, most likely driven by changing capital
composition.

FDI regulation and local labor markets

Despite the strong effect of FDI regulation on the firms’ capital structure and produc-
tivity, the analysis in chapter 4 does not find a statistically meaningful impact on firm
employment and wages per worker. Especially the latter result seems to be at odds
with the consistent finding in the literature that MNEs pay higher wages compared
to their local competitors (Harrison and Rodríguez-Clare 2010, Amiti and Davis 2012),
and shows that FDI regulation does not just symmetrically invert the effect of foreign
ownership. However, the NIL may still have an impact on labor market outcomes on
a more aggregate level. While the manufacturing firm census only allows to look at
employment in medium-sized and large manufacturing enterprises, it is possible that
a more protectionist environment generates additional labor demand in smaller, po-
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tentially informal, manufacturing enterprises due to reduced foreign competition. At
the same time, contrary to MNEs, domestic regulated firms may not be able to provide
all required services in-house. This may result in an increased demand for domestic
services and potentially creates employment spillovers in other parts of the economy
as well.

Chapter 5 therefore exploits employment data from both the Economic Census and
household surveys to look into the effect of the NIL on local labor markets.6 A series of
studies has documented overall negative employment and wage effects from import
competition (Autor et al. 2013, Dix-Carneiro and Kovak 2017). However, there are not
many studies linking FDI presence to labor markets at the region level (e.g., Feenstra
and Hanson 1997, Axarloglou and Pournarakis 2007, McLaren and Yoo 2017). These
approaches face the challenge that the location decision of foreign investors is endoge-
nous therefore making it hard to establish a causal interpretation. Our paper exploits
the reverse angle by relating FDI de-liberalization to local labor markets.

Thereby, a local labor market is defined at the level of Indonesian districts. First, we
compute employment rates on district level by aggregating firm-level number of work-
ers from the Economic Census for the years 2006 and 2016 and dividing them by the
total working age population. Second, we calculate yearly employment rates based on
individual labor market information from household surveys. For each of the districts,
the paper further develops a shift-share measure which accounts for the local penetra-
tion by FDI regulation in a particular year. We then relate the regulatory penetration
to the employment rate in either long-difference specifications or fixed effects panel
regressions. To make sure that our measure of regulation does not spuriously capture
employment dynamics related to other factors such as structural change, we further
allow for differential trends in the initial level of regulatory penetration prior to the
first revision of the NIL, as well as the initial shares of agricultural, manufacturing and
service sector employment.

The results show a strong and positive employment effect of regulatory penetration
that is equally distributed among manufacturing and services. While manufacturing
employment shares increase due to market entry of small firms, the service sector em-
ployment gains are exclusively driven by new hiring in existing, large corporations.
This is indicative for strong employment spillovers driven by increased domestic de-
mand for services and can only be rationalized by a high degree of sectoral integration
in the Indonesian economy. FDI regulation thus seems to be successful in directly pro-
tecting small manufacturing businesses from international competition.

The thesis is structured as follows: Chapter 2 presents the study on the effect of heat

6 The study “Regulating manufacturing FDI: Local labor market responses to a protectionist policy in
Indonesia” is co-authored by Krisztina Kis-Katos.
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days on firm outcomes. Next, chapter 3 introduces the note on disaggregated FDI
spillovers on firm productivity. In chapters 4 and 5, the thesis outlines the studies on
the firm-level and local labor market effects of FDI regulation. Chapter 6 provides
some concluding remarks.
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CHAPTER 2

Heat and firm productivity: Evidence from Indonesia’s

manufacturing sector

Robert Genthner, Sebastian Renner and Enrica de Cian7

Abstract

The economic effects of extreme temperatures are complex and still not sufficiently
well understood, particularly not in low- and middle-income countries. This paper
aims at providing new evidence concerning the impact of rising temperatures on man-
ufacturing firm outcomes in Indonesia. Using a panel of manufacturing firms and
controlling for a wide range of fixed effects, we estimate the marginal effect of ad-
ditional heat days. Our findings suggest a negative relationship between high tem-
peratures and firm productivity. The effect is especially pronounced in urban areas.
However, firms are able to offset the negative productivity effect by adjusting factor
inputs, thereby keeping output unaffected.

7 We would like to thank conference participants at the Annual Conference of the European Association
of Environmental and Resource Economists 2021 in Berlin, and seminar participants at the University
of Göttingen and Freiburg for helpful comments and discussions. Neither the European Commission
nor ECMWF is responsible for use of the Copernicus Climate Change Service Information data. All
remaining errors are our own.
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2.1 Introduction

Rising temperatures can have significant economic and social impacts, especially in
developing countries. Temperature changes have been shown to have major impacts
on economic output (Burke et al. 2015, Dell et al. 2014, Somanathan et al. 2021), agri-
cultural output (Schlenker and Roberts 2009, Fisher et al. 2012, Colmer 2021), labor
productivity (Graff Zivin and Neidell 2013, Somanathan et al. 2021), health and mor-
tality (Deschênes and Greenstone 2011, Barreca et al. 2016), energy use (Auffhammer
and Mansur 2014) as well as conflicts and political stability (Hsiang et al. 2013).8

A recently emerged body of literature addresses economic output and productivity di-
rectly at the firm level, with the works of Somanathan et al. (2021) and Colmer (2021)
for India as well as Zhang et al. (2018) and Chen and Yang (2019) for China. How-
ever, beyond India and China, nothing is known yet about the relationship between
temperature changes and firm performance. Indonesia, as the fourth most populous
country in the world, with a large manufacturing sector and an expected, significant
temperature increase due to climate change, is of particular importance in this regard.
Given its exclusive location in the tropical climate zone, it is essential to quantify the
impacts on the production sector and to understand potential heterogeneous effects
as they may differ from previous results for countries that extend over more than one
climate zone.

In this paper we are primarily interested in the question of how extreme temperatures,
closely associated with the recent change in climate conditions, affect the production
of goods. In the context of climate change, the main focus for tropical countries is on
exceptional heat waves, which can affect firms in the manufacturing sector in different
ways. Besides immediate negative effects of weather anomalies on productivity and
output (e.g., due to limited physical work capacity, Kjellstrom et al. 2009), firms also
face transition risks from technological adaptation and change towards a low-carbon
economy that are associated with higher business costs and lower profitability of es-
tablished products (Goldstein et al. 2019, Semieniuk et al. 2021).

The existing literature emphasizes that the consequences of global warming can lead to
substantial productivity losses, not only in agriculture but also the rest of the economy.
While it is straightforward that global warming can directly impact crop yields of farm-
ers (Hsiang 2010, Colmer 2021), the link between higher temperatures and changes in
manufacturing production is less obvious. Early studies argue that workers are less

8 Before the emergence of this new weather and climate impact literature, calculations for damage func-
tions used in Integrated Assessment Models (IAMs) have often been non-empirical in nature and have
been heavily criticized (Pindyck 2013, Stern 2016). Despite the recent advances in obtaining credible es-
timates of climate damage estimates (Carleton and Hsiang 2016, Auffhammer 2018), the evidence base
is still thin, particularly for low- and middle-income countries.
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productive once the temperature at the working site is above (or below) the zone of
thermal comfort (Kjellstrom et al. 2009). This was repeatedly confirmed by more re-
cent studies on the individual level (Graff Zivin and Neidell 2014, Adhvaryu et al.
2020, Somanathan et al. 2021, for India) and the firm level (Zhang et al. 2018, Chen and
Yang 2019, for China). These papers thereby also stress the effect of heat on capital
productivity because the smooth operation of machinery may be impeded on hotter
days. The latter studies also argue that firms can counteract potential negative effects
of climate change by factor input adjustments, for instance additional investments into
cooling devices or heat-proof machinery.

Our paper adds to this literature by presenting evidence of firm-level responses to in-
creasing temperatures, which are closely associated with climate change, over a time
span of more than 20 years. This constitutes the longest time span analyzed with re-
spect to firm-level impacts of temperature changes in the literature. To our knowledge
this is also one of the first studies to investigate the response of firms to climate change
in Indonesia (with the notable exception of Xie (2019) who looks at exit and entry de-
cisions of firms). Our study thereby is among the first to investigate firm responses
to extreme temperatures in a country that is exclusively located in the tropical climate
zone. Our findings thus also test the validity of previous papers that exploit large tem-
perature variations across different climate zones (e.g., Zhang et al. 2018, on China).

Throughout our analysis, we allow for differential effects with respect to the degree of
urbanization. This incorporates the established fact that metropolitan areas and cities
are on average exposed to higher temperatures compared to their surroundings – also
known as the urban heat island effect (Bornstein 1968, Oke 1973, Tan et al. 2010). It
thus seems plausible to expect differential effects of extreme temperature events among
firms in rural and urban areas that go beyond mere differences in the degree of electri-
fication or access to technology. We are not aware of any study that investigates firm
responses to global warming with the particular focus on differences across rural and
urban areas. This paper investigates the effect of changes in temperature on manu-
facturing firm outcomes such as output, productivity and factor inputs. To shed more
light on the exact mechanism, we further exploit rich information on electricity con-
sumption to see whether firms react to higher temperatures by using more energy to
power air conditioning.

Our analysis builds upon firm panel data of the manufacturing sector in Indonesia.9

The data spans over the period from 1993 to 2015 which enables us to control for time-
invariant but otherwise unobservable firm characteristics. We merge climate data to
firms on the district level, a second tier administrative division which enables a geo-
graphically detailed representation of climate variables over time. Our main explana-

9 The units of observation are manufacturing plants. We use the terms firm and plants interchangeably.

11



Chapter 2. Heat and firm productivity

tory variables count the number of days with average temperature within a 1◦C range
for each year in each district. This bin approach (Deschênes and Greenstone 2011)
preserves more nuanced temperature dynamics as compared to simply using the aver-
age annual temperature. Our preferred specification further includes annual measures
of precipitation and relative humidity on district level, and controls for year-specific
dynamics within macro-regions and five-digit products.

Our results do not show clear evidence of an inverted U-shaped temperature-output
relationship across all Indonesian districts and thus cannot reproduce the distinct find-
ings by related studies on China (cf. Zhang et al. 2018). As argued above, this may be
explained by very small temperature variation across time and space in absolute terms
in comparison to other countries that stretch over more than one climate zone. In con-
trast, we find evidence for the inverted U-shaped relationship between productivity
and temperature among firms in more urbanized districts. One additional day above
27◦C in city districts results in a 0.15% reduction in capital productivity, relative to an
additional day between 21 and 22◦C. These effects are entirely driven by firms on the
island of Java which also hosts the vast majority of manufacturing activity in Indonesia.
The negative productivity effects are particularly pronounced among under-electrified
firms in agglomeration areas. When looking into the effect of temperature on electric-
ity use, we see that higher temperature increases demand for electricity in rural areas,
while there is no such effect among urban firms.

With Indonesia being one of largest emerging economies in the world with huge po-
tential for development and growth in the future, our findings are relevant not only
nationally to a large number of individuals, but also from a global perspective. A sig-
nificant number of low- and middle-income countries are located in the tropical climate
zone, where empirical knowledge about the impact of rising temperatures on the econ-
omy is particularly small. In this group of countries, the measures taken to adapt to
climate change will be essential. Here, empirical findings on the influence of weather
can be an important basis for decision-making.

This paper proceeds as follows. Section 2.2 reviews the existing literature. Section
2.3 introduces some descriptive facts on climate change in Indonesia and section 2.4
presents a basic theoretical framework. We introduce our data in section 2.5, while
section 2.6 discusses the empirical strategy. Eventually, in section 2.7 we discuss our
results and section 2.8 concludes.

2.2 Literature

There is a rapidly growing body of literature looking into economic and agro-economic
effects of climate change. Most of the early studies thereby focus on the aggregate ef-
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fects of rising temperature across countries, states or industries. Using sector-level
data for several countries in the Caribbean and Central America, Hsiang (2010) shows
that increasing temperatures do not only affect agricultural output through reduced
crop yields, but also non-agricultural production. He explains his finding by reduced
labor productivity due to thermal stress on workers.10 In a similar vein, Dell et al.
(2012) find that higher temperatures reduce growth rates in a cross-country setting for
the time period 1950 to 2003. However, this relationship only holds for poor coun-
tries. Like Hsiang (2010), the authors identify declining output both in agriculture and
manufacturing as main economic channels, but also show that increasing temperatures
correlate with political instability. More recently, Somanathan et al. (2021) confirm that
manufacturing output suffers in response to higher temperatures in India. Based on
evidence from daily worker-level data of several manufacturing plants over two calen-
dar years, they conclude that, on average, worker productivity declines on extremely
hot days. At the same time, the authors also document increases in absenteeism of
workers.

Using detailed worker-level data for the US, Graff Zivin and Neidell (2014) also find
that temperature affects daily decisions by individuals. In particular, they show that
workers spent less time outdoors on extremely hot days. This effect is especially pro-
nounced among workers in heat-exposed industries. Adhvaryu et al. (2020) identify
negative productivity effects of high temperature among workers. Using daily data,
they exploit the rollout of low-heat LED in Indian garment plants and find that di-
minished heat radiation of LED lightning attenuates the negative relationship between
temperature and labor productivity. They further show that neither absenteeism of
workers nor working hours can explain this effect, and conclude that output adjust-
ment takes place at the intensive margin.

On the firm level, Kelly et al. (2005) show in their model that simulated weather shocks
cause profit losses for agricultural firms in the US. More closely related to our study,
Somanathan et al. (2021) use firm-level data from the Indian manufacturing sector for
the years 1998 to 2013. In line with their results on the individual level, they find that
firms exposed to a higher number of extremely hot days also produce less output. They
further decompose the temperature effect on output by input factors and find that mas-
sive declines in labor productivity explain most of the output reduction. Zhang et al.
(2018) use Chinese panel data of manufacturing firms from 1998 to 2007 and find an
inverted U-shape relationship between temperature (measured as number of days in
temperature bins for each year) and output. Like for Indian firms, input factors such
as labor and capital do not react to changes in temperature, while reductions in output
are mainly driven by lower productivity in both labor- and capital-intensive industries.

10 This relationship is also well known in the medical literature (cf. Axelson 1974).
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This can be explained by fatigue and cognitive impairment of workers when temper-
atures are above the zone of thermal comfort, as well as the lowered efficiency and
performance of machines. Using the same firm dataset like Zhang et al. (2018), Chen
and Yang (2019) augment the set of results by looking into more nuanced dynamics.
Their findings indicate that productivity effects are stronger in initially cooler regions
and explain this by human adaptation already being undertaken in warmer provinces.
The study further disentangles the impact of seasonal temperature variation and finds
that output actually increases with warmer spring temperature, while hotter summers
affect production negatively. In contrast, Colmer (2021) shows for India that higher
daily average temperature leads to a reduction of agricultural production and employ-
ment. In flexible labor markets, these unemployed workers act as positive labor supply
shock in manufacturing, thereby resulting in a net increase in manufacturing output.
He emphasizes the importance of labor mobility and reallocation of workers across
sectors as coping mechanisms for climate change. In a recent working paper based on
the same yearly data for Indonesian manufacturing as our study, Xie (2019) examines
the relationship of firm entry and exit, and temperature increases over the period 2001
to 2012. She finds that firms are more likely to exit markets with increasing average
yearly district temperatures and that this effect is most pronounced among the least
productive enterprises.

2.3 Climate change in Indonesia

2.3.1 Measurement of temperature

The question of how to measure temperature anomalies is closely linked to the es-
timation strategy. Both the spatial and temporal aggregation level of meteorological
variables thereby impacts the empirical specification and modeling. Additionally, a
whole battery of potential climate indicators may be included in the analysis.

The most intuitive strategy is to include average values of temperature for a particular
time and spatial unit. Dell et al. (2012) use yearly average temperature for each country
as the main explanatory variable, while further controlling for precipitation. Similarly,
Colmer (2021) constructs a district-level measure of daily average temperature and
further controls for rainfall in India, while Xie (2019) uses yearly temperature plus
relative humidity and total precipitation calculated from daily observations.

Using average temperature, however, may hide important weather dynamics. Calcu-
lating the mean for a time period implies loss of information about the distribution of
weather events. In their pioneering work, Deschênes and Greenstone (2011) introduce
an idea to overcome this problem by conserving the daily distribution of temperature
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Figure 2.1: Average temperature, relative humidity and precipitation over time
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year. Source: authors’ visualization based on ERA5-Land.

over a year in the data. More specifically, they count the number of days with aver-
age temperature within 10-degree Fahrenheit bins for each year. Looking at the time
period from 1968 to 2002 in US counties, they find that mortality and residential en-
ergy consumption peak in years with an exceptionally high number of very hot or cold
days, leading to a U-shaped relationship. The approach of temperature bins was used
in various contexts by other studies (cf. Zhang et al. 2018, Chen and Yang 2019, So-
manathan et al. 2021). Following this literature, our estimation strategy also exploits
changes in the temperature distribution over time.

2.3.2 Descriptive trends

According to the World Bank Climate Change Knowledge Portal, Indonesia experi-
enced a 0.3◦C increase in the average annual temperature between 1990 and 2016. Over
the same period, annual rainfall has declined by 2 to 3 percent (World Bank 2016). Our
data show similarly small changes over time as depicted in figure 2.1.

When looking at the spatial distribution of climate change between 1993 and 2015 in
our data, we also find small increases in average annual temperature across all Indone-
sian districts in figure 2.2. However, temperature shifts were a lot more pronounced
on the island of Sumatra and the western parts of Java (around the national capital
Jakarta), whereas temperature changes are a smaller concern in eastern Indonesia. At
the same time, relative humidity actually declined in all districts on average. Strongest
declines can be observed at the coast near Aceh in the west and on Papua. Figure 2.2
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Figure 2.2: Change of average temperature, relative humidity and precipitation between 1993 and 2015

Note: Spatial representation of change in average district temperature, relative humidity and precipitation between 1993 and 2015.
Source: authors’ visualization based on ERA5-Land.

further shows how total precipitation has changed over time. Most districts experi-
enced a decline in rainfall, spatially mirroring the patterns for relative humidity.

Annual aggregation of weather data, however, blurs more nuanced meteorological
changes in Indonesia. For example, precipitation patterns have changed towards more
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extreme events. Southern regions like the island of Java have experienced an overall
decline in average annual rainfall, while precipitation in the wet season (November
to April) has actually increased at the same time (resulting in massive floodings in
Greater Jakarta, The Jakarta Post 2020). In contrast, the northern provinces on Kali-
mantan and Sulawesi have faced average increases in yearly rainfall, but less rainfall
in the dry season (World Bank 2016).

2.4 Theoretical framework

It is helpful to think about the mechanisms through which rising temperatures may
influence firm output within the framework of a standard Cobb-Douglas production
function on the firm level:

Y = (ALL)αL(AKK)αK , (2.1)

where Y is total firm output, L is labor input and K is capital input. AL and AK capture
labor and capital productivity. Taking logs yields:

lnY = αLlnAL + αKlnAK + αLlnL + αKlnK, (2.2)

where the sum of log labor and capital productivity, weighted by the output elasticity
of each input, can be summarized as total factor productivity (TFP).

Climate change may affect all components of equation (2.2). First, high temperatures
can reduce labor productivity by reducing thermal comfort and cognitive functions, as
well as increasing fatigue (Graff Zivin and Neidell 2014, Adhvaryu et al. 2020). Kjell-
strom et al. (2009) highlight that the human body is in general “designed to maintain
a core body temperature of 37◦C” (p.2). The core body temperature is thereby depen-
dent on external factors like temperature, humidity and air movement, but also cloth-
ing and physical activity. In a hot working environment, however, standard cooling
mechanisms like sweating and convection may be insufficient. If the core body tem-
perature exceeds the zone of thermal comfort, this results in a limited physical work
capacity, a lower mental task ability, as well as an increased risk of accidents or heat
exhaustion. At the same time, a low temperature may also cause discomfort. Second,
temperature can also affect capital productivity since it impacts the underlying nature
of physical laws and chemical reactions. For example, cooling devices for computers
may reach their limit when temperature is too high. As a third channel, firms can coun-
teract potential negative productivity effects indirectly by adjusting their factor inputs.
For instance, the length of working shifts may be adjusted, or more workers can be
hired. This latter adjustment may be especially relevant if additional heat days lead
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to layoffs in agriculture and thus increase labor supply in the manufacturing sector
(Colmer 2021). Finally, firm management can also change capital input by investing
into air conditioning, or new machinery which is better adapted to more challenging
climate conditions.11

In line with existing studies (e.g., Zhang et al. 2018, Chen and Yang 2019), this pa-
per disentangles these direct and indirect channels to see whether and how output
in Indonesian manufacturing firms is affected by climate change. More precisely, we
estimate the effect of changes in the temperature distribution on firm outcomes like
output, productivity and factor inputs.

2.5 Data

2.5.1 Weather data

We compute our weather variables based on the ERA5-Land database from the Coper-
nicus Climate Change Service (C3S) (Muñoz-Sabater 2019a). The ERA5-Land data is a
reanalysis dataset based on climate models that use historical local observations and
satellite data to generate a consistent record of weather variables on 0.1x0.1 degrees
grid level. As purely station-based weather data is frequently not available (especially
not when analyzing a long time period), reanalysis data offer a consistent best esti-
mate of climate parameters over time and space (Auffhammer et al. 2013). Since we
can locally identify firms only at the district level, we merge grid cells to the respective
district borders.12

We use hourly data from 1993 to 2015 to construct temperature bins for each year.
As argued above, this approach preserves more nuanced information of the data as
compared to simple yearly averages (cf. Deschênes and Greenstone 2011, Zhang et al.
2018). We hereby use dry bulb average temperature to get the daily temperature dis-
tribution.13 We count the total number of days Tr

dt with an average temperature (mea-
sured in ◦C) within a particular temperature range r for each district d in year t. For
dry bulb temperature, we have r = 1...9 bins, where T1

dt is the number of days below
20◦C for district d in year t, and each interior bin covers a range of 1◦C. At the upper
end of the distribution, T9

dt is the number of days above 27◦C. Figure A2 in the ap-
pendix shows that the frequency distribution of daily temperature shifts to the right
11 Day et al. (2019) provide an extensive discussion of potential adjustment strategies to counteract pro-
ductivity losses from climate change.
12 Indonesia underwent a significant decentralization process from the late 1990s to the end of the 2000s.
In this process, many districts split and formed new administrative entities. To keep district borders
consistent over time, we fix borders before decentralization started (in 1993).
13 Dry bulb temperature refers to standard “air temperature” at two meter above ground. It disregards
moisture of the air and can be measured with a standard thermometer.
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over time, with cold days being more and more replaced by warmer days. There is
a massive increase in days per year in the 26-27◦C bin (T8

dt), which seems to originate
mainly from less days in the lower temperature bins. To simplify the visualization,
figure 2.3 only shows the temperature distribution of the first (1993) and last (2015)
year in our sample. Additionally, we separately depict the distribution within districts
with low (rural) and high (urban) population density. The graph illustrates the urban
heat island effect. Rural areas exhibit more days with moderate average temperature
and fewer days with extreme heat, resulting in the rural distribution being left of the
urban distribution. At the same time, the temperature distribution shifts to the right
over time for all districts. The increase in days with an average temperature of more
than 26◦C is the identifying variation that our empirical strategy exploits.

We also include further weather controls beyond temperature (Zhang et al. 2017). This
may be of particular importance in the context of the tropical climate of Indonesia.
Similar high temperature obviously feels different depending on relative humidity of
the surrounding air and, thus, affects the zone of thermal comfort. Disregarding hu-
midity or precipitation may induce severe omitted variable bias into our regressions.
We therefore add average yearly relative humidity and total precipitation at the district
level to our set of control variables, based on monthly data from ERA5-Land (Muñoz-
Sabater 2019b).

2.5.2 Firm data

Our firm data stems from the annual manufacturing census of Indonesia (Survei Indus-
tri, SI). It covers the universe of all registered medium-sized and large manufacturing
firms in Indonesia.14 Firms are surveyed on an annual basis and can be tracked over
time. Our empirical strategy thus allows for firm fixed effects. The survey collects
information on the district of a firm’s location, as well as balance sheet data. These
inputs include labor and fixed capital, as well as aggregate intermediate materials and
energy consumption such as electricity. We clean the data to account for missing values
and trim our sample to get rid of extreme outliers. As pointed out by Márquez-Ramos
(2021), the capital variable is particularly critical since it is not available in 1996 and
2006. We follow the literature and interpolate those missing values with information
from the previous and next year (cf. Amiti and Konings 2007, Genthner and Kis-Katos
2019). Remaining missing observations are excluded. Monetary values are transferred
to 2008 prices and all input and output variables are transformed into their natural log.

Our main specification exploits alternative measures of productivity. We use log value
added per worker as a proxy for labor productivity (Amiti and Konings 2007, Zhang

14 Medium-sized refers to plants with 20 employees or more.
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Figure 2.3: Number of days in temperature bins in 1993 and 2015 (by population density)
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Note: Number of days in discrete temperature bins across all non-missing rural (black) or urban (blue) districts. Solid lines
depict the distribution in 1993 while dashed lines represent the distribution in 2015. Source: authors’ visualization based
on ERA5-Land.

et al. 2018), and similarly log value added per capital as a proxy for capital productivity.
However, we also complement the analysis with a measure of total factor productivity.
We therefore use a GMM estimation procedure by Wooldridge (2009) to account for
simultaneity bias in the input factors, and estimate TFP according to equation (2.2)
separately for each two-digit sector. Our baseline sample is an unbalanced panel of
39,097 firms for which we have 318,675 observations.15

The SI data have some limitations. First, one may question whether the census really
includes the full universe of manufacturing firms with more than 20 employees. The
enormous size of the Indonesian economy and the related obstacles in the surveying
process cast at least some doubt on the completeness of the survey. In particular, non-
responding firms or smaller enterprises may remain unobserved, potentially leading
to non-random selection. However, there are financial incentives for field agents to
register new firms and follow up on pending replies (Blalock and Gertler 2008, Arnold
and Javorcik 2009).

15 The sample size further shrinks depending on the specifications and additional missing values in
some of the variables. A more detailed discussion of the sample reduction due to missings is provided
in appendix A.1.
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Second, firms may report wrong information, either accidentally or on purpose. If
answers included false information by accident, we would not expect systematic mis-
reporting and our estimates should be unbiased. However, noise in the data may be
substantial and increase our standard errors. Intentional misreporting is a more serious
issue for our identification. Even though national law guarantees that all information
collected in the survey is only used for statistical purposes and will not be passed on
to third parties, firms may still be concerned about information leakage to tax author-
ities or direct competitors. This could be an incentive to report false data on purpose
(Blalock and Gertler 2008). However, we exploit exogenous weather shocks which
should not be systematically correlated to firm accounting and, thus, we think that
intentional misreporting again only inflates our standard errors.

Third, the SI data do not reveal information about multi-product firms, and we there-
fore assign each firm to the industrial sector of its main product on 5-digit KBLI classi-
fication.16

Figure 2.4 shows the development of key input and output variables as well as produc-
tivity of an average firm. Trajectories are shown separately for firms located in districts
with low (rural) or high (urban) population density. Firms in urban districts on average
have higher output and capital, as well as higher total factor and labor productivity.
Over the last years of the sample period, there is some evidence that this gap is clos-
ing. There is no such pronounced difference with respect to capital productivity and
labor input. As an important robustness check, we will allow for differential trends
among rural and urban districts to make sure that the temperature variation does not
spuriously pick up underlying catch-up dynamics. Moreover, the graphs show two
remarkable kinks in trends over time for all key variables. The first occurs at the end of
the 1990s and can be associated to the Asian financial crisis. A second structural break
in the data can be observed around 2006 (and 2007). The latter is related to the survey
coverage in the census year 2006 and a selective over-reporting of smaller enterprises
as argued above. These breaks, however, have had a similar effect on firms in rural
and urban districts.

Similarly, figure A3 in the appendix depicts trends of electricity consumption by In-
donesian manufacturing firms over time. On average, urban firms have higher elec-
tricity consumption, even though the used quantity is stagnating in the last ten years
of the sample period. The trend is also interrupted by a steep drop in 2006. Like before,
this can be explained by a large increase in the number of firms in this year, thereby re-
ducing the sample average. In section 2.7.4, we split the sample into pre and post 2006

16 The Indonesian Statistical Office (BPS, Badan Pusat Statistik) classifies sectors according to KBLI (Klasi-
fikasi Baku Lapangan Usaha), which is equivalent to the United Nation’s International Standard Industrial
Classification of All Economic Activities (ISIC) at the four-digit level. There are minor differences on the
five-digit level to account for particular sectors of local importance.
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Figure 2.4: Firm outcomes over time (by population density)

13
15

17

lo
g(

Y)

1993 2000 2005 2010 2015

Panel A: Log output

9
10

11

lo
g(

TF
P)

1993 2000 2005 2010 2015

Panel B: Log TFP
8

10
12

lo
g(

VA
D

/L
)

1993 2000 2005 2010 2015

Panel C: Log value added per worker

0
1

2

lo
g(

VA
D

/K
)

1993 2000 2005 2010 2015

Panel D: Log value added per capital

3
4

5

lo
g(

L)

1993 2000 2005 2010 2015

Panel E: Log labor

12
14

16

lo
g(

K)

1993 2000 2005 2010 2015

Panel F: Log capital

Rural Urban

Note: Graphs depict average firm outcomes in logs over time, based on the baseline sample of 39,097 firms.

to see whether the structural break due to the changed survey coverage can explain
our main results. In general, however, this structural break is only a concern on the
aggregate level. Our identification strategy relies on within firm variation over time
where the structural break is not visible anymore. We present further descriptive sum-
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mary statistics on the main input and output variables from the SI in appendix table
A1.

2.5.3 Additional data

We complement our data with information on the degree of urbanization of districts.
More urbanized and densely populated districts are likely to be heat islands and thus
firms are subject to differential dynamics. Our preferred measure is the median popu-
lation density, calculated as the median district population relative to the district size.
We extract population numbers from the Indonesian household surveys (Susenas). We
define districts in the upper 10 percent of the population density distribution as urban.
As a robustness check, we test two alternative indicators of urbanization. First, we use
the Susenas-based share of population living in an urban area and again split districts
at the 90th percentile. Second, we exploit the naming of districts and separately look
at kabupaten and kotamadya, with the latter being city districts by law.

The correlation between the three alternative measures is fairly high (between 0.6 and
0.75), but also shows that the three capture different dimensions of urban agglomera-
tions. The measures based on the distribution of population density (urbanization rate)
identify 29 (28) districts as urban, while there are 55 districts classified as kotamadya.

2.6 Empirical strategy

Since the SI data is only available annually, our analysis relies on yearly changes in
temperature. To preserve more nuanced dynamics in climate change on a daily basis,
we split the annual distribution of daily average temperature into a fixed set of tem-
perature bins (Deschênes and Greenstone 2011). Using this semi-parametric approach
provides a flexible estimation of non-linear effects without requiring a predefined as-
sumption on the nature of these non-linearities (like in higher degree polynomial re-
gressions).

Our empirical specification estimates the effect of temperature on firm-level outcomes.
We follow the literature and first re-estimate results by Zhang et al. (2018) for each term
of the production function (in equation (2.2)). The baseline regression equation is:

yidt = ∑
r

βrT r
dt + W ′

dt γ + δi + φmt + λjt + εidt, (2.3)

where yidt denotes the log firm outcome (such as productivity or factor inputs) of firm
i located in district d in year t. Wdt includes further climate controls like total precip-
itation and relative humidity, as well as their squared terms to allow for non-linear
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relationships. δi are firm fixed effects to account for time-invariant firm traits. φmt are
macro-region-year fixed effects to control for yearly shocks common to all firms located
on the same major island m.17 This also takes care of island-specific climate trends. λjt

are five-digit product-year fixed effects that address common shocks to all firms oper-
ating in the same manufacturing product j, such as price dynamics, import competition
or industrial regulation. To account for serial correlation in the error term εidt, we clus-
ter standard errors on firm and district-year level to permit for both serial and spatial
correlation. For our main results, we intentionally exclude any non-weather variables
on firm level to obtain the total marginal effects of temperature on output (Chen and
Yang 2019).

The coefficients of interest are the semi-elasticities β r. They capture the marginal effect
of one additional day with average temperature in bin r relative to a day in the refer-
ence temperature bin, which is omitted from equation (2.3).18 We choose T3

dt (21-22◦C)
as the reference bin, as this temperature guarantees the highest thermal comfort for
workers and thus should be the relative benchmark for labor productivity effects.

Our analysis extends equation (2.3) by allowing for differential effects among firms in
rural or urban districts:

yidt = ∑
r

Rurald × βrT r
dt + ∑

r
Urband × βrT r

dt

+ θ Urband × t + W ′
dt γ + δi + φmt + λjt + εidt.

(2.4)

This allows us to test the urban heat island hypothesis and check if firms in urban
areas are differentially affected by extreme temperatures and the outcomes of global
warming. By estimating the total marginal effect among rural or urban firms of one
additional day in a particular temperature bin relative to the reference bin, we are able
to keep both the number of observations and the composition of our control groups
constant. Equation (2.4) additionally controls for urban-specific trends. This allows
firms in more densely populated areas to be on different trajectories than rural firms.
For instance, rural firms may catch up in terms of productivity over time, or input
factor supply could be different depending on the location. Table 2.1 shows that con-
trolling for these dynamics is particularly important for output and factor inputs.

For a causal interpretation of our results, temperature variation from year to year needs
to be exogenous to firms. We consider this assumption to hold, since the impact of In-
donesian firms on global climate change is rather negligible, at least in the short-run.
At the same time, we do not find evidence in the data for any efforts of plant re-location

17 We distinguish between five islands: Sumatra, Java, Kalimantan, Sulawesi, as well as Papua and
Outer islands.
18 ∑r T r

dt = 365, so one bin has to be dropped to avoid perfect multicollinearity. The choice of the
reference bin is arbitrary and does not affect our results in relative terms.
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to actively select into particular climate conditions. Our heterogeneity results also in-
dicate that the effects are entirely driven by firms in Java. This alleviates concerns
that extreme temperature events may be spuriously correlated with deforestation dy-
namics, as most deforestation in Indonesia takes place on Sumatra and Kalimantan
(Cisneros et al. 2021) and any effect of declining forest area on climate change can be
considered fairly exogenous to localities on Java.

Complementing our main results, we exploit the rich information on inputs and energy
consumption in our firm data to show further potential channels of adjustment by in-
troducing further interactions. We thereby allow for effect heterogeneity by the firm’s
electricity intensity, as well as the industry’s labor intensity or technological content.

2.7 Results

2.7.1 Main results

Figure 2.5 visualizes our main results, controlling for firm, island-year and product-
year fixed effects, as well as second order polynomials of relative humidity and total
precipitation. We first report average effects of temperature on firm outcomes in the
left graphs (based on equation (2.3)), but then also check for the urban heat island
hypothesis by allowing for differential effects among rural and urban firms (based
on equation (2.4)). These regressions additionally allow for differential trends among
rural or urban firms. The point estimates of the temperature bins are depicted together
with their 90% confidence intervals. In all panels, T3

dt (21-22◦C) is omitted as reference
category, and estimates show effects relative to the reference bin.

For the average effects, we do not find a clear pattern for the temperature-output re-
lationship in panel A. Our findings thus do not feature the striking inverted U-shape
known from studies on Chinese manufacturing firms (Zhang et al. 2018, Chen and
Yang 2019). One potential reason may be the relatively small temperature changes in
Indonesia and the associated narrow temperature bins in our analysis (compare 1◦C
bins versus approx. 5◦C bins in Zhang et al. (2018)). However, it is also possible that
Indonesian manufacturers manage to counteract the negative effects of higher temper-
atures. Interestingly, the lowest temperature bin is most clearly associated with output
declines. This may hint at a stronger response by firms to colder days. However, we
do not want to over-interpret these findings given that there is a rather small number
of firms affected by very few days in the coldest temperature bin (compare figure 2.3).
This is in line with a relatively large confidence interval around the point estimate.

The presented average results mask more pronounced dynamics with respect to the
degree of urbanization of districts. When allowing for differential dynamics in rural
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Figure 2.5: Average and location-specific effects of temperature on output, productivity and input fac-
tors
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Panel C: Log value added per worker

-.0
03

-.0
02

-.0
01

0
.0

01
.0

02
.0

03

Lo
g 

va
lu

e 
ad

de
d 

pe
r w

or
ke

r

<20 20-21 21-22 22-23 23-24 24-25 25-26 26-27 >27

Daily temperature (°C)

Average

-.0
03

-.0
02

-.0
01

0
.0

01
.0

02
.0

03

Lo
g 

va
lu

e 
ad

de
d 

pe
r w

or
ke

r

21-22 22-23 23-24 24-25 25-26 26-27 >27

Daily temperature (°C)

Rural Urban

Rural-urban

26



Chapter 2. Heat and firm productivity

Figure 2.5: Average and location-specific effects of temperature on output, productivity and input fac-
tors (continued)

Panel D: Log value added per capital
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Panel E: Log labor
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Panel F: Log capital
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Note: Panels show the estimated impact of temperature on log output (A), log TFP (B), log value added per worker (C), log value
added per capital (D), log labor (E) and log capital (F). Figures show point estimates and the associated 90% confidence intervals
as bars. Regressions are specified according to equation (2.4) and control for firm, island-year and product-year fixed effects.
Standard errors are clustered on firm and district-year level. 21-22◦C is omitted.
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and urban areas, the right graph of panel A shows zero effects of high temperature
on output within urban firms. In contrast, firms in rural areas even experience small
output gains. As our identification strategy restrictively controls for underlying differ-
ential trends among rural and urban firms we are unlikely to pick up ongoing location-
specific dynamics. For the right graphs in figure 2.5 we always exclude the lowest two
temperature bins from the left graphs for the benefit of a visually more appealing axis
scaling.19

Next, panels B to D depict the effect of temperature on various measures of produc-
tivity. In all panels, the average results suggest a weak inverted U-shape relationship.
The negative effects of heat are driven by productivity losses within urban firms, even
though most coefficients do not reach conventional significance levels. This is in line
with the idea of urban heat islands which exaggerate the impact of rising temperatures.
The increasing number of hotter days does not affect the productivity of firms in less
densely populated districts.

Panels C and D further decompose the TFP effect into labor and capital productivity
(proxied by value added per worker or capital). Like for TFP, the effects of additional
warm days is only present within urban firms. The effect on capital productivity is
larger and also more precisely estimated as compared to the impact on TFP or labor
productivity. This suggests that TFP losses are driven less by reduced worker perfor-
mance, and to a larger extent by the diminished capacity of machinery.

The estimate for urban firms in Panel D suggests that one additional day with more
than 27◦C results in a drop in capital productivity by about 0.16%, relative to an ad-
ditional day within the reference bin of 21-22◦C. To put our result into perspective,
Zhang et al. (2018) find a 0.56% decline in TFP from one extra day in the hottest bin
(above 32◦C) relative to their omitted group (10-16◦C). Thus, their finding identifies
the effect of an additional day with more than 16◦C above the reference group. This
difference is much smaller in our case (about 5◦C). Using a naive approximation to ease
comparison yields a 0.19% productivity decline for an equivalent temperature increase
in the Chinese data, which is only slightly larger than our estimate.

Panels E and F depict potential adjustment mechanisms of firms. On average, we find
a statistically significant increase in employment in the years with extremely hot days
in panel E. This time, however, the effect is equally driven by rural and urban firms.
The effect is economically meaningful. For instance, rural districts have experienced
an increase in days with an average temperature above 27◦C of about 25 days over
the sample period. This translates into about 4 additional employees per firm due to

19 In particular, the coefficients for urban firms are very imprecisely estimated due to a very low number
of observations. This leads to very large confidence bands which inflate the axis scaling and make a clear
visualization of the remaining coefficients impossible. However, the coefficients are shown in table 2.1.
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climate change. Even though we cannot trace back the origin of these newly hired
workers, our finding is in line with Colmer (2021) who shows that heat reduces agri-
cultural employment and thus can act as a positive labor supply shock in the man-
ufacturing sector. At the same time, there is evidence that capital investments are a
relevant coping mechanism for all firms, but especially urban enterprises. The positive
impact of higher temperatures on the firm’s capital stock is suggestive of investments
into cooling devices or new heat-proof machinery to keep operations going.

Our findings indicate that firms manage to keep output levels unaffected despite on-
going climate change. Firms increase both employment and capital stocks in response
to additional heat days. The latter effect is more pronounced among urban enterprises.
At the same time, there are remarkable differences with respect to productivity levels.
While rural firms are not negatively affected in terms of productivity, urban enterprises
experience productivity drops due to heat. The effect is most pronounced for capital
productivity.

Table 2.1 presents the full set of main results using additional specifications. To keep
results readable and clear, we only report the point estimate of the lowest and upper
two temperature bins. Each regression result is shown in two sub-columns (for ru-
ral or urban interactions). Specifications 1 to 3 add fixed effects step-by-step, while
4 is our preferred and most conservative specification including urban-specific trends
(see equation (2.4)). Most of our results only become visible after controlling for both
island- and product-specific time shocks. This emphasizes the importance of control-
ling for unobservable shocks in order to cleanly identify the effects of temperature on
firm outcomes. Throughout all specifications, none of the estimates changes its sign.
Results for productivity also remain qualitatively the same when additionally allow-
ing for differential dynamics of rural and urban firms. In contrast, panels A, E and F
show that the estimated effects on output, as well as labor and capital inputs substan-
tially increase among urban firms. This suggests that firms in urban areas have been
on declining trajectories relative to rural areas with respect to output and factor inputs
over time.

Our results are robust to alternative definitions of the degree of urbanization. Table A2
in the appendix presents two further proxies to measure urban and rural districts. On
top of our preferred measure based on median population density, we further use the
median urbanization rate based on the household-level survey Susenas, which admin-
istratively assigns rural or urban status to residential localities. Like for population
density, we split districts at the 90th percentile. As a third measure, we simply split
districts by name, where kotamadya are assumed to be urban areas. The two alternative
measures reproduce our main results consistently. Output effects remain statistically
insignificant, while urban firms suffer from productivity declines (mainly capital pro-
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Table 2.1: Effect of temperature on output, productivity and input factors

(1) (2) (3) (4)

Split by pop. density: Rural Urban Rural Urban Rural Urban Rural Urban

Panel A: Log output

< 20◦C −0.0020 0.0023 −0.0020* −0.0007 −0.0017* −0.0045 −0.0013 0.0031
(0.0012) (0.0155) (0.0012) (0.0152) (0.0010) (0.0115) (0.0009) (0.0115)

26-27◦C 0.0013** −0.0006 0.0017*** −0.0002 0.0011** −0.0012 0.0007 −0.0001
(0.0006) (0.0008) (0.0006) (0.0009) (0.0005) (0.0008) (0.0005) (0.0007)

> 27◦C 0.0006 −0.0003 0.0011 −0.0000 0.0007 −0.0010 0.0003 0.0002
(0.0006) (0.0009) (0.0007) (0.0009) (0.0006) (0.0008) (0.0006) (0.0007)

Panel B: Log TFP

< 20◦C −0.0029** −0.0026 −0.0028** −0.0056 −0.0020** −0.0098 −0.0018* −0.0059
(0.0014) (0.0128) (0.0013) (0.0128) (0.0010) (0.0104) (0.0009) (0.0104)

26-27◦C 0.0004 −0.0010 0.0006 −0.0009 0.0003 −0.0017** 0.0002 −0.0012*
(0.0006) (0.0008) (0.0007) (0.0008) (0.0005) (0.0007) (0.0005) (0.0007)

> 27◦C 0.0000 −0.0007 0.0001 −0.0006 0.0001 −0.0015* −0.0001 −0.0009
(0.0007) (0.0008) (0.0008) (0.0009) (0.0006) (0.0008) (0.0006) (0.0007)

Panel C: Log value added per worker

< 20◦C −0.0026* 0.0019 −0.0025* −0.0010 −0.0018* −0.0098 −0.0017* −0.0077
(0.0014) (0.0121) (0.0013) (0.0122) (0.0010) (0.0096) (0.0010) (0.0095)

26-27◦C 0.0004 −0.0007 0.0006 −0.0005 0.0001 −0.0015** −0.0000 −0.0012
(0.0006) (0.0008) (0.0007) (0.0008) (0.0005) (0.0007) (0.0005) (0.0007)

> 27◦C −0.0000 −0.0004 0.0001 −0.0003 −0.0002 −0.0012 −0.0004 −0.0009
(0.0007) (0.0008) (0.0008) (0.0008) (0.0007) (0.0008) (0.0007) (0.0008)

Panel D: Log value added per capital

< 20◦C −0.0016** 0.0014 −0.0015** −0.0004 −0.0011 −0.0105 −0.0010 −0.0087
(0.0008) (0.0100) (0.0007) (0.0100) (0.0007) (0.0078) (0.0007) (0.0079)

26-27◦C 0.0006 −0.0004 0.0004 −0.0006 0.0000 −0.0018*** −0.0001 −0.0015**
(0.0005) (0.0006) (0.0005) (0.0007) (0.0005) (0.0006) (0.0004) (0.0006)

> 27◦C 0.0004 −0.0004 −0.0000 −0.0009 −0.0003 −0.0019*** −0.0004 −0.0016**
(0.0005) (0.0006) (0.0006) (0.0007) (0.0005) (0.0007) (0.0005) (0.0006)

Panel E: Log labor

< 20◦C 0.0006 0.0012 0.0006 0.0006 0.0002 −0.0001 0.0004 0.0049
(0.0005) (0.0040) (0.0005) (0.0042) (0.0004) (0.0040) (0.0004) (0.0031)

26-27◦C 0.0006*** −0.0003 0.0007*** −0.0001 0.0007*** −0.0003 0.0004** 0.0005*
(0.0002) (0.0004) (0.0003) (0.0004) (0.0002) (0.0004) (0.0002) (0.0003)

> 27◦C 0.0008*** −0.0001 0.0009*** 0.0000 0.0008*** −0.0002 0.0006** 0.0006**
(0.0003) (0.0004) (0.0003) (0.0004) (0.0003) (0.0004) (0.0002) (0.0003)

Panel F: Log capital

< 20◦C 0.0011 −0.0071 0.0011 −0.0079 0.0001 −0.0024 0.0003 0.0012
(0.0009) (0.0103) (0.0009) (0.0105) (0.0009) (0.0092) (0.0009) (0.0084)

26-27◦C −0.0001 −0.0002 0.0004 0.0003 0.0008 0.0011 0.0006 0.0016*
(0.0006) (0.0009) (0.0007) (0.0010) (0.0006) (0.0009) (0.0006) (0.0009)

> 27◦C −0.0002 −0.0000 0.0004 0.0005 0.0008 0.0012 0.0006 0.0018*
(0.0006) (0.0010) (0.0008) (0.0011) (0.0007) (0.0010) (0.0007) (0.0009)

Weather controls Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes
Year FE Yes
Island-year FE Yes Yes Yes
Product-year FE Yes Yes
Urband-specific trends Yes
Observations 318,675 318,675 318,675 318,675

Note: Panels show the estimated impact of temperature on log output (A), log TFP (B), log value added per worker (C), log value added per
capital (D), log labor (E) and log capital (F). Regressions are specified according to equation (2.4) and, thus, include the full set of temperature
bins (where 21-22◦C is omitted). For reasons of clarity, the table only reports coefficients on the lowest and upper two bins. Standard errors are
clustered on firm and district-year level. Significance at or below 1% (***), 5% (**) and 10% (*).

ductivity). At the same time, all firms adjust to climate change by increasing labor and
capital input. We are thus confident that our results do not hinge on the definition of
urbanized localities.
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2.7.2 Electricity as a channel of adaptation

Electricity usage

Electricity input is a potential key factor in the adjustment process to climate change
and was repeatedly investigated in the literature (cf. Fisher-Vanden et al. 2015, on Chi-
nese firms). In particular, firms may be able to avoid negative effects of higher temper-
atures by an increased demand for electricity to power air conditioners for their labor
force, or cooling devices for the machinery. Our firm data includes rich information
on the energy use patterns of firms. We exploit this information to additionally control
for a firm’s quantity of total used electricity (in kWh) in equation (2.4). If electricity
was an important mechanism to alleviate climate effects on firm outcomes, we would
expect that including electricity as control would change the impact patterns of our
main results.

We report our findings in table 2.2. Panel A shows results for the baseline sample and
is directly comparable to results in table 2.1. Estimations in panel B are based on a
reduced sample which includes only observations with positive (non-zero) electricity
input. This restriction has a stronger focus on the estimation of the intensive margin,
whereas panel A also includes the extensive margin.20 For both samples, controlling
for electricity input in columns 1 to 6 of table 2.2 returns qualitatively similar point
estimates of temperature bins like in our preferred specification in table 2.1. Quanti-
tatively, the productivity effects are slightly larger in the non-zero electricity sample
in panel B, while the effect on labor input is not statistically significant anymore in
urban areas. In general, these findings show that firms neither use electricity to alle-
viate negative productivity effects in response to more heat days, nor substitute labor
or capital inputs with electricity. At the same time, electricity is positively associated
with output, productivity and other factor inputs. Interestingly, labor productivity re-
acts more strongly to electricity as compared to capital productivity. Labor and capital
inputs both seem to be complements to electricity use. In the baseline sample in panel
A, urban firms seem to be more sensitive to electricity input since the coefficients are
twice as large compared to rural areas. In the restricted sample in panel B, however,
the marginal effect of additional electricity use on all firm outcomes is slightly higher
and very similar across locations. This suggests that the adjustment takes primarily
place at the intensive margin.

In a next step, we look at the direct electricity input response of firms to additional
heat days by using either a firm’s electricity quantity or spending as the dependent

20 At the same time, zero electricity input may also be an indicator for misreporting, since it is highly
unlikely for medium-sized (and large) manufacturing firms to be off the grid. By that, we also test the
robustness of our main results.
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Table 2.2: Electricity as additional control and outcome

Dependent variable: log Y log TFP log VAD/L log VAD/K log L log K log Eq log Evalue

(1) (2) (3) (4) (5) (6) (7) (8)

Panel A: Baseline sample
Rural

× < 20◦C −0.0014 −0.0019** −0.0018* −0.0010 0.0003 0.0002 0.0026 0.0018
(0.0009) (0.0009) (0.0010) (0.0007) (0.0004) (0.0009) (0.0020) (0.0019)

× 26-27◦C 0.0007 0.0002 −0.0000 −0.0001 0.0004** 0.0006 −0.0009 −0.0007
(0.0005) (0.0005) (0.0005) (0.0005) (0.0002) (0.0006) (0.0015) (0.0013)

× > 27◦C 0.0002 −0.0002 −0.0004 −0.0005 0.0005** 0.0006 0.0004 0.0006
(0.0006) (0.0006) (0.0006) (0.0005) (0.0002) (0.0007) (0.0018) (0.0015)

× log Electricity 0.0842*** 0.0469*** 0.0437*** 0.0191*** 0.0246*** 0.0374***
(0.0024) (0.0017) (0.0017) (0.0016) (0.0010) (0.0020)

Urban

× < 20◦C 0.0081 −0.0031 −0.0056 −0.0072 0.0062** 0.0022 −0.0179 −0.0108
(0.0108) (0.0101) (0.0092) (0.0078) (0.0030) (0.0084) (0.0153) (0.0136)

× 26-27◦C 0.0001 −0.0011 −0.0011 −0.0014** 0.0005* 0.0016* −0.0005 −0.0006
(0.0007) (0.0007) (0.0007) (0.0006) (0.0003) (0.0008) (0.0016) (0.0014)

× > 27◦C 0.0003 −0.0008 −0.0008 −0.0016** 0.0006** 0.0018* 0.0002 −0.0001
(0.0007) (0.0007) (0.0007) (0.0007) (0.0003) (0.0009) (0.0017) (0.0015)

× log Electricity 0.1514*** 0.0803*** 0.0701*** 0.0403*** 0.0421*** 0.0451***
(0.0064) (0.0045) (0.0042) (0.0043) (0.0027) (0.0049)

Observations 318,675 318,675 318,675 318,675 318,675 318,675 318,675 318,675

Panel B: Non-zero electricity sample
Rural

× < 20◦C −0.0011 −0.0014* −0.0013 −0.0009 0.0004 0.0006 −0.0023* −0.0022*
(0.0008) (0.0009) (0.0009) (0.0007) (0.0004) (0.0008) (0.0013) (0.0012)

× 26-27◦C 0.0002 −0.0001 −0.0003 −0.0001 0.0003 0.0002 0.0022** 0.0016**
(0.0005) (0.0005) (0.0005) (0.0005) (0.0002) (0.0006) (0.0009) (0.0007)

× > 27◦C −0.0001 −0.0006 −0.0008 −0.0005 0.0005* 0.0002 0.0013 0.0012
(0.0006) (0.0006) (0.0006) (0.0005) (0.0002) (0.0007) (0.0012) (0.0008)

× log Electricity 0.2207*** 0.1288*** 0.1147*** 0.0679*** 0.0598*** 0.0664***
(0.0047) (0.0033) (0.0032) (0.0029) (0.0022) (0.0035)

Urban

× < 20◦C 0.0067 −0.0038 −0.0062 −0.0068 0.0055* 0.0008 −0.0102 −0.0070
(0.0099) (0.0092) (0.0085) (0.0072) (0.0030) (0.0085) (0.0167) (0.0154)

× 26-27◦C −0.0002 −0.0014** −0.0013** −0.0015** 0.0003 0.0014* 0.0006 −0.0003
(0.0007) (0.0007) (0.0007) (0.0006) (0.0003) (0.0008) (0.0011) (0.0010)

× > 27◦C −0.0000 −0.0012* −0.0012* −0.0017** 0.0005 0.0015 0.0014 0.0001
(0.0007) (0.0007) (0.0007) (0.0007) (0.0003) (0.0009) (0.0012) (0.0011)

× log Electricity 0.2526*** 0.1372*** 0.1196*** 0.0716*** 0.0670*** 0.0678***
(0.0076) (0.0057) (0.0054) (0.0055) (0.0038) (0.0065)

Observations 293,362 293,362 293,362 293,362 293,362 293,362 293,362 293,362

Weather controls Yes Yes Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes Yes Yes Yes Yes
Product-year FE Yes Yes Yes Yes Yes Yes Yes Yes
Urband-specific trends Yes Yes Yes Yes Yes Yes Yes Yes

Note: The dependent variables are log output, log TFP, log value added per worker, log value added per capital, log labor, log capital and log
electricity quantity or spending. Regressions are specified according to equation (2.4) and, thus, include the full set of temperature bins (where
21-22◦C is omitted). Columns 1 to 6 add log electricity quantity as control variable. For reasons of clarity, the table only reports coefficients on
the lowest and upper two bins. Standard errors are clustered on firm and district-year level. Significance at or below 1% (***), 5% (**) and 10%
(*).

variables. Figure 2.6 presents the full set of coefficients, where panel A (panel B) shows
point estimates and confidence intervals of the temperature-electricity relationship for
the baseline (non-zero electricity) sample.21

However, results for the baseline sample in panel A do not yield any conclusive insight.
Neither rural nor urban firms show clear patterns of adjustment of their electricity use

21 For completeness, columns 7 and 8 of table 2.2 show the same coefficients in table format, where panel
A (panel B) again show results for the baseline (non-zero electricity) sample.
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Figure 2.6: Effect of temperature on electricity use and spending

Panel A: Baseline sample
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Panel B: Non-zero electricity sample
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Note: Panels show the estimated impact of temperature on log electricity use (in kWh) or log electricity spending in the baseline
sample (panel A), or the non-zero electricity sample (panel B). Figures show point estimates and the associated 90% confidence
intervals as bars. Regressions are specified according to equation (2.4) and control for firm, island-year and product-year fixed
effects. Standard errors are clustered on firm and district-year level. 21-22◦C is omitted.

in reaction to additional heat days. When excluding firms that report zero electricity
consumption in panel B, our results change substantially. We find evidence for an
increase in electricity quantity and spending among rural firms. For urban firms, the
pattern is less obvious. At extreme temperature we find similar coefficients compared
to rural areas for electricity quantity. This pattern, however, does not persist for more
moderate temperature bins and also vanishes for the value of electricity. Figure 2.6
thus suggests that the positive effects among rural firms in panel B are driven by the
intensive margin. For these firms, electricity input adjustment seems to be a relevant
coping mechanism to deal with the consequences of climate change. The fact that
we cannot detect an electricity channel in urban areas may hint at excess electricity
demand in these localities. This reveals the potential problem of electricity shortages
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in Indonesia. However, this is only suggestive and a more careful analysis would be
needed to uncover more details on this mechanism.

Heterogeneity by electricity intensity and generator use

We further check for potential heterogeneities with respect to electricity intensity and
generator use of manufacturing firms. Fisher-Vanden et al. (2015) show that electricity
shortages in China can have substantial productivity effects and may lead to a real-
location of factor inputs in the production process. Our measure for the intensity of
electricity use is the ratio of average spending on electricity and the firm’s value added
(Roy and Yasar 2015). We define firms as low (high) intensity users if they are be-
low (above) median of the yearly electricity intensity distribution in each year. Firms
that switch between low and high electricity intensity are sorted into the medium cate-
gory.22 As air conditioning is highly dependent on electricity, firms that have relatively
higher expenses for electrical power may also have better opportunities to react to par-
ticularly hot days. Results are shown in table 2.3.

We find that the negative output reaction to hot days is indeed the strongest among
low-intensity users of electricity in urban areas. Even though the coefficients are not
statistically significant, they are in stark contrast to the positive interaction estimates
for high-intensity users. This pattern is confirmed in columns 2 to 4 for firm produc-
tivity. Again, under-electrified firms in urban areas are most exposed to negative pro-
ductivity shocks due to heat. However, the effect is mostly driven by declines in labor
productivity which is in line with missing air conditioning at workplaces with low
electricity consumption. In contrast, highly-electrified firms in rural areas even expe-
rience a strong productivity boost. This finding is in line with our results on electricity
usage in figure 2.6 which shows that for rural firms electricity input adjustment is an
important margin of adaptation to a higher number of heat days (while the same does
not hold for urban firms). There are also quite large negative effects among urban
medium-electrified firms. Since this category also captures firms in transition (poten-
tially from low to high electricity intensity), this may mirror the short-run costs of in-
vestment into the capital stock (and thus machinery). We find supporting evidence for
the latter result in column 6. Firms in transition in fact exhibit the largest estimates on
capital stock adjustment. Unfortunately, our data does not allow for a deeper analysis
to further pin down this channel.

An alternative way to assess the extent of electricity use within a firm is to distinguish
between plants with and without own power generator. Firms that report to have a

22 On average, about 60% of firms in our sample are medium E, while about 20% are sorted into low/high
E each. The share of high E is slightly larger among urban firms.
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Table 2.3: Effect of temperature on output, productivity and input factors by electricity intensity

Dependent variable: Log Y Log TFP Log VAD/L Log VAD/K Log L Log K

(1) (2) (3) (4) (5) (6)

Rural × low E
× < 20◦C 0.0030 0.0016 0.0026 0.0010 −0.0006 −0.0000

(0.0021) (0.0019) (0.0021) (0.0019) (0.0008) (0.0016)
× 26-27◦C 0.0006 −0.0001 −0.0001 −0.0004 0.0003 0.0009

(0.0007) (0.0007) (0.0007) (0.0007) (0.0003) (0.0008)
× > 27◦C 0.0003 −0.0001 −0.0002 −0.0005 0.0004 0.0008

(0.0008) (0.0008) (0.0008) (0.0007) (0.0003) (0.0009)

Rural ×medium E
× < 20◦C −0.0005 −0.0011 −0.0010 −0.0010 0.0004 0.0009

(0.0010) (0.0008) (0.0008) (0.0006) (0.0006) (0.0010)
× 26-27◦C 0.0004 −0.0002 −0.0004 −0.0003 0.0005** 0.0008

(0.0006) (0.0006) (0.0006) (0.0005) (0.0002) (0.0006)
× > 27◦C −0.0002 −0.0007 −0.0009 −0.0008* 0.0006** 0.0010

(0.0006) (0.0007) (0.0007) (0.0005) (0.0003) (0.0007)

Rural × high E
× < 20◦C −0.0035** −0.0038*** −0.0039*** −0.0014 0.0005 −0.0005

(0.0015) (0.0015) (0.0015) (0.0010) (0.0004) (0.0012)
× 26-27◦C 0.0026*** 0.0028*** 0.0025** 0.0015** 0.0003 −0.0004

(0.0009) (0.0010) (0.0010) (0.0007) (0.0003) (0.0009)
× > 27◦C 0.0026*** 0.0024** 0.0021** 0.0012 0.0003 −0.0006

(0.0009) (0.0010) (0.0010) (0.0007) (0.0003) (0.0010)

Urban × low E
× < 20◦C 0.0030 −0.0171 −0.0164 −0.0060 0.0061 −0.0057

(0.0204) (0.0195) (0.0184) (0.0184) (0.0104) (0.0182)
× 26-27◦C −0.0010 −0.0029* −0.0033** −0.0021 0.0007 0.0005

(0.0017) (0.0015) (0.0014) (0.0022) (0.0008) (0.0024)
× > 27◦C −0.0015 −0.0033** −0.0036** −0.0023 0.0007 −0.0002

(0.0017) (0.0016) (0.0015) (0.0023) (0.0008) (0.0025)

Urban ×medium E
× < 20◦C −0.0018 −0.0066 −0.0063 −0.0149* 0.0020 0.0101

(0.0108) (0.0108) (0.0103) (0.0076) (0.0024) (0.0085)
× 26-27◦C −0.0001 −0.0011 −0.0010 −0.0020*** 0.0005* 0.0027***

(0.0007) (0.0007) (0.0007) (0.0007) (0.0003) (0.0009)
× > 27◦C 0.0001 −0.0007 −0.0007 −0.0022*** 0.0006** 0.0030***

(0.0008) (0.0008) (0.0008) (0.0007) (0.0003) (0.0009)

Urban × high E
× < 20◦C 0.0249 −0.0001 −0.0110 0.0166 0.0166 −0.0349**

(0.0275) (0.0176) (0.0135) (0.0181) (0.0140) (0.0165)
× 26-27◦C 0.0003 −0.0007 −0.0009 0.0004 0.0003 −0.0020

(0.0011) (0.0010) (0.0009) (0.0008) (0.0006) (0.0014)
× > 27◦C 0.0011 −0.0004 −0.0008 0.0005 0.0007 −0.0015

(0.0011) (0.0010) (0.0010) (0.0009) (0.0006) (0.0015)

Weather controls Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes Yes Yes
Product-year FE Yes Yes Yes Yes Yes Yes
Urband-specific trends Yes Yes Yes Yes Yes Yes
Observations 318,675 318,675 318,675 318,675 318,675 318,675

Note: The table splits the sample by low, medium and high electricity intensity. The dependent variables are log
output, log TFP, log value added per worker, log value added per capital, log labor and log capital. Regressions are
specified according to equation (2.4) and, thus, include the full set of temperature bins (where 21-22◦C is omitted).
For reasons of clarity, the table only reports coefficients on the lowest and upper two bins. Standard errors are
clustered on firm and district-year level. Significance at or below 1% (***), 5% (**) and 10% (*).
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generator in at least one sample year are sorted in the category has generator.23 Our ex-
pectation would be that having an in-house power generating unit makes a firm more
independent from external power supply and thus may enable a better and more reli-
able operation of cooling devices. This may be especially relevant in areas of Indonesia
with weak electrical grid. However, table A3 in the appendix shows no evidence for a
higher capability to cope with the consequences of climate change among firms with
generators. On the contrary, firms with no generator even exhibit a positive output re-
sponse to heat while firms with generators are negatively (but insignificantly) affected.
At the same time, urban firms with generators suffer from larger capital productivity
losses. This can be mechanically explained by relatively larger capital input in these
firms (and no labor response) due to heat. Interestingly, urban firms without generator
do not only increase capital stocks, but additionally adjust by increasing employment.
Not having an own generator may provide these firms with the flexibility to use all
margins of factor adjustment, while plants with generators seem to purely rely on ad-
ditional investments.

2.7.3 Further heterogeneities

Geography

Appendix table A4 splits the sample by the five major islands of Indonesia. Note that
the number of observations varies substantially across the regional sub-samples with
Java inhabiting the vast majority of manufacturing firms. It is not surprising, that
results for Java in specification 2 more or less reproduce our main results for whole
Indonesia. On the other hand, this delivers another piece of support of our identi-
fication strategy. Extreme weather events due to climate change may also result from
accelerating deforestation in Indonesia. Sumatra and Kalimantan experienced massive
deforestation over the same time period, in particular to boost local palm oil produc-
tion (Cisneros et al. 2021). If local manufacturing firms adapt to palm oil expansion,
the temperature measure may endogenously pick up this variation. However, defor-
estation is less of an issue on Java. We thus consider any deforestation-related effects
on climate change to be quasi exogenous to firms in Java. Therefore, our firm-level
results are unlikely to be driven by endogenous adaptation to palm oil related defor-
estation. On the contrary, most coefficients for the remaining regions are insignificant,
most likely due to a small sample size. Some islands also do not have any urban (or in
one case rural) districts with average daily temperature in particular bins.

23 On average, 57% of all firms report to have no generator. The share is slightly higher (60%) among
urban firms.
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Sector

Figures A4 and A5 in the appendix additionally depict the main results by two-digit
sectors. We only present results for the two highest temperature bins since the number
of observations in the lowest bin (<20◦C) is very small in most sectors (especially in
urban areas) which leads to extremely large confidence bands.24

We detect some effect heterogeneity across sectors. For rural firms (figure A4), espe-
cially tobacco firms, experience strong output losses driven by both productivity and
labor input reductions. In contrast, some sectors also manage to raise their output. For
most sectors, these gains manifest due to higher factor inputs (either labor or capital),
with the exception of chemicals where we observe pronounced productivity increases.
Among urban firms (figure A5), there are also winners and losers in terms of output.
Food, wood, transportation and furniture (and n.e.c.) experience the largest reductions
in output due to heat days. In all of these industries, the effect is driven by productivity
declines despite increases in factor inputs (e.g., capital investments by transportation
firms). Contrary to this, chemicals and electronics seem to benefit from higher tem-
peratures. However, the adjustment mechanism is quite distinct: while chemical firms
realize their output gains by boosting productivity, electronic enterprises mainly in-
crease labor to cope with the challenges of climate change.

Labor intensity

We continue our heterogeneity analysis by distinguishing between capital- and labor-
intensive firms. We define labor intensity (according to input costs) as the ratio of
the average industrial wage bill and capital stock. Labor-intensive industries exhibit
above-median labor intensity. Table 2.4 displays the results separately for urban and
rural districts. Among capital-intensive firms, the effect of heat on output in column 1
is positive and larger compared to labor-intensive firms (and at least in one case also
statistically significant). In terms of TFP and labor productivity, columns 2 and 3 in-
dicate that the negative effect of temperatures below 20◦C entirely originates in labor-
intensive industries. Capital productivity, however, does not significantly change with
one additional cold day. The negative productivity effects of hot days is more pro-
nounced in labor-intensive firms. In particular, the marginal effect of one additional
heat day on capital productivity is large and highly significant among labor-intensive
firms in urban areas. At the same time, urban firms still suffer more in terms of pro-
ductivity as compared to their rural counterparts. There are no striking differences
between capital- and labor-intensive firms with respect to the effect on factor inputs.

24 Due to the low total number of firms in some sectors, we also completely omit the sectors coke and
refined petroleum (567 obs in 128 firms), basic metals (2,830 obs in 478 firms) radio and television (2,007
obs in 447 firms), as well as medical and optical instruments (711 obs in 129 firms).
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Table 2.4: Effect of temperature on output, productivity and input factors by labor intensity

Dependent variable: Log Y Log TFP Log VAD/L Log VAD/K Log L Log K

(1) (2) (3) (4) (5) (6)

Rural × capital intensive
× < 20◦C −0.0002 −0.0005 −0.0004 −0.0003 0.0003 0.0005

(0.0010) (0.0010) (0.0011) (0.0008) (0.0007) (0.0014)
× 26-27◦C 0.0012** 0.0006 0.0004 0.0003 0.0006** 0.0003

(0.0006) (0.0006) (0.0006) (0.0005) (0.0002) (0.0006)
× > 27◦C 0.0005 0.0002 0.0000 −0.0003 0.0006** 0.0007

(0.0006) (0.0007) (0.0007) (0.0005) (0.0003) (0.0007)

Rural × labor intensive
× < 20◦C −0.0017 −0.0022** −0.0022** −0.0012 0.0005 0.0002

(0.0011) (0.0010) (0.0011) (0.0008) (0.0004) (0.0009)
× 26-27◦C 0.0002 −0.0002 −0.0004 −0.0004 0.0003 0.0006

(0.0006) (0.0006) (0.0006) (0.0005) (0.0002) (0.0007)
× > 27◦C 0.0001 −0.0004 −0.0007 −0.0006 0.0005** 0.0003

(0.0006) (0.0007) (0.0007) (0.0006) (0.0002) (0.0008)

Urban × capital intensive
× < 20◦C 0.0155 0.0116 0.0092 −0.0072 0.0048* 0.0108

(0.0139) (0.0102) (0.0098) (0.0089) (0.0029) (0.0111)
× 26-27◦C 0.0004 −0.0008 −0.0008 −0.0012* 0.0008*** 0.0018*

(0.0008) (0.0008) (0.0008) (0.0007) (0.0003) (0.0010)
× > 27◦C 0.0007 −0.0004 −0.0003 −0.0010 0.0006* 0.0015

(0.0008) (0.0008) (0.0008) (0.0007) (0.0003) (0.0010)

Urban × labor intensive
× < 20◦C −0.0067 −0.0186 −0.0207* −0.0105 0.0046 −0.0058

(0.0111) (0.0114) (0.0107) (0.0089) (0.0041) (0.0094)
× 26-27◦C −0.0003 −0.0012* −0.0012 −0.0015** 0.0003 0.0015*

(0.0007) (0.0007) (0.0007) (0.0006) (0.0003) (0.0009)
× > 27◦C 0.0001 −0.0010 −0.0011 −0.0019*** 0.0007** 0.0020**

(0.0007) (0.0008) (0.0008) (0.0007) (0.0003) (0.0010)

Weather controls Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes Yes Yes
Product-year FE Yes Yes Yes Yes Yes Yes
Urband-specific trends Yes Yes Yes Yes Yes Yes
Observations 318,675 318,675 318,675 318,675 318,675 318,675

Note: The table splits the sample by labor and capital intensive industries. The dependent variables are log output,
log TFP, log value added per worker, log value added per capital, log labor and log capital. Regressions are specified
according to equation (2.4) and, thus, include the full set of temperature bins (where 21-22◦C is omitted). For reasons
of clarity, the table only reports coefficients on the lowest and upper two bins. Standard errors are clustered on firm
and district-year level. Significance at or below 1% (***), 5% (**) and 10% (*).

Labor adjustment remains an important channel for all firms, while capital increases
are more strongly observed in urban areas.

Technology

We further split the sample according to the technological content and requirements of
industries in table 2.5. For that purpose, we use the sectoral distinctions by the OECD
(2003). Low-tech sectors are for example food or textiles, while high-tech industries
comprise machinery or chemicals. There is some evidence that high-tech firms are
able to realize little output gains in column 1, while low-tech firms do not show any
response to temperature. At the same time, low-tech firms in urban areas experience
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Table 2.5: Effect of temperature on output, productivity and input factors by technology intensity

Dependent variable: Log Y Log TFP Log VAD/L Log VAD/K Log L Log K

(1) (2) (3) (4) (5) (6)

Rural × low-tech
× < 20◦C −0.0010 −0.0016* −0.0016 −0.0008 0.0006 0.0002

(0.0010) (0.0009) (0.0010) (0.0006) (0.0005) (0.0010)
× 26-27◦C 0.0005 −0.0000 −0.0001 −0.0002 0.0003 0.0007

(0.0005) (0.0005) (0.0006) (0.0005) (0.0002) (0.0006)
× > 27◦C 0.0001 −0.0002 −0.0004 −0.0005 0.0005* 0.0006

(0.0006) (0.0006) (0.0007) (0.0005) (0.0002) (0.0007)

Rural × high-tech
× < 20◦C −0.0022 −0.0026* −0.0020 −0.0015 −0.0005 0.0010

(0.0016) (0.0015) (0.0016) (0.0012) (0.0005) (0.0012)
× 26-27◦C 0.0012* 0.0006 0.0001 0.0003 0.0007*** 0.0001

(0.0006) (0.0007) (0.0007) (0.0006) (0.0002) (0.0008)
× > 27◦C 0.0006 −0.0001 −0.0005 −0.0003 0.0008*** 0.0003

(0.0007) (0.0008) (0.0008) (0.0006) (0.0003) (0.0008)

Urban × low-tech
× < 20◦C −0.0053 −0.0144 −0.0153 −0.0127 0.0010 −0.0030

(0.0124) (0.0111) (0.0104) (0.0089) (0.0032) (0.0080)
× 26-27◦C −0.0003 −0.0013* −0.0013* −0.0016** 0.0004 0.0015*

(0.0007) (0.0007) (0.0007) (0.0006) (0.0003) (0.0009)
× > 27◦C 0.0001 −0.0008 −0.0007 −0.0017** 0.0005* 0.0019**

(0.0007) (0.0008) (0.0008) (0.0007) (0.0003) (0.0010)

Urban × high-tech
× < 20◦C 0.0284** 0.0245** 0.0154 0.0035 0.0161*** 0.0136

(0.0134) (0.0122) (0.0123) (0.0122) (0.0061) (0.0166)
× 26-27◦C 0.0005 −0.0007 −0.0008 −0.0013* 0.0007** 0.0015

(0.0008) (0.0008) (0.0008) (0.0007) (0.0003) (0.0010)
× > 27◦C 0.0006 −0.0010 −0.0012 −0.0014* 0.0008** 0.0014

(0.0008) (0.0008) (0.0008) (0.0007) (0.0003) (0.0011)

Weather controls Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes Yes Yes
Product-year FE Yes Yes Yes Yes Yes Yes
Urband-specific trends Yes Yes Yes Yes Yes Yes
Observations 318,675 318,675 318,675 318,675 318,675 318,675

Note: The table splits the sample by low and high technology industries. The dependent variables are log output,
log TFP, log value added per worker, log value added per capital, log labor and log capital. Regressions are specified
according to equation (2.4) and, thus, include the full set of temperature bins (where 21-22◦C is omitted). For
reasons of clarity, the table only reports coefficients on the lowest and upper two bins. Standard errors are clustered
on firm and district-year level. Significance at or below 1% (***), 5% (**) and 10% (*).

larger productivity drops compared to high-tech firms due to extremely low or high
temperatures in columns 2 to 4. Beyond the effect on capital productivity, we also find
significant effects on TFP and labor productivity among this sub-group. In both urban
and rural firms, we observe differential factor input adjustments. Surprisingly, high-
tech firms more strongly react to heat by hiring additional labor, while the marginal
effect on capital investment is slightly larger (and more precisely estimated) among
low-tech firms. Even though the difference between coefficients is not statistically sig-
nificant, this can be interpreted as suggestive evidence for differential coping strategies
with respect to technology intensity.
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2.7.4 Effect stability over time

As a robustness check, we finally test whether our main results are driven by the struc-
tural break in the data due to changes in survey coverage in 2006. Figures 2.4 and A1
depict a visible break for the main outcomes and the sample size in this year. We there-
fore split our sample into a pre and post 2006 period (omitting 2006 completely) and
report the graphical results in appendix figure A6. The right graphs show results for
the pre-2006 period whereas left graphs depict the post-2006 years.

All panels of figure A6 show that results in the pre-2006 period are more precisely
estimated. In panel A, we see small output gains due to additional heat days in the first
half of our sample period among all firms. In contrast, losses in output due to extreme
temperatures are mainly driven by the post-2006 period. Similarly, panels B and C
depict negative productivity effects only for the later period and barely any response
for the time between 1993 and 2005. We observe a significantly negative response of
capital productivity (panel D) already in the years before 2006 which then intensifies
in the later period. Panels E and F further show that the full input factor adjustment
takes place in the first half of the sample period, while neither labor nor capital seems
to play any role in the post-2006 firms’ coping strategies to manage the consequences
of climate change. Electricity use also adjusts only between 1993 and 2005, with some
evidence for increased quantity even among urban firms. The effect vanishes after
2006.

Importantly, figure A6 shows that our main results do not hinge at the structural break
in 2006 as we completely omit observations from 2006 in these samples. However,
it also shows that our results are mostly driven by the pre-2006 period. Second, this
suggests that the absence of strong productivity effects for the early years may be ex-
plained by firms successfully compensating for higher temperatures by increasing fac-
tor inputs as well as a higher demand for electricity to power air conditioning. Output
and productivity drops are only realized when firms do not adjust their input factor to
heat in the post-2006 period (except for capital productivity). Even though we cannot
causally link these two findings and coefficients are imprecisely estimated, the narra-
tive makes sense intuitively.

2.8 Conclusion

This paper estimates the impacts of temperature changes on manufacturing outcomes
in Indonesia. Using firm-level data for over more than 20 years, we find that extremely
cold and warm temperatures lead to productivity declines, mainly manifesting in cap-
ital productivity drops. This effect is most pronounced in urban locations, which is in
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line with the stylized fact of urban heat islands. In terms of our theoretical expecta-
tions, we are able to confirm the channel of impeded operation of machinery at ele-
vated temperature but, on average, do not find strong evidence of productivity drops
among workers at temperatures outside the zone of thermal comfort. At the same
time, our results suggest that factor re-allocation is an important channel to attenuate
any negative output effects. Our heterogeneity analysis further reveals that negative
effects are mostly concentrated among firms with low or medium electricity intensity.
Interestingly, productivity drops in under-electrified firms are mainly driven by labor
productivity reductions. This points towards these firms being incapable of providing
adequate cooling at the workplace.

Given the finding that firm output is on average unaffected by heat, our study’s key
insight is that manufacturing enterprises in Indonesia successfully cope with the con-
sequences of global warming by increasing their labor and capital inputs. They are
thus able to compensate for temperature induced productivity drops. Similarly, a high
electricity intensity alleviates the negative productivity effects of heat days. This result
is in contrast to the existing literature that finds an overall negative impact of high tem-
perature on firm output in China (Zhang et al. 2018) or India (Somanathan et al. 2021).
One reason may be that our study only exploits rather small temperature variation
due to Indonesia’s geographic location in one single climate zone. At the same time,
the evidence raises hope for other countries in the tropical zone that the direct impact
of heat due to climate change may not hit firms as severely as predicted by previous
studies.

However, the question of how firms’ coping strategies and input factor adjustment af-
fect global warming in the long-run remains open. If adaption to higher temperatures
requires a higher degree of electrification in a country, the resulting increased energy
demand itself may accelerate climate change. More research is needed in this field for
a better understanding of the ongoing firm dynamics and their consequences for the
environment.

41



CHAPTER 3

What happens to FDI spillovers when input-output tables

go granular?

Robert Genthner25

Abstract

Multinational enterprises affect the productivity of domestic firms through FDI spill-
overs, especially when these firms use similar technology. The impact of spillovers
varies with the technological distance between industries. More granular measure-
ment of trade linkages across industries allows for the estimation of an additional intra-
sectoral vertical component within two-digit sectors, which was part of the aggregated
horizontal spillover effect before. Using Indonesian firm data reveals substantial effect
heterogeneity. Horizontal spillovers within the same three-digit industry are negative,
while intra-sectoral vertical spillovers across industries are positive and large in mag-
nitude.

25 The note is forthcoming in Economics Bulletin. I would like to thank John P. Conley, Anna Gasten,
Krisztina Kis-Katos, Kerstin Unfried, Feicheng Wang and two anonymous referees for helpful comments
and suggestions. All remaining error are my own.
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3.1 Introduction

Foreign direct investment (FDI) is an essential element in the expansion of interna-
tional market coverage among multinational enterprises (MNEs). However, only the
most productive firms decide to engage in FDI, while less productive companies still
rely on exports or focus solely on the domestic market (Melitz 2003). The positive se-
lection of the most successful enterprises also affects the target economy by importing
advanced technologies and other entrepreneurial skills, which can in turn be adopted
by domestic firms. In terms of productivity, the literature finds positive direct effects of
FDI among manufacturing plants (Javorcik and Poelhekke 2017). Earlier studies have
identified only insignificant horizontal spillovers on firms in the same sector (Javorcik
2004, Blalock and Gertler 2008), while more recent studies have found a negative im-
pact (Lu et al. 2017). Looking for vertical spillovers across industries, there is evidence
of a sizable positive influence of FDI on upstream industries (backward spillovers),
whereas the impact on downstream industries (forward spillovers) is smaller in size
and negative (Javorcik 2004, Davies et al. 2016).26

Industrial linkages are typically measured using input-output (IO) tables as a proxy for
trade between sectors within a country (Javorcik 2004). For a long time, IO tables have
been available only on the two-digit sector level, especially for developing countries.27

However, such aggregated horizontal spillover measures do not distinguish between
firms within the same two-digit sector and identify an average effect irrespective of
the industrial distance. With increasing granularity of IO tables, it has become feasible
to proxy for more complex value chain relationships. In this note, I show that using
more disaggregated IO linkages reveals important heterogeneities, especially within
aggregated horizontal spillover effects.

The magnitude of productivity spillover effects from technology adjustment are deter-
mined by two opposing mechanisms: the MNEs’ willingness to share their technology
with local firms and the domestic firms’ cost of adapting new technology. First, firms
in the same three-digit industry are more likely to be direct competitors and thus have
a strong incentive to inhibit the diffusion of knowledge within their industry. More
productive MNEs may even take away market share from domestic firms in the same
industry, resulting in a negative competition effect. In contrast, firms are more willing
to share technology with potential suppliers in other three-digit industries, thereby en-

26 There is a parallel strand of the literature looking at spillovers from aggregate supply and demand
shocks along the value chain from a macro perspective (cf. Acemoglu et al. 2015). These studies do not
only consider first order effects (directly from upstream/downstream industries) but also higher order
effects which manifest through aggregate reallocation and demand effects. As first order effects gener-
ally dominate the higher order effects, this note follows the micro-based literature and only considers
first order vertical spillovers.
27 See for instance the world input-output tables (WIOD) (Timmer et al. 2015).
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abling domestic firms to improve their productivity. Second, a successful adoption of
technology will be facilitated if domestic firms and MNEs operate in the same indus-
try and are more likely to use similar production processes (Fons-Rosen et al. 2017).28

This results in a stronger impact on firms within the same two-digit sector whereas the
effect diminishes with rising costs of technological adaptation. These costs depend on
a firm’s relative position in the value chain and, thus, are different from the concept of
absorptive capacity, which refers to the overall ability to innovate.

Splitting vertical spillovers into groups depending on technological distance will ac-
count for potential heterogeneities of cross-industry linkages. Testing this decomposi-
tion with Indonesian firm-level data shows that horizontal spillovers within the same
industry exhibit the expected negative sign, while spillovers across two-digit sectors
turn positive (negative) for backward (forward) linkages. At the same time, backward
and forward spillovers across industries within the same two-digit sector are positive
and large in magnitude. This supports both more technology sharing among firms
which are not in direct competition with one another, and lower adaptation costs for
firms with close industrial ties to the MNE. Studies based on aggregated IO tables (like
WIOD) mask this heterogeneity and capture intra-sectoral vertical linkages in the ag-
gregated horizontal variable.

3.2 Measuring spillovers

Horizontal spillovers are captured by constructing a measure of FDI presence in an
industry k in year t (cf. Javorcik 2004). They are defined as the share of foreign capital
within an industry weighted by each firm i’s initial sales (Horizontalkt = ∑i∈k FDIit ×
Salesi0 / ∑i∈k Salesi0). All variation within the spillover variables stems from changes
in FDI over time. Vertical FDI spillovers are defined based on the horizontal spillover
variable, but use IO tables to account for each sector’s input purchases from and out-
put sales to other sectors.29 FDI spillovers from MNEs in downstream industries v
to their domestic suppliers k are Backwardkt = ∑v 6=k αkv × Horizontalvt, where αkv is
the proportion of industry k’s output supplied to industry v. Similarly, FDI spillovers
from MNEs in upstream industries w to their domestic customer industries k are de-
fined as Forwardkt = ∑w 6=k σwk ×Horizontalwt, where σwk is the proportion of industry
k’s intermediate inputs purchased from industry w.

Earlier literature used IO tables on the two-digit sector level (cf. Javorcik 2004), while

28 Fons-Rosen et al. (2017) use global firm data from Orbis and construct a novel measure of “technology
closeness” based on US patent data to account for effect heterogeneity in vertical spillovers. Since data
quality in developing countries often does not allow for such a comprehensive analysis, my approach
offers a similar and more feasible alternative.
29 See the left side of figure 3.1 for visualization.
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Figure 3.1: Spillover effects using different aggregation levels of IO tables
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Note: The figure depicts supply chain relationships relative to sector k or industry k∗. Sector
v (w) is a representative upstream supplier (downstream consumer) of k. Industry kb (k f ) is an
upstream (downstream) industry of industry k∗ within the same two-digit sector k.

more recent studies exploited the increasing granularity of IO tables (cf. Davies et al.
2016). This note distinguishes between 175 domestic industries (comparable to the
three-digit industry level), allowing for a new potential layer of heterogeneous spill-
overs. Figure 3.1 illustrates that switching from two-digit to three-digit IO tables splits
up the aggregated horizontal spillover variable into three components. The first com-
ponent captures linkages within three-digit industry k∗ and forms a new horizontal
spillover variable. The second component includes backward linkages from industry
k∗ to industry kb within the same two-digit sector and is referred to as intra-sectoral
backward spillover. Likewise, the third component comprises intra-sectoral forward
linkages to industry k f . For example, manufacture of cement (26411) is in the same
three-digit industry like manufacture of lime (26412) and linkages between both will
be captured by the horizontal variable.30 At the same time, manufacture of clay bricks
(26322) is still in the same two-digit sector but any spillover will be measured by the
intra-sectoral vertical spillover variables. Finally, vertical spillovers across two-digit
sectors (e.g. between manufacture of natural fertilizer (24121) and manufacture of
wheat flour (15321)) remain identical to the two-digit methodology and will be referred
to as inter-sectoral backward or forward linkages in the following.

30 Product codes refer to KBLI (Klasifikasi Baku Lapangan Usaha) sector classification as published by BPS
(Indonesian Statistical Office, Badan Pusat Statistik).
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Using this method of decomposition allows us to explore an additional layer of hetero-
geneous spillover effects. Two firms within the same three-digit industry may be com-
petitors, trying to prevent technology transfers while potentially even stealing market
shares from each other. This will yield an insignificant or even negative productivity
spillover effect. For firms operating in distinct industries with larger technological dis-
tance, competition becomes less relevant and MNEs have the incentive to share their
technology with domestic suppliers to improve the quality of their locally produced
intermediate inputs. In this case, technology sharing outweighs the competition effect.
Similarly, local downstream firms may benefit from a higher quality of intermediate
inputs which are produced and sold to them by MNEs.

However, technology transfers across two-digit sectors may be more difficult since the
adoption of new procedures requires certain overlapping in terms of the production
process (Fons-Rosen et al. 2017). Such knowledge transfers may be easier between two
firms within the same two-digit sector. The costs of adapting new technology increase
with industrial distance since the production technology differs more. This mechanism
counteracts the positive effect from reduced competition between both firms.

Positive horizontal spillovers within the same three-digit industry underline the im-
portance of low adaptation costs, whereas positive inter-sectoral vertical spillovers
(across two-digit sectors) suggest that technology sharing outweighs difficulties of
adaptation. Positive intra-sectoral vertical spillovers are in line with both effects since
technology adaptation is still feasible at a relatively low cost and MNEs are more will-
ing to share technology along their value chain.

3.3 Results

Using a panel of medium-sized and large Indonesian manufacturing firms over the pe-
riod 2000-2015, the empirical specification estimates the effect of FDI and its spillovers
on firm productivity in first differences:

∆ln(TFP)it = β1 × ∆FDIit + β2 × ∆Horizontalkt

+ β3 × ∆Intra-sectoral verticalkt + β4 × ∆(Inter-sectoral) verticalkt

+ ∆X ′itβ5 + γrt + ψs + εit.
(3.1)

To account for simultaneity bias from a firm’s endogenous input choice, I apply an
approach suggested by Wooldridge (2009). Total factor productivity (TFP) is sepa-
rately estimated for each three-digit industry, which allows for varying importance of
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Table 3.1: FDI spillover effects on total factor productivity

Dependent variable: ∆ ln(TFP) WIOD BPS

(1) (2) (3)

∆ Foreign capital share −0.015 −0.014 −0.016
(0.028) (0.028) (0.028)

∆ Horizontal 0.247*** 0.218*** −0.088***
(0.048) (0.049) (0.022)

∆ Intra-sectoral backward 1.670***
(0.065)

∆ Intra-sectoral forward 1.176***
(0.101)

∆ (Inter-sectoral) Backward 0.723*** 0.756*** 1.314***
(0.100) (0.114) (0.124)

∆ (Inter-sectoral) Forward 0.151 −0.348*** −0.140*
(0.106) (0.072) (0.073)

Basic controls Yes Yes Yes
Island-year FE Yes Yes Yes
Sector FE Yes Yes Yes
Level of aggregation 2-digit 2-digit 3-digit

Observations 172,149 172,149 172,149
Firms 25,535 25,535 25,535
R-squared 0.016 0.016 0.032

Note: The dependent variable is change in ln(total factor productivity) as estimated
by Wooldridge (2009). Column 1 uses spillovers based on two-digit IO coefficients
from WIOD while columns 2 and 3 use spillovers based on three-digit IO coeffi-
cients from BPS. Basic controls include categories of firm age and a public enter-
prise indicator. Robust standard errors are clustered on firm level and reported in
parentheses. Significance at or below 1 percent (***), 5 percent (**) and 10 percent
(*).

input factors.31 ∆ln(TFP)it then is the growth rate of productivity of firm i in year t.
Horizontalkt and Intra-sectoral verticalkt are spillover effects in year t within the same
two-digit sector. Those may work either horizontally within the same three-digit in-
dustry k, or vertically (backward and forward) along the value chain. Inter-sectoral
verticalkt are vertical spillovers across two-digit sectors. X it are additional time-variant
controls (firm age and an indicator for state-owned enterprises). γrt and ψs are island-
year and two-digit sector fixed effects. Column 1 of table 3.1 replicates findings from
previous studies by using vertical spillover variables based on two-digit IO coefficients
in 2005 taken from the world input-output database (WIOD) (Timmer et al. 2015).
The remaining columns use more granular IO coefficients from the Indonesian sta-
tistical office (BPS). Column 2 still aggregates cross-industrial linkages to the sector
level for comparison with the WIOD-based estimates, while column 3 splits the hori-
zontal spillover variable into within and across three-digit industry effects to account
for heterogeneity.

31 See Genthner and Kis-Katos (2019) for a detailed description of the data cleaning process and variable
generation.
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There is no evidence of a direct effect of FDI on firm productivity across all speci-
fications, and the horizontal spillover estimates in columns 1 and 2 show a positive
sign. The latter effect is in contrast with studies finding an insignificant or even neg-
ative coefficient (Lu et al. 2017). Narrowing the scope of horizontal spillovers to the
same three-digit industry in columns 3 reverses the sign of the coefficient, which is
in line with the hypothesis that MNEs disproportionately inhibit knowledge trans-
fers to their direct competitors. At the same time, intra-sectoral vertical spillovers are
positive and highly significant in column 3. This can be explained by an increase in
technology sharing by MNEs and relatively low costs of technology adaptation. The
stronger intra-sectoral backward effect suggests that the spillover is slightly more ben-
eficial for domestic suppliers. This is in line with the dominant backward FDI spillover
often found in the literature (cf. Fons-Rosen et al. 2017). However, downstream firms
also experience productivity gains as they learn from high quality inputs supplied by
MNEs which are still within close industrial distance.

Inter-sectoral backward spillovers exhibit the well-known significantly positive impact
on firm productivity, irrespective of the level of aggregation (cf. Davies et al. 2016). Col-
umn 3 further shows that the inter-sectoral backward estimate is significantly smaller
in magnitude compared to its intra-sectoral counterpart. This highlights that knowl-
edge transfer across sectors entails higher cost relative to transfers within the same sec-
tor. Finally, inter-sectoral forward FDI spillovers are insignificant when using WIOD-
based coefficients, and turn negative in columns 2 and 3. Downstream domestic firms
with larger industrial distance to the MNE are not able to realize productivity gains by
using its advanced intermediate inputs because of higher adoption costs.32 Contrary
to the backward spillover, the MNE has no incentive to help its customer firms with
the technology adoption process (by reducing adoption costs), but may rather prefer
to produce the downstream product in-house.

3.4 Conclusion

More granular IO tables allow for a more nuanced estimation of FDI spillovers effects
on productivity. This note decomposes aggregated horizontal spillovers into a more
narrowly defined horizontal component within three-digit industries and two further
intra-sectoral vertical elements. The decomposition reveals an important layer of het-
erogeneous indirect effects of FDI: while three-digit horizontal spillovers are negative
and small, intra-sectoral spillovers are positive and large in magnitude. A potential ex-
planation for this is the interplay of low technology adaptation costs within the same

32 Upstream MNEs may even have market power which allows them to charge higher prices, thereby
increasing costs for domestic customer firms and lowering their productivity.
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two-digit sector and the MNEs’ increasing willingness to share advanced knowledge
with domestic firms when they are not direct competitors. Studies relying on more
aggregated IO tables fail to identify the positive intra-sectoral spillover which may be
masked by a composition effect. The latter may be insignificant or negative because
negative price effects outweigh benefits from lower costs due to technological close-
ness.
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CHAPTER 4

Foreign investment regulation and firm productivity:

Granular evidence from Indonesia

Robert Genthner and Krisztina Kis-Katos33

Abstract

When regulating foreign direct investment (FDI), countries often face a trade-off be-
tween pursuing national policy interests and suffering efficiency losses due to FDI re-
strictions. We demonstrate the presence of this trade-off in the case of a protectionist
FDI policy in Indonesia. Using a yearly census of Indonesian manufacturing firms
from 2000 to 2015, we link product-level changes in binding FDI regulation due to
major regulatory tightening to changes in firm-level productivity. Controlling for an
extensive set of fixed effects as well as potential political economy drivers of regula-
tion, we show that a tightening of the regulatory environment was successful in reduc-
ing foreign capital reliance among regulated firms, and led to increases in FDI among
non-regulated firms producing the same product. Despite compensating increases in
domestic capital, regulated firms experienced relative productivity losses. This points
towards either a less efficient allocation of domestic capital or a general inferiority of
domestic capital as compared to foreign investments.

33 The study is currently in the revise and resubmit process at the Journal of Comparative Economics. We
would like to thank Rebecca Süss for excellent research assistance and Jakub Knaze, Friederike Lenel,
Matthew Rudh, Günther G. Schulze, Marcel Timmer, Kerstin Unfried, Hale Utar, Konstantin Wacker
and participants of seminars in Aarhus, Florence, Freiburg, Göttingen as well as conference partici-
pants at ETSG in Florence, the IWB workshop in Göttingen, at INFER in Göttingen, the Congress of the
German Economic Association in Freiburg and the FDI workshop in Mainz for helpful comments and
discussions. All remaining errors are our own.
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4.1 Introduction

In the course of the last two decades, developing and emerging economies liberalized
their markets substantially, dismantling trade barriers and welcoming larger inflows
of foreign direct investment (FDI). This global process was accompanied by numer-
ous regulatory shifts and reversals (Harding and Javorcik 2011, Bourlès et al. 2013).
The recent global trend of tightening investment regimes has been mostly motivated
by concerns for national security and the need of protecting strategic national assets
(UNCTAD 2020). When FDI regulation is used to shield strategic domestic industries,
this may not only change the firms’ access to foreign capital but also the overall com-
petitive environment (Aitken and Harrison 1999, Helpman et al. 2004). Our study adds
to the understanding of this phenomenon by investigating the effects of a protectionist
policy reform on firm productivity in Indonesia that introduced substantial product-
and firm-specific limitations on FDI.

While the positive link between foreign participation and firm productivity has been
widely documented in the literature (Aitken and Harrison 1999, Arnold and Javorcik
2009, Javorcik and Poelhekke 2017), the direct effects of FDI regulation on firm out-
comes have been less extensively explored. Existing panel studies show a negative link
between more aggregate measures of policy restrictiveness and sectoral (Bourlès et al.
2013) or firm productivity (Duggan et al. 2013). Analysing the aftermath of China’s
accession to the World Trade Organization (WTO), Eppinger and Ma (2019) document
positive effects of FDI de-regulation on Chinese firms’ productivity. This still leaves
the empirical question open, whether the effects of a regulatory tightening are sym-
metric to those of de-regulation. Our empirical analysis addresses this research gap
by analysing the effect of a substantial increase in restrictions on foreign ownership
in 2007 on the productivity of Indonesian manufacturing firms. Based on a rich firm
panel that spans 16 years, our empirical strategy explores the aftermath of five-digit
product-specific34 regulatory reforms at a high level of granularity.

Foreign capital is expected to affect firm productivity through several channels. It
can substitute for domestic capital and relieve liquidity constraints if access to domes-
tic capital is limited. Foreign investors have been shown to introduce non-tangible
productive assets such as technological advancements, managerial abilities, marketing
skills, trading contacts and improved reputation (Aitken and Harrison 1999, Arnold
and Javorcik 2009, Javorcik and Poelhekke 2017). As a result, firms with foreign par-

34 The Indonesian Statistical Office (BPS, Badan Pusat Statistik) classifies sectors according to KBLI (Klasi-
fikasi Baku Lapangan Usaha). It is equivalent to the United Nation’s International Standard Industrial
Classification of All Economic Activities (ISIC) at the four-digit level, but it is adjusted to five-digit level
in order to distinguish between additional Indonesian sectors of local importance. Throughout the pa-
per, we refer to codes at five-digit level as products, three-digit level as industries and two-digit level as
sectors.
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ticipation are typically more productive, more capital intensive, and pay higher wages
(Harrison and Rodríguez-Clare 2010). At the same time, the mere threat of foreign
competition has been shown to increase the productivity of domestic enterprises (Bao
and Chen 2018). Similarly, FDI are usually also found to spill over along the value
chain to other firms in the economy (Javorcik 2004, Gorodnichenko et al. 2014, Genth-
ner 2021). Since precise data on FDI regulation is frequently unavailable, most studies
rely on FDI flows to proxy for reforms in FDI regulation. But as investment flows
themselves are influenced by a large number of different factors, this raises the fun-
damental problem of unobserved heterogeneity (Harrison and Rodríguez-Clare 2010).
Alternatively, newer studies rely on aggregated indices of FDI openness (Topalova and
Khandelwal 2011, Duggan et al. 2013), which by construction cannot be used to capture
differential effects of regulation across more disaggregated sectors. The use of disag-
gregated regulation data should help us to trace the effects of FDI regulation at a finer
grained product scale.

Indonesia offers a great case to not only study the effects of FDI on firms (e.g., Blalock
and Gertler 2008), but also to investigate the productivity effects of FDI regulation it-
self. As one of the largest economies in the world, with a wide variety of industries that
rely on an abundance of both human and natural resources, Indonesia has emerged as
an attractive FDI recipient. In order to increase transparency of the regulatory envi-
ronment, the Indonesian government introduced a negative investment list (NIL) in
2000, which listed all sectors to be closed or only conditionally open to FDI (WTO
2013, Lindblad 2015). The FDI regime tightened regulations in 2007 with a substantial
extension of the sectoral coverage of the NIL, followed by minor adjustments in 2010
and a partial deregulation in 2014.

Like in many other cases of recent regulatory tightening world-wide, national strate-
gic interest was the stated reason for the regulatory reforms in 2007 as the government
pledged to protect national industries from international competition and takeovers.
Our regressions investigating the political economy of these reforms find that sectoral
exposure to privatization at the beginning of the decade is among the strongest predic-
tors of increased regulatory penetration at the product level, suggesting that protection
of both current and former state-owned enterprises may have played a central role in
decisions regarding the NIL.

The effects of this policy instrument have been hitherto unexplored, and offer a par-
ticularly interesting opportunity to investigate the effects of FDI regulation on firm
performance at a highly disaggregated level. This paper exploits policy variation due
to three revisions to the NIL that regulated various sectors at the five-digit product
code level, listing each product that will be either fully or partially closed to FDI in
the future and also specifying whether all firms or only certain types of firms are to be
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affected. We link regulatory changes in the NIL to a 16 year firm-level panel dataset,
from 2000 to 2015, derived from the Indonesian yearly census of manufacturing plants.
This census includes the full universe of manufacturing firms with at least 20 employ-
ees and reports a wide range of firm-level outcomes.35 Our main outcome variables
are the share of foreign ownership of each firm and two measures of firm productivity:
estimated total factor productivity (TFP) and value added per worker. Our empiri-
cal strategy contrasts firms exposed to binding firm-specific regulation to firms which
operate in regulated product markets but have not been subject to FDI restrictions
and are only affected due to regulatory spillovers (Bourlès et al. 2013). Regulation in-
dicators are firm-specific and vary by year, linking information from the NIL to the
firm’s main product (at five-digit level) while also utilizing individual firm character-
istics (firm size, legal status, and prior foreign investment) to identify direct exposure
to regulation. To get a better understanding of what drives our main results, we fo-
cus on changes in capital composition within affected firms and product markets and
contrast the effects of the initial regulatory tightening to those of later de-regulation.
We also consider several forms of heterogeneity, comparing especially effects between
firms differing in their dependence on external finance (Rajan and Zingales 1998) and
advanced technologies.

All our results are conditional on firm fixed effects, and hence only consider within-
firm variation in the main economic outcomes over time. Additionally, our specifica-
tions include island-year and three-digit industry-year effects, which capture all av-
erage time variation due to global and national industry-specific shocks, as well as
variation in average input prices or regional economic conditions. The panel structure
of 16 yearly waves allows us to investigate the time profile of regulation in a more
flexible way, by also including lags and leads of regulatory change.

The identification of causal linkages between FDI regulation and firm-level changes
in foreign capital shares and productivity requires two main conditions to be fulfilled:
no further interventions should be spuriously correlated with the FDI regulation, and
regulation should be exogenous to all factors driving changes in firm productivity. The
inclusion of three-digit industry-year effects deals with average effects of broad regula-
tory trends, at least to some extent. Additionally, we control for changes in output and
input tariffs, as well as a combined proxy for other non-tariff measures, to make sure
that our results are not driven by adjustments of tariff rates or fine-grained non-tariff
trade regulations. As most of Indonesia’s trade liberalization reforms were already
completed by the mid-2000s (Kis-Katos and Sparrow 2015), we do not expect major
effects from tariff changes.

35 In what follows, we use the concepts of firm and plant interchangeably as we have no further infor-
mation on the structure of multi-plant firms.
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The second requirement poses a larger challenge, especially since the government may
have faced incentives to restrict foreign entry, particularly among the least productive
industries. Such a lobbying process (in the spirit of Grossman and Helpman 1994)
would likely yield a negative correlation between regulation and productivity. Indeed,
by testing a wide range of product market characteristics, we demonstrate that sev-
eral political economy factors serve as good predictors of changes in regulation at
the product level. Product markets were more likely to be regulated by the NIL if
a larger share of the firms producing those products were either recently privatized
or remained state-owned, or if existing state-owned producers were less productive,
on average. Moreover, the NIL generally regulated products which were produced
in larger firms, within more concentrated industries, and in firms which experienced
larger capital accumulation before becoming regulated.

We address such reasons for endogenous product-specific regulation by allowing for
differential outcome dynamics by including a set of interactions of initial product char-
acteristics with a full set of year effects as well as a large set of time-variant product-
level traits. Finally, since the NIL does not equally affect all firms within the same
five-digit product market (regulation of some products is conditional on firm size, le-
gal status, or foreign ownership share), we also have to make sure that the coefficients
on binding regulation do not simply reflect different trajectories of firm growth across
selected traits. Therefore, in our preferred specifications, we also allow for differen-
tial initial firm-trait-specific trends. Conditional on our controls, we see no evidence
of pre-reform trends in productivity differences across regulated and non-regulated
firms, which supports a causal interpretation of our findings.

The results document a robust negative relationship between binding regulation and
foreign capital shares as well as firm productivity. Foreign capital already declined in
regulated firms one year before the regulation came into effect, reflecting the presence
of anticipation effects. Declines in productivity in regulated firms followed with a lag
and were concentrated among industries with strong dependency on external financ-
ing (Rajan and Zingales 1998), as well as high technology sectors. Notably, relative as
well as absolute declines in foreign capital within regulated firms were fully compen-
sated by increases in domestic capital, suggesting either less efficient allocation or a
lower technological content of domestic capital.

Our study is among the first to exploit fine grained variation in the regulatory frame-
work of FDI in an emerging economy. While previous studies mainly focused on FDI
liberalization (Girma et al. 2015, Eppinger and Ma 2019), we identify direct firm ex-
posure to a tightening of FDI regulation and link it to declines in firm productivity.
We further show that subsequent de-regulation does not trigger an immediate produc-
tivity response by undoing earlier productivity losses. This highlights the importance
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of rolling out FDI policies over the long-term and provides evidence of longer-lasting
effects of regulatory tightening.

The paper is structured as follows. Section 4.2 describes the regulatory framework of
the NIL in Indonesia and discusses political economy determinants of the regulation.
Section 4.3 describes the data sources and presents descriptive trends. Section 4.4 in-
troduces the estimation strategy and the identification approach. Section 4.5 presents
results on the effects of the investment reform on foreign capital share and firm produc-
tivity and investigates potential channels behind these effects. Section 4.6 concludes.

4.2 Regulatory background

4.2.1 Foreign investment regulation in Indonesia

Indonesia began to remove barriers to FDI already under the “New Order” regime
of President Suharto. The investment coordination board (BKPM, Badan Koordinasi
Penanaman Modal) was installed in 1973 to oversee the process of approving or deny-
ing foreign investments (Gammeltoft and Tarmidi 2013). However, due to a strong
dependence on natural resources, the Indonesian manufacturing sector was poorly de-
veloped until the early 1980s (Lindblad 2015). Successful subsequent efforts towards
industrialization increased the importance of the manufacturing sector and made it the
driving force behind the country’s accelerating growth (Blalock and Gertler 2008). Be-
ginning in the 1990s, the Indonesian government started to restructure its previously
investment-hostile regime by opening up the economy to investments from abroad.
The country quickly became a highly attractive host for foreign investment, offering
access to natural resources as well as a large and quickly developing domestic market
(Lindblad 2015).

The Asian financial crisis of 1997 substantially stunted Indonesia’s economic develop-
ment. Despite immediate intervention by the International Monetary Fund, the con-
sequences of a rapidly depreciating Rupiah spread to the real economy. This was ac-
companied by social and political instability that destroyed much of the confidence
in Indonesia as a host for investment (WTO 1998). In order to regain the confidence
of foreign investors, substantial steps were taken towards administrative reform, pri-
vatization and further trade liberalization (Duggan et al. 2013). However, subsequent
economic growth was not immediate, and foreign investors remained cautious since
the business and legal environment remained rather precarious. Major reforms after
2004 introduced fiscal incentives to foreign investors, streamlined bureaucratic proce-
dures, and ensured non-discriminatory treatment of foreign and domestic investors
alike (WTO 2013). In the aftermath of these reforms, FDI inflows again experienced
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massive increases and economic growth recovered strongly. Nonetheless, despite the
ongoing liberalization, trade and investment policy in Indonesia remains “blurred by
contradictory signals” (Lindblad 2015, p. 229).

Immediately following the Asian financial crisis in 2000, the president released Pres-
idential Decree 96/2000, of which the negative investment list was a key component
(NIL 2000). The NIL created a list of sectors to be either closed or only condition-
ally open to FDI; conditions included among others the need to form joint ventures
between domestic and foreign entities, and licensing requirements. Before 2000, no
explicit list of sectors closed to foreign investment was publicly available. Approval
procedures lacked transparency and were completely in the hands of the BKPM. The
NIL 2000 was the first document of its kind to publish regulatory information in a
transparent way. It included a fairly limited range of products and resulted in direct
regulation of about 3% of the firms in our dataset.

The NIL was revised for the first time in 2007, and the new list was released with
Presidential Decree 77/2007. In its trade policy review, the WTO emphasized that a
detailed NIL improved transparency regarding regulations for investments and was
therefore beneficial (WTO 2013). However, closing or conditionally opening certain
sectors to foreign investment is likely to be associated with wasted gains from FDI (cf.
Javorcik and Poelhekke 2017, Bao and Chen 2018). In this sense, the revised version
can be interpreted as a protectionist measure, since it added substantially more sec-
tors and involved more types of conditions compared to the NIL 2000. The NIL 2007
comprised manufacturing as well as agriculture and services and introduced five new
standardized categories of conditions for the first time. Some five-digit products were
fully closed to foreign investment; in others, FDI was only allowed under certain re-
strictions, limited to small and medium-sized firms, to the legal form of partnerships,
restricted by upper limits on foreign capital ownership, or subject to new requirements
for a licensing approval by the ministry in charge. The list has been revised by further
Presidential Decrees in 2010, 2014 and 2016 (36/2010, 39/2014 and 44/2016), which
removed some products while adding others, converted bans into licensing require-
ments, and slowly decreased the overall extent of regulation.

A comprehensive overview of all revisions of the NIL is provided in table B1 in the
appendix, including its representation in our sample and the shares of regulated firms
in sectoral and total manufacturing output. The share of firms subject to binding reg-
ulation in our dataset increased from the initial 3% to 22% due to the first revision in
2007. While the composition of regulation across conditions and sectors changed due
to a revision in 2010, the share of affected firms remained fairly stable. The NIL 2014
finally reduced overall coverage of regulation to 15% of firms. The fact that still one
quarter of manufacturing output recorded in our data remained subject to regulation
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suggests, however, a stronger protectionist focus on firms with larger sales over time.

The various conditions used by the NIL to regulate FDI can be broadly grouped into li-
censing requirements, firm-specific and product-specific bans and limitations, or some
combinations thereof (see again table B1 or appendix B.3 for more detail). Licensing
requirements are administered by ministries in charge of regulating the product in gen-
eral and may also be combined with upper limits or outright FDI bans. Specific bans and
FDI limitations target specific firms either by their size, their legal status, or by some
combinations thereof (or, in the case of a few selected wood products, their location).
Firm size is determined according to Indonesian law and depends on cutoff values in
a firm’s sales value or net assets stock, while for legal status only partnerships are per-
mitted to receive FDI. Last, FDI limitations provide forward-looking upper limits to
foreign capital shares, only directly affecting those firms that have not yet surpassed
the limit. The most restrictive Product-wide bans prohibit FDI within entire five-digit
products irrespective of firm characteristics. The introduction of licensing can be ex-
pected to increase the costs of receiving FDI. Firm-specific bans and limitations will
stop some firms from receiving additional foreign capital and potentially divert FDI to
non-affected firms producing the same (or similar) products. If enforced, product-wide
bans can be expected to stop new FDI going into some products altogether.

4.2.2 The political economy of the NIL

Although the Indonesian government did not explicitly announce their reasoning be-
hind the choice of strategic products to be included in the NIL, a whole range of politi-
cal economy factors could have influenced this decision (Gawande and Krishna 2003).
The government may have chosen to particularly protect relatively less competitive
state-owned enterprises (Chari and Gupta 2008) or those industries that rely more on
unskilled and more vulnerable workers (Topalova and Khandelwal 2011). Moreover,
from a theoretical perspective, market concentration should have eased coordination
problems across firms and improved firms’ ability to influence the passing of certain
regulatory instruments through lobbying the government (Grossman and Helpman
1994, Chari and Gupta 2008). We explicitly control for these three dimensions in our
empirical specifications by including variables for initial conditions at the five-digit
product level (concentration of sales, share of blue-collar workers, share of public en-
terprises) interacted with a complete set of year fixed effects.

In order to better understand the driving factors behind FDI regulation, we system-
atically tested a large set of further factors which could possibly impact the product-
specific regulatory penetration. We applied the procedure by Sala-i-Martin (1997) to
search for robust predictors of changes in the regulatory environment by running re-
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Figure 4.1: Trends in capital ownership structure over time
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Note: The graph plots the average firm shares of total assets in govern-
ment, domestic private and foreign ownership across all firms included
in our sample in each year.

gressions at the product level across a wide range of model specifications. We investi-
gated five groups of potential political economy factors at the product level, capturing
(1) state ownership and prior privatization, (2) productivity dynamics, (3) firm size and
concentration, (4) internationalization and (5) labor market characteristics, resulting in
a total of 36 variables. Of these variables, we measure lagged levels as well as long
differences over the previous five years.36

The Indonesian fiscal and administrative decentralization of 2001 (see e.g., Kis-Katos
and Sjahrir 2017) was accompanied by a major wave of privatization, shifting a large
share of firm assets formerly owned by local governments into the hands of private
owners. Among the firms in our sample, the average share of firm capital stock owned
by the government declined rapidly, from about 67% in 2000 to about 15% in 2004, and
stabilized at this lower level (see figure 4.1).

This wave of privatization turns out to be the most important predictor of regulation
through the NIL in product-level regressions. Table 4.1 lists the twelve product-level
characteristics with the largest explanatory power for regulatory penetration across
firms, together with their average estimated coefficients. Among the top five strongest
predictors of product-level regulation, three are related to state ownership and the re-
cent privatization of Indonesian firms. Products are more likely to have been subject
to new FDI regulation if the firms producing them have experienced increased priva-
tization over the past five years, and if the remaining share of state-owned enterprises
operating within the product category was relatively higher and the productivity of
these state-owned enterprises was relatively lower in the previous year.

Additionally, scale and productivity dynamics seem to have had an effect on which

36 We tested these variables against each other in triplets, by running 6,545 regressions in total. See B.1
for more details on the estimation procedure and the full list of tested variables.
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Table 4.1: Predictors of product-level regulatory penetration

Change in share of regulated firms (t− 1 to t, sales weighted)

Variable Coefficient
CDF

(non-normal
distribution)

Cluster

Change in share of state-owned firms (t− 6 to t− 1) −0.046 0.96 State ownership/privatization
Growth rate of capital-labor ratio (t− 6 to t− 1) 0.003 0.96 Productivity dynamics
Share of medium-sized firms (t− 1) −0.020 0.94 Firm size/concentration
Share of state-owned firms (t− 1) 0.019 0.88 State ownership/privatization
Average productivity of state-owned firms (t− 1) −0.003 0.87 State ownership/privatization
Log of average firm sales (t− 1) 0.001 0.84 Firm size/concentration
Change in share of exports in total sales (t− 6 to t− 1) −0.012 0.83 Internationalization
Growth rate of average firm sales (t− 6 to t− 1) 0.002 0.82 Productivity dynamics
Growth rate of capital intensity (t− 6 to t− 1) 0.004 0.82 Productivity dynamics
Herfindahl concentration index of sales (t− 1) 0.006 0.79 Firm size/concentration
Growth rate of average wage per worker (t− 6 to t− 1) −0.004 0.79 Labor markets
Change in import penetration (t− 6 to t− 1) 0.006 0.78 Internationalization

Note: The table includes the 12 product-level characteristics with the highest predictive power of regulation, together
with their estimated coefficient, the value of the CDF under the non-normality assumption (see Sala-i-Martin, 1997) and
their respective thematic cluster. Factors are selected based on five-digit product-level regressions of the change in the
average regulation share on triplets of explanatory variables.

products were included on the list. Prior to regulation, regulated product categories
experienced capital accumulation (a larger growth in the capital-labor ratio) as well as
larger sales growth. By contrast, the share of medium-sized firms within the industry
is almost mechanically (negatively) linked to regulation, as several rules and limita-
tions targeted large firms only. This is also why sales concentration or past average
sales are positively correlated with regulation. From the large number of labor market
characteristics that we evaluated, only average wage growth is linked to regulation,
showing a negative correlation. When analyzing the relationship between regulation
and internationalization, we find that regulatory penetration is negatively linked to
past export growth, whereas past growth in import penetration turns insignificant in
more extensive regressions.

Taken together, these results indicate that one of the motivations behind the NIL must
have been to maintain domestic ownership among recently privatized firms and shield
them from direct foreign competitors, as well as to cushion the remaining state-owned
enterprises from competitive pressures. Moreover, these results suggest that regulation
focused on product groups with larger market potential, as measured by past sales
growth whereas the protection of domestic employment does not seem to have played
a crucial role. Throughout our empirical analyses, we will include the twelve most
important product-level drivers of regulation from table 4.1 as time-variant controls.
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4.3 Data

4.3.1 Firm data

Our source of firm data is the annual manufacturing census of Indonesia (Survei Indus-
tri, SI), which surveys the universe of all registered Indonesian manufacturing firms
with at least 20 employees. The census has been conducted by the BPS on a yearly
basis since 1975 and contains a rich set of information at the level of manufacturing
firms. Key variables include the values of inputs and output, foreign ownership, the
value of imports and exports as well as employment, and capital stocks. We follow the
literature by using the share of foreign capital as a proxy for FDI (see e.g., Takii 2005,
Amiti and Konings 2007, Arnold and Javorcik 2009, all based on the same SI data).

The data is cleaned for missing values and extreme outliers. As is common in the liter-
ature, data points are interpolated between the previous and the next year to avoid the
loss of too many observations, while further missing observations are dropped from
the sample (Amiti and Konings 2007).37 Our final dataset consists of an unbalanced
panel of 24,725 firms with a total of 180,783 observations. The sample size decreases
further in some regressions due to missing values contained in some of the control
variables. We transform all input and output variables to their natural logarithms.
In those cases where this would result in loss of many observations due to zero val-
ues (like foreign capital stock or imports), we use a Box-Cox-transformation. To make
sure that this transformation does not distort our results, we replicate our main results
using fixed effects Pseudo-Poisson Maximum Likelihood (PPML) estimators (see e.g.,
Chung et al. 2016). We deflate all monetary values to the base year 2008 by using the
yearly wholesale price index from BPS.

There are some concerns regarding the data quality of the SI. First, doubts arise with
respect to its completeness since it claims to include all medium-sized and large man-
ufacturing firms in Indonesia. Due to the large number of firms, it is at least possi-
ble that the SI missed certain firms in some years, or failed to gather data from non-
respondents, leading to non-random selection and an undercounting of smaller firms.
The inclusion of financial incentives for the field agents to register new firms and iden-
tify firms which do not reply immediately reduces this problem considerably, since
budgets are linked to the number of reported establishments (Blalock and Gertler 2008,
Arnold and Javorcik 2009). However, this may also adversely incentivize field agents
to forge values for non-reporting firms themselves. A second possible issue is the po-
tential misreporting of information by firms. National law guarantees that information

37 Appendix B.2 and B.3 provide more detailed information on data cleaning and merging procedures,
whereas appendix B.4 introduces additional control variables.
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gathered by the SI will be exclusively and anonymously used for statistical purposes.
Firms may still be concerned that reported information might be leaked to tax au-
thorities or competitors, and may in turn intentionally report incorrect data (Blalock
and Gertler 2008). However, as the SI dataset is not explicitly used for monitoring
purposes, we do not expect firms to report wrong values just in order to avoid being
subject to FDI regulation. Finally, if firms do not put adequate effort into the accu-
rate completion of the questionnaires, numbers may be falsely reported by accident.
Hence, noise within the data is likely to be a considerable issue. However, as long as
firm selection and response behavior is not directly linked to FDI regulation, firm and
three-digit industry-year fixed effects are likely to lead to unbiased within-estimates.
We investigate one specific dimension of the response behavior more explicitly in sec-
tion 4.5.5 by assessing whether regulation causes firms to switch their reported main
product, and whether switching firms show different levels of productivity in response
to regulation.

4.3.2 Combined dataset and descriptive trends

In order to identify exposure to firm- or product-level regulation, we combine data
from the firm census with self-collected information from five revisions of the NIL
at the five-digit product level. We determine whether a particular firm faces binding
regulations on its main product by combining data on its previous sales, net assets,
legal status, foreign ownership shares and location with the detailed conditions of the
NIL. We define the indicator variable Binding regulation as being equal to one if a firm
is restricted by FDI regulation in any given year, taking firm characteristics relevant
for the applicability of the regulation into account. For example, Binding regulation will
equal zero for a medium-sized firm operating in a product market where large firms
need a license to receive FDI, whereas it will be equal to one for a large firm producing
the same product. The indicator will be equal to one for all firms producing a product
with a strict product-wide ban, irrespective of firm characteristics. If regulation instead
establishes an upper limit on FDI shares, we then consider firms which have already
surpassed this threshold of foreign capital as exempt from binding regulation in the
short run.38 As a second measure of regulatory exposure, we record whether a firm is
operating in a regulated five-digit product market with the indicator variable Regulated
product. This allows us to capture potential product-level spillovers and to measure
the differential impact of regulation by comparing regulated and non-regulated firms
producing the same product.

38 In order to alleviate concerns of endogenous adjustment of firm characteristics (such as firm size or
legal status), we use each firm’s time-invariant median value of these characteristics when determining
its binding regulatory status.
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Table 4.2: Summary statistics in 2001, 2007 and 2015

2000 2007 2015

Mean SD Mean SD Mean SD

Regulation variables:
Binding regulation 0.03 0.18 0.23 0.42 0.18 0.39

Licensing requirements 0.01 0.10 0.03 0.16 0.06 0.25
Specific bans and FDI limitations 0.00 0.05 0.22 0.41 0.14 0.35
Sector-wide bans 0.02 0.14 0.01 0.11 0.01 0.11

Regulated product 0.04 0.19 0.36 0.48 0.42 0.49
Licensing requirements in product 0.01 0.10 0.04 0.21 0.13 0.34
Specific bans and FDI limitations in product 0.00 0.05 0.35 0.48 0.38 0.48

Binding de-regulation 0.00 0.00 0.03 0.16 0.19 0.39
De-regulated product 0.00 0.00 0.00 0.04 0.06 0.23

Main dependent variables:
FDI share 0.05 0.20 0.05 0.21 0.07 0.25
ln(TFP) 10.17 1.51 10.18 1.50 11.13 1.47
ln(VAD/L) 9.87 1.24 9.88 1.23 10.79 1.19
ln(K) 14.23 2.04 13.79 2.07 14.30 2.12

ln(Value of foreign capital) 1.00 3.97 1.00 3.92 1.40 4.60
ln(Value of domestic capital (private + state-owned)) 13.81 2.83 13.18 3.17 13.43 3.65
ln(Value of domestic private capital) 0.90 3.57 12.97 3.47 13.18 3.97
ln(Value of state-owned capital) 12.95 4.25 0.30 2.15 0.31 2.22

Weak dep. on ext. finance 0.58 0.49 0.61 0.49 0.61 0.49
Low technology 0.92 0.27 0.93 0.25 0.93 0.25
Medium-sized firm 0.94 0.24 0.94 0.24 0.92 0.26
Trading firm 0.41 0.49 0.41 0.49 0.44 0.50

Further firm variables:
Government share > 50% 0.89 0.31 0.01 0.12 0.02 0.13
(Limited) partnership 0.09 0.28 0.09 0.29 0.09 0.29

Note: Number of observations in 2001: 11,968; 2007: 13,347; 2015: 9,791.

Table 4.2 presents summary statistics for the main variables in the years 2000, 2007
and 2015.39 The average share of foreign capital increases over time, although most
domestic firms receive zero FDI throughout the whole time period. At the same time,
binding regulatory penetration peaks in 2007. The same pattern is also reflected in
figure 4.2. Dashed lines show a marked increase in both the share of total firm output
subject to binding regulation and the share of the regulated firms in 2007, as well as
some smaller adjustments in regulatory exposure afterwards. Table 4.2 also shows
a more recent shift in the mix of the regulatory instruments from firm-specific bans
towards licensing requirements.

While unregulated firms experienced a steady increase in average FDI shares over time
(denoted by the gray solid line in the left panel of figure 4.2), average FDI shares among
regulated firms dropped sharply in 2007 and only reached their previous trend by the
end of our observed time period. However, this reflects the changing composition of
the sample of regulated firms as regulation was extended towards firms with lower
FDI shares. Figure B1 in the appendix splits firms according to their regulatory status
in 2007, thereby distinguishing between firms that were continuously subject to bind-
ing regulation and those that faced binding regulation in 2007 for the first time. Newly
regulated firms exhibit lower levels of foreign capital shares already prior to regula-

39 Summary statistics for the full estimation sample can be found in table B3 in the appendix.
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Figure 4.2: FDI and productivity in regulated vs. non-regulated firms
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Note: The graph plots the share of regulated output or regulated firms over the sample period (right scale) together
with the average FDI share or the average log of TFP among regulated and non-regulated firms in the respective year
(left scale).

tion, driving the massive drop of FDI shares among regulated firms. Figure B2 in the
appendix additionally shows trends in average capital stock of firms, distinguishing
between state-owned versus private capital. Average capital stayed relatively constant
over time, with a drop in private capital among regulated firms. The structural shifts
in FDI shares and capital composition arose from a combination of within-firm shifts in
these outcomes and a composition effect as regulation was extended in 2007 to smaller
and less internationalized firms. Our empirical strategy will not rely on the composi-
tion effect but only on within-firm variation.

The trends in estimated total factor productivity (TFP) in figure 4.2 show that firms
facing binding regulation were somewhat more productive than other firms before the
reform. In 2007, both regulated and non-regulated firms faced a negative productivity
shock on average, but the average drop in productivity was substantially larger among
regulated firms. In the aftermath, productivity in both groups recovered slowly and
by 2015, average TFP was again close to equal in regulated and non-regulated firms.
These trends are clearly descriptive, and again reflect composition effects, but they
foreshadow our regression results. The observed negative productivity shock precedes
any potential effects of the global financial crisis, the macro-economic effects of which
did not reach the emerging markets for another two years. It was only in 2009 that
Indonesian GDP experienced a short stagnating period, followed by a quick recovery.
Hence, it is less likely that the 2007 productivity drop was driven by this common
global market shock. Moreover, common market shocks that affected entire industries
will be factored out in our empirical analysis by our use of three-digit industry-year
effects.

Table B4 in the appendix displays the share of regulated firms, the average foreign
capital share, and TFP by two-digit sector and year. Regulation across sectors shows
a very heterogeneous picture. Wood and wood products was the only sector that was
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already strictly regulated in 2000 and remained regulated over time. By contrast, cer-
tain technology-intensive sectors were never affected by the NIL, including electrical
and communication equipment, motor vehicle, and medical and optical instrument
industries. Other sectors experienced regulatory tightening in 2007 and substantial de-
regulation afterwards, like food and beverages, publishing and printing, non-metallic
mineral products, and transportation equipment. Finally, one last group of sectors
experienced either continuous regulatory tightening, in the case of tobacco products
and basic metals, or a stricter regulation in 2007 that was only marginally changed
afterwards (like textiles, machinery and equipment, or furniture and the remaining
category). Our analysis will only rely on within-industry variation in regulation and
productivity of the three-digit industries over time, while controlling for industry-year
effects. Thus, we do not explain changes in FDI penetration or industry-wide changes
in productivity, but rather focus on the within-firm and within-industry-year differen-
tial relationship between FDI regulation and firm outcomes.

4.4 Estimation strategy

We investigate the effect of the foreign investment regulation on firm outcomes by
estimating the impact of Binding regulation relative to firms operating in a Regulated
product environment, within the same three-digit industry and macro-region, for which
regulation is non-binding. The corresponding estimation equation is

yijsrt = α Regulated productjsr,t−1 + β Binding regulationijsr,t−1 + λi + ηrt + ψst

+X ′ijsr,t−1 γ + Z′1j,2005 × φt + Z′2jt ϕ + W ′
i0 θ × t + εijsrt,

(4.1)

where yijsrt measures the relevant outcomes of firm i operating in the five-digit product
market j within the three-digit industry s in macro-region r and year t.40 Our main
outcomes measure foreign equity as a percentage of total firm equity (FDI share) and
two productivity proxies: the estimated log of TFP and the log of value added per
worker in each firm.

Essentially, equation (4.1) follows a difference-in-difference approach, with Regulated
productjsr,t−1 being a product-level treatment variable indicating whether product mar-
ket j is subject to any kind of regulation in year t− 1, irrespective of firm i’s characteris-
tics. Binding regulationijsr,t−1 can be interpreted as an interaction term of the treatment
with an applicability condition on firm level. It takes a value of one if an investment
restriction in product market j in year t − 1 is de facto binding, which is conditional
on the characteristics of firm i (and, in a very few exceptional cases, on firm location).

40 We distinguish between five island groups as macro-regions: Sumatra, Java, Kalimantan, Sulawesi
and the rest of smaller islands.
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Our main coefficient of interest is β, which measures the differential effect on firms
facing binding regulation as compared to non-regulated enterprises operating within
the same regulated product environment, whereas α captures the horizontal spillover
of regulation within five-digit products among indirectly affected firms. Our specifica-
tions focus on the lagged effects of regulation occurring in t− 1, while further tests also
include up to three lags and leads of regulation at the same time. Adding further lags
and leads for regulation helps us to better understand the timing patterns of regulatory
effects and to look for anticipatory effects or pre-trends. We condition our results on
firm fixed effects λi, a set of year effects that vary by macro-region ηrt, and three-digit
industry-year fixed effects ψst.

All regressions include a vector of controls X ijsr,t−1 to capture time-variant firm char-
acteristics, such as a set of indicators of firm age categories and a public enterprise
indicator (if more than half of a firm’s capital is owned by the state). We additionally
control for changes in other dimensions of trade policy (see B.4 for more detailed vari-
able descriptions). Although the extensive wave of tariff liberalization in Indonesia
has ended by the mid-2000s, we include output and input tariffs in all regressions to
alleviate concerns that late adjustments of tariff rates may drive our results. We also
generate a proxy for non-tariff barriers based on data from the UNCTAD’s Non-tariff
Measures (NTM) Programme. Our NTM indicator takes a value of one if there is at
least one non-tariff trade regulation within a four-digit product in a particular year.
The residuals εijsrt are robustly estimated and clustered at the firm level in our main
specifications (and at the product-year level as a robustness check).

Our extensive fixed effects mitigate issues with unobserved heterogeneity and endoge-
nous regulation. Firm fixed effects absorb all time invariant unobservable firm char-
acteristics, including the firms’ average propensity to enjoy protection or be subject to
regulation (Goldberg and Pavcnik 2005). Island-year fixed effects flexibly control for
all regional factors that may correlate with both regional exposure to regulation and
shifts in foreign capital shares. The industry-year fixed effects control for time-variant
incentives to lobby for protection at the three-digit industry level (Blalock and Gertler
2008). These controls also reflect industry-specific variation in the price of intermedi-
ates, which will affect TFP estimates substantially, and thus are considered particularly
crucial for productivity estimates (Goldberg and Pavcnik 2005). Moreover, they also
implicitly cancel out common time trends and common macroeconomic or regulatory
shocks to FDI and productivity.

In our preferred specifications, we capture three further sets of determinants of regu-
latory action both at the detailed five-digit product level and at the firm level. First,
we interact Z1j,2005, average characteristics of product j measured two years before the
major regulatory reform (in year 2005), with a full set of year effects φt. By choosing a

65



Chapter 4. Foreign investment regulation and firm productivity

pre-reform year, we avoid product characteristics to be affected by anticipation effects
of later regulation.41 These characteristics include the share of state-owned firms, a
Herfindahl index of sales concentration and the share of blue-collar (production) work-
ers within the five-digit product, all of which have been hypothesized to explain the
success of firm lobbying for or against regulation (Grossman and Helpman 1994, Chari
and Gupta 2008, Topalova and Khandelwal 2011). Interactions with a full set of time
effects control flexibly for all further (as well as previous) product-specific dynamics
that may be related to these product market characteristics. In a second approach, we
control for Z2jt, a vector of twelve time-variant product market traits that were deter-
mined to be the most robust predictors of product-level regulatory penetration. These
traits are listed in table 4.1 and include past privatization and productivity dynam-
ics, measures of firm size and concentration, growth in wages and exports, as well as
import penetration (also see section 4.2.2 and B.1 in the appendix). The third set of fac-
tors, W i0, allows for differential time dynamics by a set of firm-specific characteristics.
Certain traits make exposure to binding regulation less likely as, for example, medium-
sized firms were exempt from certain forms of regulation. Further firm characteristics
like legal status or state ownership may also put firms on different growth trajectories.
We control for these differences in firm growth by interacting the first observation of
these variables for each firm with a time trend. These three sets of controls help us to
isolate the causal effect of regulation on productivity.

Throughout the paper, we report results on two productivity estimates, contrasting
an estimated TFP residual with the reported value added per worker. We estimate
firm-specific TFP by simultaneously accounting for the correlation of the firm’s input
choices with the error term (cf. Javorcik 2004, Amiti and Konings 2007, Newman et al.
2015, Fons-Rosen et al. 2017). We apply the approach suggested by Wooldridge (2009),
estimating the log of TFP separately for each two-digit sector, taking into account the
varying importance of input factors across industries (see appendix B.5 for a detailed
description). A more disaggregated estimation, yielding separate input coefficients on
the three-digit industry level, is also feasible but results in less stable input coefficients
(see also section 4.5.5). When estimating TFP over time, results may also be sensitive
to the choice of price deflators. We comment on the robustness of our results to us-
ing more detailed sectoral input and output deflators in section 4.5.5. To account for
potential imprecision in TFP estimates, we weight all regressions that use TFP as a
dependent variable by the inverse of the estimated standard error of the residual. Fi-
nally, we check the robustness of our results to the way productivity is estimated by
always contrasting TFP results with a substantially simpler but frequently used proxy
of productivity (see e.g., Amiti and Konings 2007), the log of value added per worker.

41 Our results remain robust when substituting characteristics in 2005 with the median firm observation
between 2000 and 2005.
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Figure 4.3: Time profiles of regulation on FDI and TFP
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Note: Plotted coefficients are estimated controlling for categories of firm age, a public enterprise indicator, output and
input tariffs, an indicator of non-tariff measures, interactions of five-digit product traits with year fixed effects, time-variant
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graph shows cumulative effects of leading and lagged binding (product) regulation on FDI (TFP) over time where the effect
of regulation three periods ahead is normalized to zero. Grey-shaded lines indicate 90% confidence bands.

4.5 Results

4.5.1 Pre-trends and anticipation effects

Time patterns of FDI and productivity before and after the regulatory change indicate
some anticipatory effects for FDI, but no pre-trends in productivity. This latter finding
supports a causal interpretation of the effects of regulation on productivity. Figure
4.3 plots estimated accumulated coefficients over time of both product and binding
regulation from fully specified firm-level regressions according to equation (4.1), in
which both the Binding regulation and Regulated product indicator include three further
lags and leads. To plot the time pattern of productivity, we transform log TFP into
levels as the horizontal accumulation of semi-elasticities over time is not feasible. The
results of this exercise thus have to be interpreted in terms of productivity units. The
sample size shrinks with the inclusion of three lags of regulation (as we have to omit
the years before 2003 from the regression), but leads of regulation can be calculated
based on newer revisions of the NIL.

Foreign capital shares and productivity follow different time patterns near the time
of the regulatory intervention (figure 4.3). FDI shares (in the left graph) decline in
firms facing binding regulation already one year before the regulatory tightening, fol-
lowed by a further decrease in the year of regulation and an increase within firms that
produce the same product but are not subject to regulation. The spillover effect of
product market regulation is thereby somewhat smaller in magnitude than the differ-
ential effect of binding regulation, resulting in a significant aggregate decrease in FDI
shares among regulated firms. FDI shares stabilize in the aftermath of binding regu-
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lation. As existing FDI stocks are not directly affected by regulation, this highlights
how anticipated future changes to the NIL increase uncertainty about the investment
environment and lead to a reallocation of foreign capital. By contrast, the time effects
of binding regulation and spillovers on TFP show no significant pre-trends in the three
years prior to implementation. This indicates that, conditional on our main controls,
regulated and non-regulated firms were similar in terms of productivity in the period
immediately preceding regulatory change. Beginning in the year the regulation was
implemented, productivity tends to move upward in regulated product markets with-
out reaching consistent significance, with a marked differential productivity decline
among regulated firms, and the cumulative differential effect of binding regulation
over time becomes significantly negative one year after the regulatory change.

These time patterns indicate firm responses in accordance with the original intent of
the NIL, which had the primary goal to shift the sectoral presence of FDI. In our base-
line models, we follow the literature by linking both FDI and productivity to regulatory
intervention occurring within the past year. Note, however, that figure 4.3 indicates an
anticipatory effect of FDI, and hence our lagged results will understate the full impact
on foreign capital shares and capital adjustment in general (but not on productivity).
The missing pre-trends in productivity suggest that policy makers were not imple-
menting protectionist measures in product markets with declining productivity and
thus reverse causality is unlikely to drive our results. Nonetheless, the significant FDI
reaction in the year preceding regulation highlights the potential importance of antici-
patory effects.

Anecdotal evidence suggests that firms may have anticipated changes to the regula-
tory framework before the release of the new Presidential Decrees. For instance, the
largest Indonesian newspaper, Kompas, had already begun covering the topic in 2005
(June 30), two years before the actual NIL 2007 revision, reporting that the wheat in-
dustry would not be included on the new list. News coverage of the NIL intensified
at the beginning of 2007. On February 8, Kompas announced that the Ministry of In-
dustry intended to include sugar refineries on the list. When the revision finally took
place, Kompas reported some concerns from businesses that were critical about the
list, citing that “existing investment is difficult to develop even though the NIL is not
retroactive” (July 16, 2007, p. 18). Similarly, Kompas had already begun reporting on
plans to revise the NIL at the beginning of 2013, while the Presidential Decree was
only released in April of 2014. In February of 2013, Kompas quoted the head of the
investment coordination board, M. Chatib Basri, who said that “the main goal is to
improve national competitiveness and to be more investor friendly” while “there are
still sectors that must be protected” (February 18, 2013, p. 20). Another article reported
on government plans for a relaxation of investment regulations in the alcoholic bev-
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erage industry on July 12, 2013. By the end of 2013, news coverage of the topic had
increased substantially. For example, Reuters reported on the “ease of regulation to
allow foreign companies [...] to manage and operate airports” (November 20, 2013).
Around the same time, Kompas published a letter to the editor in which a concerned
reader named further sectors where access to foreign investment is planned, including,
among others, the pharmaceutical industry (November 28, 2013).

Even though this evidence is purely anecdotal, the fact that newspapers openly dis-
cussed revisions to the NIL over one year ahead of its implementation shows its rel-
evance to the Indonesian economy. We further believe that industries and firms had
become aware of more detailed plans of the revisions even before the issue was covered
by the media, which would explain why the observed anticipatory effects and changes
in foreign investment shares were already occurring one year before the regulation was
in place.

4.5.2 Baseline results

Results in table 4.3 show a significant differential decline both in FDI and productiv-
ity among firms facing binding regulation. We report the effects of regulation on FDI
shares (panel A) and our two measures of productivity (panel B and C) using equation
(4.1). All regressions identify within firm variation by including firm fixed effects. We
also factor out all regional macroeconomic and industry-wise policy shocks by includ-
ing island-year and three-digit industry-year effects. Moreover, we control for basic
time-variant firm characteristics as well as tariff measures, as described in section 4.4
and reported in table B5 in the appendix.42 Further columns extend this basic speci-
fication, flexibly controlling for a range of potential determinants of endogenous FDI
policies. Column 2 includes interactions of selected product characteristics in a pre-
reform year (2005) with a full set of year effects in order to capture the firms’ ability to
lobby regulators (proxied by the share of state-owned firms, sales concentration, and
the share of blue-collar workers). Column 3 further includes controls for twelve time-
variant product-level characteristics determined to be the most important drivers of
product-level regulation (see table 4.1). Column 4 adds firm-trait-specific time trends,
allowing for differential growth trajectories by initial firm characteristics that were re-
lated to regulatory exposure (using FDI shares and indicators for state ownership, legal
status, and firm size in the initial period). Overall, these additional variables control for
a rich list of political economy factors that could have potentially explained the expo-
sure to binding product-level regulation. The coefficients stay remarkably stable when
further time dynamics of product and firm characteristics are controlled for, indicating

42 The coefficients of these controls point into the expected direction (see table B5 in the appendix).
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Table 4.3: Regulatory effects on FDI and productivity

(1) (2) (3) (4)

Panel A: Dependent: FDI share

Regulated product 0.002 0.003 0.003 0.005***
(0.002) (0.002) (0.002) (0.002)

Binding regulation −0.004* −0.004** −0.005** −0.008***
(0.002) (0.002) (0.002) (0.002)

R-squared 0.871 0.871 0.871 0.872

Panel B: Dependent: ln(TFP)

Regulated product 0.012 0.012 0.011 0.004
(0.014) (0.014) (0.014) (0.014)

Binding regulation −0.044*** −0.040** −0.044*** −0.037**
(0.016) (0.016) (0.016) (0.016)

R-squared 0.811 0.811 0.812 0.812

Panel C: Dependent: ln(VAD/L)

Regulated product 0.014 0.010 0.009 0.001
(0.015) (0.015) (0.015) (0.015)

Binding regulation −0.041** −0.035** −0.038** −0.030*
(0.016) (0.017) (0.017) (0.016)

R-squared 0.736 0.736 0.737 0.737

Basic controls Yes Yes Yes Yes
Industry-year interactions Yes Yes Yes Yes
Island-year interactions Yes Yes Yes Yes
Product traits in 2005 × Year Yes Yes Yes
Time-variant product traits Yes Yes
Firm traits specific trend Yes

Observations 180,783 180,783 180,783 180,783
Firms 24,725 24,725 24,725 24,725

Note: The dependent variable is the share of foreign capital, log of total factor pro-
ductivity or log of value added per worker within each firm. Regulated product is
set to one if the firm’s main product (five digit) has been regulated in the given year.
Binding regulation is set to one if the main product (five digit) has been regulated
in the given year and the firm itself has been subject this regulation. Basic con-
trols include firm fixed effects, categories of firm age, a public enterprise indicator,
output and input tariffs as well as an indicator of non-tariff measures. Five-digit
product traits in 2005 include sector concentration of sales, the share of blue-collar
workers and the share of public enterprises. For full list of time-variant product
traits see table 4.1. Initial firm-level traits include foreign capital share as well as
firm size, legal status and public enterprise indicators and allow for trait-specific
linear trends. Robust standard errors are clustered on firm level and reported in
parentheses. Significance at or below 1% (***), 5% (**) and 10% (*).

that endogenous regulation is unlikely to be driving these results.

In our preferred specification (column 4), the estimated lagged impact of the bind-
ing regulation indicator on foreign capital share is highly significant, and implies that
regulation is associated with up to a 0.8 percentage points reduction in the foreign eq-
uity ownership share on average (see table 4.3, panel A). This effect may not appear
very substantial at first glance, but it still amounts to more than 10% of the mean for-
eign ownership within the sample, which is about 7%. Moreover, as FDI shares have
adjusted more quickly to regulation due to anticipation effects (see figure 4.3), coef-
ficients for lagged regulation will not capture the full effect. Firms that operate in a
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regulated product market experienced a comparable although somewhat smaller in-
crease in their foreign capital shares, which becomes highly significant in column 4.
This provides evidence for horizontal spillovers from regulation as foreign investors
re-allocate their new investments to non-regulated firms producing the same product.

Binding regulation is also linked to a statistically significant decline in TFP and value
added per worker (see table 4.3, panels B and C). Our preferred specification in col-
umn 4 shows that firms which faced binding regulation experienced a 3.7% reduction
in TFP, or a 3% reduction in the value added per worker relative to non-regulated firms
producing the same product. These productivity adjustments are not proportionately
linked to the relative decline in FDI shares. Alternative specifications that include the
foreign capital share directly as an additional (albeit endogenous) control result in vir-
tually the same regulatory coefficient (see table B6 in the appendix). While TFP is
insignificantly positively related to foreign ownership shares, the regulatory effects
cannot be mechanically explained by the decline in the firms’ FDI shares. Hence, we
believe that productivity losses reflect changing patterns of technological upgrading as
well as changing expectations with respect to competitive pressure that lead to adjust-
ments in factor use. Moreover, we do not detect statistically significant productivity
increases among non-affected firms operating within the same product markets. This
lack of significant regulatory spillovers reinforces the notion that productivity effects
do not mechanically reflect shifts in foreign capital across firms but result from a chang-
ing product-specific investment climate and competition. Among non-regulated firms,
the beneficial effects of a new foreign capital influx may have been counteracted by an
increasing regulatory uncertainty and declining competitive pressures at the product
level.

Our main results remain robust when controlling more flexibly for fixed effects and
allowing for alternative standard error clusters. Table B7 in the appendix first substi-
tutes three-digit industry-year fixed effects with more aggregate two-digit sector-year
interactions in column 1. Column 2 repeats our preferred specification, which is then
re-estimated with clustering standard errors at the product-year level (instead of firm
level). Columns 4 and 5 control for more flexible three-digit industry-island-year in-
teractions, thereby controlling for industry-specific shocks within macro-regions and
allowing for error clustering on either firm or product-year level. Both coefficients of
interest are remarkably stable and stay mostly significant across all specifications. In
particular, the regulatory impact on foreign capital shares in panel A barely changes.
At the same time, the effect of binding regulation on TFP is slightly decreasing when in-
troducing additional fixed effects or clustering up, but remains statistically significant
at the 10% level. Results for labor productivity in panel C also remain qualitatively the
same, even though they do not always reach standard significance levels.
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Table 4.4: Transmission channels

Regulated product Binding regulation Observations Firms

Coeff SE Coeff SE

FDI share 0.005*** (0.002) −0.008*** (0.002) 180,783 24,725
ln(TFP) 0.004 (0.014) −0.037** (0.016) 180,783 24,725
ln(VAD/L) 0.001 (0.015) −0.030* (0.016) 180,783 24,725

ln(K) 0.001 (0.019) 0.024 (0.021) 180,783 24,725
ln(Foreign K) 0.129*** (0.038) −0.197*** (0.044) 180,783 24,725
ln(Domestic K) −0.011 (0.036) 0.077** (0.038) 180,783 24,725
ln(Private K) −0.077* (0.044) 0.082* (0.048) 180,783 24,725
ln(Gov.t K) 0.058* (0.030) 0.023 (0.034) 180,783 24,725

ln(L) −0.001 (0.009) 0.000 (0.010) 180,783 24,725
ln(w/L) −0.010 (0.012) 0.034** (0.013) 142,211 21,564

ln(Sales) 0.015 (0.016) −0.029 (0.018) 180,783 24,725
ln(Exports) −0.021 (0.072) 0.107 (0.077) 142,333 21,857
ln(Imports) 0.128** (0.060) −0.192*** (0.064) 180,783 24,725

Note: The dependent variables are listed in the first column. All regressions are specified
according to column 4 of table 4.3. Robust standard errors are clustered on firm level and
reported in parentheses. Significance at or below 1% (***), 5% (**) and 10% (*).

4.5.3 Potential reasons for productivity losses

Adjustments of other firm outcomes

In order to shed more light on the adjustment dynamics behind the observed produc-
tivity losses, table 4.4 shows changes in input use and other balance sheet outcomes in
response to binding and product regulation. The first two columns show coefficients
and standard errors for the spillover effects from product regulation on unregulated
firms, the next two columns present differential coefficients (and their standard errors)
on binding regulation. The first three lines repeat results for FDI and productivity from
the fully specified baseline model (table 4.3, column 4). Further results focus on capital
use and composition, labor use and remuneration, sales, exports, and imports.

Contrary to our expectations, limiting access to foreign capital did not lead to an
overall shortage of capital, neither within regulated product markets on average, nor
among firms facing binding regulation. The value of foreign assets increased sub-
stantially among unregulated firms producing regulated products (by 12.9%), reflect-
ing horizontal spillovers, but there was a larger differential decrease in foreign capital
among firms facing binding regulation (by 19.7%). This resulted in a total decline of
foreign capital within directly regulated firms (with the sum of the two coefficients be-
ing significantly negative). These differential dynamics were fully compensated by a
relative increase in domestic private and state capital. The value of state-owned cap-
ital shows marginally significant increases within the entire regulated product group,
irrespective of binding regulation. Together with our previous finding that prior pri-
vatization experiences were among the strongest predictors of product-level exposure
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Table 4.5: Robustness: Pseudo-Poisson Maximum Likelihood estimations

Regulated product Binding regulation Observations Firms

Coeff SE Coeff SE

K 0.022 (0.152) 0.250 (0.155) 180,783 24,725
Foreign K 0.181 (0.162) −0.317* (0.190) 18,559 2,521
Domestic K −0.006 (0.184) 0.457** (0.180) 177,344 24,070
Private K 0.094 (0.123) 0.312** (0.124) 176,074 23,838
Gov.t K −0.423 (0.441) 0.590 (0.485) 98,436 11,835

L 0.054** (0.023) −0.026 (0.025) 180,783 24,725
w/L −0.009 (0.020) 0.019 (0.021) 142,212 21,564

Exports 0.003 (0.105) −0.128 (0.105) 39,968 5,817
Imports −0.222* (0.127) −0.030 (0.182) 42,733 5,185

Note: The dependent variables are listed in the first column. All regressions are spec-
ified according to column 4 of table 4.3. Robust standard errors are clustered on firm
level and reported in parentheses. Significance at or below 1% (***), 5% (**) and 10%
(*).

to the NIL (cf. table 4.1), this provides suggestive evidence that plans to strengthen
“national champions” may have contributed to the targeting of FDI regulation. For
domestic private capital, we see opposite dynamics as for foreign capital, namely neg-
ative spillover effects and differential increases among directly regulated firms. The
results on capital composition broadly hold when using PPML estimation, as shown
in table 4.5, but only the differential effects of binding regulation remain significant.43

Overall, the NIL seems to have been successful in channeling more domestic private
capital towards regulated firms, but this has been accompanied by productivity losses
in the aftermath of its introduction.

Although labor market factors had low explanatory power for product-wise penetra-
tion of the NIL, the policy seems to have benefited local workers within protected firms
through differential wage increases. However, given the substantially restricted sam-
ple size due to missing wage information, we do not want to over-interpret this result.
Additionally, the positive wage effect does not persist in PPML estimation (shown in
table 4.5). We also see statistically significant changes in total employment in regulated
products in the PPML model but not in our baseline log specification.

We do not see average changes in sales or exports, but the use of intermediate imports
moves in the same direction as foreign assets, both for the baseline and the interaction
effects. Positive regulatory spillovers at the product level may have resulted in higher
access to intermediate imports, whereas import use is the one thing that substantially
declined in firms facing binding regulation. This is in line with the literature showing
that the reliance on intermediate imports moves hand-in-hand with foreign ownership
(Amiti and Konings 2007, Arnold and Javorcik 2009). Like for the labor market effects,
table 4.5 reveals that trade results are not robust to PPML estimation. The positive

43 We only perform PPML estimation for variables that have at least some zeros or low values as for the
others we do not expect any distortions from a log-linear model.
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coefficient at the product level even turns negative, although estimated over a very
substantially reduced sample. For our further results, we will therefore focus on the
most robust channel of shifting capital composition.

Heterogeneities by sector and firm types

Our average results mask differential adjustment dynamics across firms of different
types. In order to investigate the role of heterogeneities in our baseline results as well
as in the shifts of capital composition, we test for heterogeneous effects across different
groups of firms. We thereby focus on two potential channels, while referring to ad-
ditional two heterogeneities in the appendix (see appendix B.4 for a precise definition
of the sub-groups). First, following Rajan and Zingales (1998), we assess the impor-
tance of access to financing in terms of productivity. Alquist et al. (2019) point out that
foreign investors more frequently target sectors which are more reliant on external fi-
nancing, especially in the context of full acquisitions. Any policy that restricts foreign
capital inflows may also complicate the external financing of domestic enterprises, re-
sulting in mis-allocation of capital, inefficiencies and productivity losses. For instance,
Fauceglia (2015) shows that an improved investor protection in Brazil is particularly
beneficial for firms with high dependence on external finance as those firms become
more likely to adopt new technology. Second, following the large body of literature
advocating the importance of FDI in technology transfer to domestic enterprises (e.g.,
Blalock and Gertler 2008, Lin et al. 2021), we assess the role of technology intensity (us-
ing sectoral distinctions as defined by OECD 2003). Descriptively, neither high finance
dependency, nor high-tech sectors seem to have been specifically targeted by the NIL,
but still, decreased access to either financing or technology could have contributed to
the observed productivity declines.

Table 4.6 repeats our main FDI and productivity results by splitting firms into two
groups based on sectoral characteristics, and interacting the indicators for binding
and product regulation with the group indicators. In panel A, we separate the effects
of regulation by sectoral dependency on external finance (Rajan and Zingales 1998),
whereas panel B is separated by sectoral technology intensity (OECD 2003). The table
only reports the differential interaction coefficients with binding regulation, although
spillover effects (interactions with product regulation) are also controlled for (and re-
sults are reported in table B8 in the appendix).

When compared to other firms within the same regulated product market, FDI shares
declined upon binding regulation to a statistically similar extent between sectors with
high and low finance dependency, whereas the relative losses in FDI were larger among
high-technology sectors. The resulting relative productivity declines were most pro-
nounced among firms operating in high-technology and high-finance-dependency sec-
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Table 4.6: Heterogeneity by external financial dependence and technology (binding regulation)

Coeff SE Coeff SE p-value:
1=2

Panel A
Binding regulation × Weak dep. on ext. finance Strong dep. on ext. finance

Dependent:
FDI share −0.009*** (0.002) −0.007* (0.004) [0.742]
ln(TFP) −0.017 (0.020) −0.058** (0.026) [0.212]
ln(VAD/L) 0.002 (0.021) −0.072*** (0.026) [0.025]

ln(K) 0.058** (0.026) −0.027 (0.033) [0.044]
ln(Foreign K) −0.183*** (0.046) −0.222*** (0.084) [0.678]
ln(Private K) 0.127** (0.057) 0.014 (0.082) [0.241]
ln(Gov.t K) 0.020 (0.043) 0.027 (0.050) [0.916]

Panel B
Binding regulation × Low tech. sector High tech. sector

Dependent:
FDI share −0.007*** (0.002) −0.036*** (0.014) [0.035]
ln(TFP) −0.032** (0.016) −0.141* (0.078) [0.176]
ln(VAD/L) −0.021 (0.017) −0.157** (0.074) [0.072]

ln(K) 0.035 (0.021) −0.144 (0.111) [0.113]
ln(Foreign K) −0.144*** (0.042) −1.177*** (0.333) [0.002]
ln(Private K) 0.089* (0.047) 0.130 (0.286) [0.887]
ln(Gov.t K) 0.007 (0.035) 0.181 (0.124) [0.174]

Note: The dependent variables are listed in the first column, indicator variables interacted
with Binding regulation on the top of each panel. All regressions are specified according to
column 4 of table 4.3 and also include interactions of the reported indicator variables with
Regulated product (reported in table B8). The last column tests whether the reported interac-
tion terms are statistically different from each other. For number of observations see table 4.4.
Robust standard errors are clustered on firm level and reported in parentheses. Significance
at or below 1% (***), 5% (**) and 10% (*).

tors (with losses of up to 16%), and in fact turn insignificant in sectors with low external
finance dependency. Both high finance dependency and high technology may reflect
differences in the need for foreign capital, either for means of financing, or for accessing
foreign technologies. These results support the potential importance of both possible
explanations for productivity declines.

As previously noted, productivity losses were not driven by a mere shortage of capital.
While binding regulation is positively but insignificantly related to capital stocks on
average (see table 4.4), total capital stocks even rose in relative terms upon binding
regulation in sectors less reliant on external finance. However, the patterns connecting
relative productivity losses to capital stock changes across these sub-groups are not
entirely clear-cut (cf. table 4.6). Firms in high-tech and high-finance-dependent sectors
experienced relative decreases in both foreign capital and productivity but no relative
change in total capital. Firms in low-tech and low-finance-dependent sectors were also
facing declines in foreign capital, no or positive relative adjustments in total capital
and generally smaller relative productivity losses. The coefficients for the types of
domestic capital (private or government capital) do not statistically significantly differ
across the different groups of firms. However, although very imprecisely estimated,
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the point estimate on government capital is substantially higher in high-technology
sectors, providing at least some suggestive evidence that the government may have
channeled new investments into regulated high-tech sector products.

Although we cannot disentangle the relative importance of each of the above factors
and consider the heterogeneity results as merely descriptive, some common patterns
emerge. Productivity declines are always observed in tandem with substantial declines
in foreign capital among the affected groups of firms. It is important to note though
that reduced productivity can not be directly explained by changes in foreign capital
shares (see appendix table B6). Instead, we suspect that changes in the general com-
petitive environment, technology access and factor reallocation all may have played a
role. As total capital availability in many sub-groups increased significantly in relative
terms, the observed relative productivity losses are more likely to reflect a lower tech-
nological content and less efficient use of domestic capital. Firms experiencing relative
productivity declines upon being subject to binding regulation are more likely to use
advanced technology and operate in external finance-dependent sectors.

Table B9 in the appendix splits firms into groups with respect to their size (panel A) or
trading status (panel B). Like before, interactions with product regulation are also con-
trolled for (and results are reported in table B10). Large firms have been more specifi-
cally targeted by the NIL and as a result could be expected to respond more strongly to
declines in foreign capital. At the same time, larger firms are more productive (Melitz
2003, Blalock and Gertler 2008, Mrázová and Neary 2019) and may be better able to ac-
commodate (or even circumvent) sudden regulatory changes. Furthermore, firms may
differ in their involvement in global value chains. We therefore allow for differential
effects among firms that engage in export or import activities. In our sample, these
firms are also more likely to be foreign owned and, thus, may suffer larger productiv-
ity losses when access to foreign capital is limited. In contrast, if foreign technologies
are acquired through importing, trading firms may suffer less from missing foreign
capital. These differences, however, yield less conclusive results. Relative losses in FDI
were larger among larger firms and among firms engaging in international trade. At
the same time, firms of different size or trading behavior exhibit similar relative pro-
ductivity losses. Most of the other comparisons of relative effects of binding regulation
lack statistical precision.

4.5.4 Types of regulation and de-regulation

Testing different regulatory instruments

Our regulation indicators cover a range of different policy provisions of varying re-
strictiveness. Table 4.7 differentiates between the effects of various major types of reg-
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Table 4.7: Distinguishing between types of regulation

Dependent variable: FDI share ln(TFP) ln(VAD/L)

(1) (2) (3) (4) (5) (6)

Licensing requirements in product 0.007** 0.007** 0.025 0.022 0.020 0.014
(0.003) (0.003) (0.029) (0.030) (0.031) (0.032)

Binding licensing requirements −0.001 −0.002 −0.073** −0.081** −0.084** −0.083**
(0.004) (0.004) (0.037) (0.037) (0.039) (0.040)

Specific bans and FDI limitations in product 0.002 0.002 0.002 −0.001 −0.006 −0.002
(0.002) (0.002) (0.015) (0.015) (0.015) (0.015)

Binding specific bans and FDI limitations −0.008*** −0.008*** −0.014 −0.013 0.001 0.001
(0.002) (0.002) (0.018) (0.018) (0.018) (0.019)

Product-wide bans −0.007* −0.008** −0.062** −0.045 −0.067** −0.052
(0.004) (0.004) (0.030) (0.031) (0.031) (0.032)

Basic controls Yes Yes Yes Yes Yes Yes
Sector-year interactions Yes Yes Yes
Industry-year interactions Yes Yes Yes
Island-year interactions Yes Yes Yes Yes Yes Yes
Product traits in 2005 × Year Yes Yes Yes Yes Yes Yes
Time-variant product traits Yes Yes Yes Yes Yes Yes
Firm traits specific trend Yes Yes Yes Yes Yes Yes

Observations 180,797 180,783 180,797 180,783 180,797 180,783
Firms 24,726 24,725 24,726 24,725 24,726 24,725
R-squared 0.871 0.872 0.810 0.812 0.735 0.738

Note: The dependent variable is the foreign capital share within each firm, log TFP or log value added per worker.
All regressions are specified according to column 4 of table 4.3. Robust standard errors are clustered on firm level and
reported in parentheses. Significance at or below 1% (***), 5% (**) and 10% (*).

ulatory instruments by contrasting licensing requirements with other more direct bans
and limitations, separated into binding and product regulation. Licensing require-
ments leave the affected sectors open to FDI but increase the burden of compliance by
introducing costly and time-consuming procedures. In comparison, the various direct
bans and limitations aim at restricting FDI flows more generally, either by closing off
FDI for entire product categories or limiting FDI conditional on further firm-specific
characteristics. We lose statistical precision of some estimates due to the fragmentation
of our measure into different regulatory instrument types Hence, table 4.7 addition-
ally reports coefficients controlling for less strict two-digit sector-year fixed effects in
columns 1, 3 and 5, in order to keep more identifying variation in the model.

The results show that while binding licensing requirements did not curb foreign invest-
ment, all other types of binding bans and limitations did reduce FDI (columns 1 and
2 of table 4.7). Both outcomes seem plausible. While bans and limitations were used
from the beginning, some limitations have been substituted by licensing requirements
only in later years. As licenses played a role in the partial de-regulation process, they
may have also been seen as successful in restoring openness to these sectors. How-
ever, this does not imply that licensing was costless in productivity terms. Estimates
of the productivity effects of these different regulatory instruments show similar rela-
tive productivity losses both due to the introduction of binding licensing requirements
and due to general bans (of about 5 to 8%, in columns 4 to 6 of table 4.7). By contrast,
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Table 4.8: Transmission channels of de-regulation

Regulated product Binding regulation Deregulated product Binding de-regulation

Coeff SE Coeff SE Coeff SE Coeff SE

FDI share 0.005*** (0.002) −0.008*** (0.003) −0.001 (0.005) −0.000 (0.003)
ln(TFP) 0.002 (0.015) −0.034* (0.019) −0.032 (0.043) 0.009 (0.022)
ln(VAD/L) −0.003 (0.015) −0.028 (0.019) −0.086** (0.043) 0.008 (0.021)

ln(K) 0.004 (0.019) 0.037 (0.025) 0.067 (0.070) 0.034 (0.031)
ln(Foreign K) 0.130*** (0.038) −0.203*** (0.054) 0.017 (0.104) −0.017 (0.065)
ln(Domestic K) −0.008 (0.036) 0.100** (0.045) 0.069 (0.109) 0.057 (0.056)
ln(Private K) −0.074* (0.045) 0.078 (0.056) 0.069 (0.152) −0.015 (0.066)
ln(Gov.t K) 0.062** (0.031) 0.052 (0.041) 0.099 (0.098) 0.073* (0.043)

Note: The dependent variables are listed in the first column. All regressions are specified according to column
4 of table 4.3. Robust standard errors are clustered on firm level and reported in parentheses. Significance at or
below 1% (***), 5% (**) and 10% (*).

firms that were subject to binding regulation conditional on firm-specific character-
istics show substantially smaller and always insignificant reductions in productivity.
This may reflect a larger flexibility in the enforcement of firm-specific regulations. In
the case of firm size, we do not find any evidence for firms endogenously adjusting
their sales or net assets to affect their firm size status. As mentioned before, we also
take median firm size for each firm to further alleviate concerns of endogenous se-
lection into regulation. Firm-specific regulatory effects could also be attenuated due
to measurement error in the firm-specific characteristics (firm size, legal status, and
previous ownership shares) that we use to define exposure to regulation.

Testing deregulation

In our main specifications, the regulation indicator turns to zero upon de-regulation,
which implicitly assumes symmetric effects of regulation and de-regulation. How-
ever, it is ex-ante unclear why the effect should be equal in both directions. For in-
stance, Davies et al. (2016) show that employment and capital growth within Jorda-
nian firms react asymmetrically depending on whether foreign investors increase or
decrease their shares. Table 4.8 therefore simultaneously tests for the impact of being
regulated and de-regulated after a period of protection in order to contrast it with our
baseline results.44 We do not find evidence for an immediate relative impact of binding
de-regulation, whereas binding regulation still affects foreign capital and productivity
negatively. Notably, state-owned capital significantly increases in firms facing bind-
ing de-regulation as compared to other firms in de-regulated products. In general, it
seems that the effects of binding de-regulation, if any, may need an even longer time
to materialize. This finding is evidence against the assumption of symmetrical effects
of closing and re-opening the economy for FDI.

44 3,308 firms experience de-regulation in our sample whereas 6,455 firms shift into being newly subject
to binding regulation.
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By contrast, the spillover effect of product de-regulation on productivity is negative.
While puzzling at first sight, this result fits into the narrative of changing capital com-
position. Domestic capital, particularly state-owned capital, keeps on flowing into
“strategic” products even after de-regulation while foreign investors seem to hesitate.
Even though our coefficients are imprecisely estimated, this supports the idea of the
inferiority of domestic capital in terms of productivity.

4.5.5 Further robustness checks

Firm entry and exit

Although our results are identified within the same firms and hence are less likely to
be driven by shifts in firm composition, it is still important to understand whether firm
composition endogenously adjusted in response to the revision of the NIL. Protection
of a sector may keep out new entrants or reduce the exit rate of firms. For instance,
Bonfiglioli et al. (2019) show that financial frictions increase entry costs, thereby al-
lowing non-competitive firms to stay in the market. Conversely, regulations may also
negatively impact firms by forcing them to leave the market or increasing the incen-
tives for new firms to enter the market.

It is not clear in which direction the effect will go ex-ante, but the resulting shifts in firm
composition may affect average firm productivity. Column 1 of table 4.9 documents
that binding regulation indeed reduced the probability of market entry by new firms
in the same period, whereas product regulation itself is not linked to changes in market
entry. By contrast, all firms producing a regulated product were more likely to exit the
market in the next period, irrespective of whether they were facing binding regulation
themselves or not. Since the exact year of entry or exit may be mis-measured (as only
firms with at least 20 employees are included in the census), we cannot provide a more
detailed analysis of true market entry and exit dynamics. Instead, we test for a differen-
tial response to regulation among those firms that either entered or exited the sample.
Columns 3 and 4 show that FDI adjustments of binding and product regulation are
attenuated among newly entering firms but not among exiting firms. As firm exit and
entry are endogenous, this may reflect selection effects. With respect to productivity,
we see in general no differential changes in entry or exit of firms after regulation (ex-
cept for the value added per worker increasing with product regulation among exiting
firms in column 8). Most importantly, the substantial declines in productivity upon
binding regulation persist and are fairly stable compared to our main findings. Over-
all, these results show that entering and exiting firms did not react more negatively
(or potentially experienced less short-run adjustments) upon regulation. This makes it
unlikely that the average results would be driven by entry or exit dynamics.
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Product switching behavior

A different, and potentially more serious, concern is that firms endogenously decide on
whether they want to operate in a regulated sector or switch to a non-regulated prod-
uct. For instance, Utar (2014) shows that a firm’s product mix is endogenous to rising
import competition. In our context, this could lead to changes in the main reported
product. Such product switching could bias our estimates, but the direction of the bias
is a priori unclear. It is equally possible that firms either select into newly protected sec-
tors or choose to operate in non-regulated sectors. Moreover, as SI firms may produce
multiple products but only report their main product in our dataset, product switches
may simply reflect the changing importance of a product that still is retained in the
product portfolio. Finally, direct avoidance behavior due to misreporting products is
unlikely to play a role in our setting as the firm census is not used by the authorities to
explicitly monitor firms (Blalock and Gertler 2008).

Table 4.10 addresses the product switching behavior. Our dependent variable in the
first two columns is an indicator for a product switch that takes one if a firm changes
its reported five-digit product code in year t. Column 1 shows no evidence for a prod-
uct switch occurring in year t as a response to contemporaneous regulation, hence
firms did not switch into protected sectors. Column 2 looks at the response to regula-
tion in year t − 1 instead, testing for whether firms actively selected out of regulated
sectors. Indeed, we see some evidence that binding regulation induced movement
out of a product market whereas more firms entered markets for regulated products if
regulation for them was not binding. However, beyond the robust negative effect of
binding regulation on FDI and the positive spillover effects of product regulation, FDI
shares did not change upon sector switches (column 3). When distinguishing between
sector switches into or out of regulated sectors, and within currently regulated or non-
regulated sectors, neither type of sector switching behavior was linked to changing
FDI shares (column 4). Columns 5 and 7 show more pronounced differences for TFP
and value added per worker: firms that had recently switched sectors experienced a
productivity decline by 2.4–2.6% in the next period. This seems plausible as switches
may require changes in the production process at the cost of initial productivity losses.
As before, the direction of the switch matters (see columns 6 and 8). While the average
effect of binding regulation is still negative and significant, firms switching into or out
of regulated sectors did not experience changes in productivity. Only firms switching
within non-regulated sectors saw significant productivity declines. This shows that it
is very unlikely that switching behavior across sectors would drive our findings.
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Chapter 4. Foreign investment regulation and firm productivity

Alternative TFP estimates

As a last robustness check, table B11 in the appendix assesses the sensitivity of our
baseline results to our TFP estimation procedures. The first two columns of the table
repeat the baseline TFP estimates, calculated at the two-digit level, with and without
further time-variant controls. Two further columns test the sensitivity of the two-digit
TFP estimates by exchanging the common wholesale price deflators used for the base-
line results with five-digit product-specific price deflators. These include a five-digit
wholesale price index used to deflate firm sales, a five-digit input price index used to
deflate intermediate inputs, and a machinery price index, used to deflate the capital
stock and net assets (for identifying large firms). Columns 3 to 4 of table B11 fully
replicate our main results. Columns 5 to 6 of table B11 are based on a more disaggre-
gated TFP estimation instead. Here the TFP regressions are separately estimated for
each three-digit industry, even though a few sectors have to be combined because of
insufficient number of observations. The results show that our preferred specification
yields almost the same regulatory effects on TFP irrespective of sectoral detail in price
deflators and the sectoral aggregation for TFP estimation. All in all, we prefer to use
the two-digit TFP estimates (together with the aggregated wholesale price deflator) in
our main models as the higher level of detail in sectors and price deflators comes at
the cost of a loss in precision. Due to the relatively lower number of firms operating
in some three-digit industries, input coefficients estimated at the three-digit level tend
to be more unstable and some of them even turn negative, which does not happen at
the two-digit level (cf. table B2). Moreover, five-digit sector-specific output and input
price indices, as well as the machinery price index are only available to us until 2012
and must be imputed for the following years by assuming proportionate sectoral price
variation. As our fully specified results do not change when using more detailed TFP
estimates or more detailed price deflators, we interpret this as supportive of our more
aggregated TFP estimation approach.

4.6 Conclusion

This paper contributes to the literature on the effects of product-specific regulation of
foreign investment. Despite its relatively open FDI regime, the Indonesian government
uses the instrument of a negative investment list to restrict future foreign investment
in certain product markets. In a clear instance of regulatory tightening, it has increased
the number of regulated products very substantially in 2007. Empirical results show
that the government particularly targeted not only products that were previously more
exposed to privatization, but also products with a larger share of state-owned firms
that were less productive on average, and products where firms accumulated more
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capital in the past.

We measure the effects of this product-level regulation, exploiting the revisions of the
NIL in 2007, 2010 and 2014. Our identification strategy relies on fixed effects at the
firm, region-year, and three-digit industry-year level and controls for tariff and non-
tariff measures. Moreover, we allow yearly FDI dynamics and productivity changes
to be proportionate to an extensive set of five-digit product and firm characteristics
in order to control for classical political economy factors that could drive product-
level variation in regulatory action. An examination of the time pattern of productivity
changes helps to exclude the possibility that the effects of regulation merely reflect
differences in pre-trends.

We find robust evidence showing a substantial effect of FDI restrictions on foreign
ownership shares both within directly affected firms as well as their competitors. FDI
shares increased among non-regulated firms operating in regulated product markets
due to spillover effects, which was accompanied by somewhat larger differential de-
creases in FDI shares among directly regulated firms. Analyzing the relationship be-
tween regulation by the NIL and firm-level productivity, we find relative declines in
TFP and value added per worker upon binding investment regulation. Regulated
firms experienced productivity decreases of about 3% as compared to non-regulated
firms within the same product market, starting in the year following the regulatory
change. The productivity declines cannot be mechanically explained by a drop in
foreign capital shares. Instead, we see that productivity declines were concentrated
within industries that rely more strongly on external financing and those more tech-
nology intensive. As the drop in foreign capital was fully compensated by an increase
in the value of domestically owned firm assets, the average results are unlikely to be
driven by a simple shortage of capital. Instead, the domestically supplied capital may
have been an imperfect substitute for foreign capital and may have contributed less to
firm productivity.

Our results indicate that the Indonesian NIL has been very successful in shifting do-
mestic investment towards the newly identified strategic industries and especially to-
wards regulated firms, while domestic private investment has been shifted away from
non-regulated firms producing regulated products. Moreover, regulated products gen-
erally experienced increases in state-owned capital. However, our empirical results
also emphasize that restricting foreign ownership in sectors deemed to be important
domestically is likely to come at the cost of efficiency losses in the form of productivity
declines among affected firms.
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CHAPTER 5

Regulating FDI in Indonesia’s manufacturing sector:

Local labor market responses to a protectionist policy

Robert Genthner and Krisztina Kis-Katos45

Abstract

Using labor market data from the Indonesian firm census as well as yearly household-
level surveys, we investigate the effects of a protectionist foreign direct investment
(FDI) policy reform on employment rates. The so-called negative investment list regu-
lates FDI at the highly granular product level and has been repeatedly revised through-
out time. We construct spatial measures of regulatory penetration of FDI restrictions
within the manufacturing sector based on firm-level data. Our findings suggest that
regions that were more exposed to this protectionist policy, experienced increases in
employment that were most likely due to reduced competitive pressure. The employ-
ment gains concentrate among small manufacturing firms and also show substantial
spillovers from the manufacturing to the service sector.

45 We would like to thank Regina Dworschak and Timo Kretschmer for excellent research assistance. We
thank Massimiliano Calí, Matthew Wai-Poi and participants of seminars, conferences and workshops in
Aarhus, Freiburg, Göttingen, Kiel, at World Bank BBL Series, at ETSG 2019 in Bern, the FDI workshop
2019 in Groningen, the annual meeting of the Austrian Economic Association 2020 in Vienna, the War-
saw International Economic Meeting 2020, and the annual meeting of the German Economic Association
2020 in Cologne for helpful comments and discussions. All remaining errors are our own.
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Chapter 5. Local labor market responses to a protectionist policy

5.1 Introduction

Economic protectionism has been globally on the rise over the last decade, partially re-
versing earlier achievements of bringing down trade barriers that often required long
and cumbersome negotiations (WTO 2019). This protectionist backlash did not only
result in partial tariff increases (like in the case of the US-Chinese trade war) but also
in the proliferation of various non-tariff barriers (United Nations 2019a). For instance,
in the 2000s, a so-called negative investment list has been used to restrict foreign direct
investment (FDI) inflows into selected national champion sectors in Indonesia (Genth-
ner and Kis-Katos 2019). Such protectionist actions have often been based on economic
arguments, like the need to safeguard domestic labor markets. Whether they really
achieve this goal remains an open question.

The distributional effects of trade liberalization have been in the focus of a very rich
literature that investigates the impact of tariff reductions on firms, manufacturing in-
dustries or local labor markets in both developing and industrialized countries.46 A
common finding of these studies is that lower tariffs in general stimulate firm produc-
tivity, whereas particularly output tariff liberalization results in overall negative labor
market effects and increasing competition.47 A second strand of literature investigates
the relationship between FDI (or its regulation) and firm outcomes, as well as domestic
employment. Studies find that firm productivity is positively affected by both direct
FDI (Aitken and Harrison 1999, Eppinger and Ma 2019, Javorcik and Poelhekke 2017)
and indirect FDI spillovers along the value chain (Javorcik 2004, Genthner 2021). A
substantially smaller number of studies documents an overall negative firm produc-
tivity effect of anti-competition reforms (Bourlès et al. 2013) or FDI regulation (Duggan
et al. 2013, Genthner and Kis-Katos 2019). At the same time, the literature emphasizes
a positive link between FDI and domestic employment since multinational enterprises
(MNEs) own larger plants on average and employ more workers (Arnold and Javorcik
2009). Foreign firms also tend to formalize employment and pay higher wages to their
employees (e.g., Harrison and Rodríguez-Clare 2010, Lipsey et al. 2010, Steenbergen
and Tran 2020). By introducing advanced technologies, FDI increases the demand for
high-skilled workers, resulting in a larger skill wage gap (Feenstra and Hanson 1997,
Figini and Görg 2011, Lee and Wie 2015). However, foreign acquisitions are also likely
to introduce a more efficient use of labor, which could result in a lower demand for
employment (Girma 2005). Moreover, FDI may destroy jobs in domestic firms by in-

46 See among others Amiti and Konings (2007), Lileeva and Trefler (2010), Topalova and Khandelwal
(2011), Arnold et al. (2016) on firms, Goldberg and Pavcnik (2005), Hakobyan and McLaren (2016) on
manufacturing industries or Autor et al. (2013), Dix-Carneiro and Kovak (2017, 2019) on local labor
markets.
47 For Indonesia, Kis-Katos and Sparrow (2015) and Kis-Katos et al. (2018) document positive labor
market consequences of input tariff liberalization due to increasing labor demand.
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creasing the overall competition in the local market and crowding out less productive
companies (Melitz 2003, Jenkins 2006). The net employment effect thus depends on
which of the above-mentioned channels dominates.

We expect FDI de-liberalization to revert the above outlined effects of FDI on labor
market outcomes. At the extensive margin, shielding local markets from foreign in-
vestors could result in market entry of domestic firms due to reduced competition.
Employment generation by new local firms may outweigh the negative employment
effect due to reduced foreign investment. At the same time, already existing domes-
tic firms may expand production at the intensive margin to take over market shares
from regulated foreign firms. Similarly to the effects of place-based interventions, such
targeted anti-competitive policies could spill-over to non-targeted firms as well (Neu-
mark and Simpson 2015), generating broader employment effects. Despite the poten-
tial employment gains, FDI regulation may still involve a higher degree of informality
as well as more low-payed jobs under the assumption of effect symmetry (Harrison
and Rodríguez-Clare 2010).

In this paper, we link an FDI regulation policy protecting manufacturing national
champion industries to local labor market outcomes in Indonesia, measured at the
level of regencies (kabupaten) and cities (kotamadya), which we jointly refer to as dis-
tricts. The negative investment list (NIL) is released in the form of Presidential Decrees
and contains information on five-digit products that are subject to FDI inflow restric-
tions. Its conditions vary in intensity and range from soft licensing requirements to
hard investment bans for some products. Some of the restrictions are conditional on
firm characteristics such as size, legal status, and prior FDI shares. The list was first
released in 2000 and then revised several times over the later years. Most importantly
for our analysis, the regulatory environment was strongly tightened in 2007, when the
list was massively extended and plenty of new products were added. A second re-
vision in 2010 changed the range of products, also altering some of the restrictions,
while a later revision in 2014 has de-regulated the investment regime to some extent.
This has induced substantial spatial variation in the strictness of the locally relevant
investment environment in manufacturing firms over time, which our empirical anal-
ysis exploits. For our analysis, we assess the local regulatory penetration (LRP) of this
policy by combining policy information from the Presidential Decrees with firm-level
and labor market data. We use a shift-share approach, interacting the initial share of
the potentially directly affected local labor force with regulatory shifts over time.

We measure labor market dynamics in two ways. For our main analysis, we use the
Indonesian Economic Census that covers all enterprises in manufacturing and services
and consistently reports their number of workers. This allows for a detailed analysis
of sectoral dynamics with respect to total employment, firm size and number of firms.

87



Chapter 5. Local labor market responses to a protectionist policy

Based on this census data, we regress changes in labor market outcomes over ten years
on the change in LRP between 2006 and 2010, which captures the major regulatory
tightening. We complement these results by a long district-level panel derived from
the annual household surveys Susenas and the labor market surveys Sakernas. The
yearly structure of the data enables us to run panel regressions of local labor market
outcomes on the time-variant district-level LRP measure, while controlling for a rich
set of fixed effects and time trends in initial district conditions.

One potential reason behind the lack of studies on the link between protectionist poli-
cies and labor market outcomes lies in the difficulty of building a convincing identifi-
cation strategy. Many studies argue that the extent of trade liberalization is dictated by
international organizations such as the International Monetary Fund (IMF) for India
(Topalova 2010) or the accession to the World Trade Organization (WTO) for Indone-
sia (Kis-Katos and Sparrow 2011). Similarly, Autor et al. (2013) exploit the rapid rise of
China after its WTO accession to estimate its impact on US labor markets. Such sudden
trade policy changes that are determined by the initial levels of sectoral protection al-
low for a convincing identification of causal effects. However, when dealing with vari-
ations in FDI policy or other non-tariff barriers in general, the line of argumentation is
substantially less straightforward. Policy makers react to changes in the economic en-
vironment and, thus, estimated coefficients are not only driven by the policy response
but may also reflect other underlying location-specific economic dynamics that may
have triggered the policy intervention in the first place.

In the case of the negative investment list in Indonesia, Genthner and Kis-Katos (2019)
indeed show that there is a whole range of political economy factors that potentially
explain the choice of protected manufacturing industries. However, their results also
indicate that past labor market dynamics barely figure among the factors explaining
the product-level targeting of regulation. Instead, the sectoral presence and past pro-
ductivity of public enterprises has shaped the decision to include selected products
in the negative investment list. In order to alleviate concerns that endogenous pol-
icy formation and omitted variables are driving our results, we check for pre-trends
in the main outcomes using repeated yearly long-difference regressions. Our baseline
specifications further allow districts to be on different trajectories depending on the
initial levels in regulatory penetration and by employment shares in manufacturing,
agriculture and services. We also test for the robustness of our results by including a
rich set of further controls, both in form of initial conditions and by introducing time-
variant control variables. In particular, we control for political economy factors like
lobbying (driven by industrial concentration) or privatization (captured by the share
of and change in state-owned employment), exposure to changing trade flows (based
on import and export flow data), trade liberalization (in the form of average input and
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output tariffs and non-tariff measures), trends in automation (measured by the stock of
industrial robots), agglomeration effects (measured by initial population density or its
pre-reform change) and labor market reforms (reflected in minimum wage legislation).

A recent strand of the literature discusses validity concerns in shift-share instrument
designs. Our robustness checks address the most common arguments, even though
our main specifications only exploit a shift-share measure in reduced form regres-
sions. In particular, we control for unobserved shocks common to local labor markets
that started off with similar initial employment composition by including the initial
employment share of agriculture, manufacturing and services (interacted with time
trends in the panel setting) in our baseline specifications (Borusyak et al. 2021). We
further check if serial correlation across districts with similar employment structure
leads to excessively small standard errors and, thus, over-rejection of the null hypoth-
esis (Adão et al. 2019). Finally, we investigate if regulation in particular sectors drives
our findings and whether results change once we exclude those sectors from the anal-
ysis (in the spirit of Goldsmith-Pinkham et al. 2020).

Our results indicate that firm employment (based on the Economic Census) increased
in those districts that were most affected by the new restrictions on manufacturing FDI.
On average, a one standard deviation increase in regulatory penetration increases the
overall district employment rate by 1.3 percentage points in the long-run. Employment
increases are found not only in manufacturing but also in services, highlighting the im-
portance of cross-sectoral spillovers (Neumark and Simpson 2015, Dix-Carneiro and
Kovak 2019). Gains in manufacturing employment are entirely driven by market entry
of new small firms, leading to a shrinking average firm size in the affected districts.
In contrast, increases in service employment originate at the intensive margin where
existing larger firms hire new workers. These findings are in line with the expecta-
tion that tightening FDI regulation will invert the labor market effects of FDI presence.
We see that, on average, more directly affected manufacturing firms get smaller as re-
duced competition enables market entry of less productive small-scale enterprises. The
overall positive employment effect is confirmed within the yearly district panel setting
based on Susenas. Here, a one standard deviation larger exposure to FDI restrictions
results in a yearly 0.3 percentage point increase in the employment share. At the same
time, we do not find any evidence for wage or income effects. These findings can only
be rationalized by a strongly increased demand for services by the regulated manu-
facturing firms. Small manufacturing firms are not able to produce particular services
themselves and thus have to outsource them to domestic firms in the tertiary sector,
thereby generating new job opportunities in services.

Our results are in line with previous studies on developing and transition economies,
which focus on negative demand shocks due to trade liberalization. These studies
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show that workers in manufacturing industries or regions highly affected by trade lib-
eralization often bear the adjustment costs by facing diminishing earnings or job losses
in the short run (see, for example, Arbache et al. (2004) and Kovak (2013) on Brazil) but
also in the long run (Dix-Carneiro and Kovak 2017). We show that a protectionist mea-
sure like FDI regulation can have the opposite effect and contribute to employment
gains among the local population. Our results also contribute to the regional economic
literature on labor market effects of place-based policies and demand shocks. Stud-
ies in this field highlight the importance of spillover effects on the local employment
structure (see, for instance, Kline and Moretti (2014) for the US and Lu et al. (2019)
for China). Shielding the economy against foreign investment enforces cross-sectoral
demand linkages and results in substantial employment spillovers within districts.

The paper proceeds as follows. Section 5.2 introduces the institutional background of
FDI regulation and the NIL in Indonesia. Section 5.3 presents the data and develops
our measure of regulatory penetration. Section 5.4 describes our long-difference es-
timation strategy and main results, while section 5.5 confirms these findings using a
panel regression approach. Section 5.6 discusses potential threats to identification as
well as how the paper deals with them and also includes a set of robustness checks.
Section 5.7 then presents an analysis of potential channels, heterogeneities and alter-
native labor market outcomes. Section 5.8 concludes.

5.2 Institutional context

Early steps towards opening the Indonesian economy to FDI already started in the first
years after the end of the Sukarno regime. Both the Foreign Investment Law in 1967
and the constitution of the investment coordination board (Badan Koordinasi Penana-
man Modal, BKPM) in 1973 were landmark reforms as they promoted more FDI and
enabled potential investors to apply for investment projects at a central agency (Gam-
meltoft and Tarmidi 2013). The relaxations of the previously tight investment envi-
ronment, however, were partially withdrawn at the beginning of the 1970s, when the
Indonesian government finally succumbed to violent protests against foreign presence
in particular industries (van Zanden and Marks 2012). Despite the resulting drop in
FDI inflows, the ongoing oil boom ensured sufficient revenues to compensate for the
lost FDI inflows. When oil prices collapsed in the 1980s, the government was forced
to re-open the economy to FDI (van Zanden and Marks 2012). Major reforms in the
1990s converted Indonesia into “one of the most promising countries [for investment]”
(Lindblad 2015, p. 225).

Increasing FDI inflows came to a sudden halt during the Asian financial crisis in 1997
that destroyed much confidence among the investors (WTO 1998). To restore its sta-
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tus as an attractive host for FDI, the government introduced fiscal incentives and es-
tablished an anti-discrimination rule between foreign and domestic investors while
also streamlining application procedures in the years after the crisis (WTO 2013). In
contrast to these efforts of promoting FDI, however, the president also introduced a
so-called negative investment list (Daftar negatif investasi, NIL) in 2000, which listed
products that are entirely closed or only conditionally open to FDI, requiring licensing
or the formation of joint ventures.48 While the release of such a blacklist improved
the transparency of previously unclear procedures (WTO 2013), it also constitutes a
protectionist policy. Thus, Indonesian FDI policy remained “blurred by contradictory
signals” (Lindblad 2015, p. 229).

The list was repeatedly updated over the years. The first revision took place in 2007
(with Presidential Decree 77/2007) and extended its product coverage substantially,
leading to a more restrictive regulatory environment. While the first NIL in 2000 only
included conditions on licensing requirements and the prerequisite to form a joint ven-
ture with a domestic enterprise, the NIL 2007 also widened the scope of potential con-
ditions to investment. FDI may still be entirely prohibited in some products, while
in others it is restricted to small and medium-sized enterprises, to partnerships, lim-
ited to a certain threshold of foreign capital participation, to particular provinces, or it
requires a licensing permission by the ministry in charge.

Figure 5.1 shows the changes in average stringency of FDI regulation in the manufac-
turing sector across Indonesian regions (measured by LRP, as described in section 5.3)
over time. While regulation levels were low between 2000 and 2006, regulatory pen-
etration rose steeply in 2007. After some minor adjustments at the beginning of 2008
(due to amendment 111/2007), the next major revision took place in 2010 (with Pres-
idential Decree 36/2010), which extended the list of regulated products and changed
some of the conditions. Overall, this resulted in a second strong increase in the LRP
measure in 2010. The next revision (by Presidential Decree 39/2014) turned out rela-
tively minor in comparison.49 In a systematic analysis of the determinants of product-
level regulation, Genthner and Kis-Katos (2019) show that FDI regulation is closely

48 This first version of the NIL (released with Presidential Decree 96/2000) describes regulated products
only verbally. Nonetheless, they can easily be linked to the Indonesian sector classification KBLI. The
KBLI (Klasifikasi Baku Lapangan Usaha) sector classification is published by BPS (Indonesian Statistical
Office, Badan Pusat Statistik). It is equivalent to the United Nations’ International Standard Industrial
Classification of All Economic Activities (ISIC) at the four-digit level, but it is adjusted to five-digit level
to distinguish between additional Indonesian sectors of local importance. Throughout this paper, we
will refer to five-digit KBLI coding level as products, while two-digit (three-digit) will be called sectors
(industries).
49 One important characteristic of all revisions of the NIL is that they only apply to future investments
while existing foreign capital is untouched. Firms are not forced to divest but the regulation only inter-
feres with future plans of investment and the product-specific investment environment. For instance,
see article 8 in Presidential Decree 36/2010. See also Genthner and Kis-Katos (2019) for a more detailed
description of the NIL and its conditions and coverage.
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Figure 5.1: Sectoral composition of local regulatory penetration (LRP) over time
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Note: The solid black line depicts average local regulatory penetration (LRP) from 2001 to 2015 based on equation
(5.1). Shaded areas show the sectoral contribution to LRP based on regulated shares in the initial employment com-
position. Values are re-scaled by factor 100.

related to the presence of public enterprises in a market and prior privatization expe-
riences (see table C1 in the appendix). For instance, products that experienced larger
decreases in the share of state-owned firms at the beginning of the 2000s were more
likely to become part of the NIL in 2007 and prior privatization turned out the most
frequently significant predictor of product regulation. By contrast, none of the top ten
predictors refer to prior labor market outcomes or dynamics within the product mar-
ket. Hence, we consider it unlikely that labor market considerations contributed to the
use of this regulatory instrument.

5.3 Data

5.3.1 Labor market data

We derive local labor market outcomes from three datasets provided by BPS: the Eco-
nomic Census (Sensus Ekonomi), the national household survey (Survei Sosial Ekonomi
Nasional, Susenas) and the national labor force survey (Survei Angkatan Kerja Nasional,
Sakernas). While the Economic Census is only available once every ten years, the other
two are collected annually as repeated cross-sections. The Economic Census covers the
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universe of all firms in the economy except for agriculture for the years 2006 and 2016.
It therefore provides a full picture of economic activity across sectors and districts.
Both census waves consistently collect firm-level information on the total number of
workers. For our main results, we use this information to compute aggregate district
employment in total and by firm size, as well as average firm employment and the
number of firms in a district.50 Table C2 in the appendix shows descriptive statis-
tics. Between 2006 and 2016, we observe a rise in employment rates, mainly driven by
services. The average firm size also increased by about 12%. However, this masks het-
erogeneous trends across sectors as manufacturing firms became substantially smaller,
while the number of manufacturing firms strongly increased.

Our second data source, Susenas, provides annual representative population informa-
tion on district level over the full analyzed time period (from 2001 to 2015), which
allows us to also analyze local labor market dynamics in the years before and directly
after the regulatory change. We rely on information on individuals’ age and employ-
ment status, but also utilize information on individuals’ gender, skill level, type of
employment and migration status as well as household expenditures for further re-
sults. However, the household surveys are not designed to perfectly resemble sectoral
employment composition on the district level, in particular in more remote and less
densely populated areas. We thus only consider total employment rates when relying
on household surveys. We complement this data with selected information from the
labor force survey, Sakernas, including a more precise measure of the activity status,
unemployment, working hours and hourly wages to estimate wage premia. Though
more detailed, the labor market survey is only fully representative at the district level
starting in 2007 and hence lacks a reliable measure of pre-reform dynamics. We rely
on Sakernas to calculate the size of the initial labor force for our local regulatory pen-
etration measure,51 but also present some alternative, less precisely measured, labor
market outcomes.

We restrict our attention to the working-age population (between the age of 15 and
64) and eliminate observations with missing values in crucial characteristics such as
gender, educational attainment or age. We measure local labor market outcomes by
aggregating all surveys to the district-year level. We also compute employment rates
separately by gender, age and skill level. Table C3 in the appendix presents descriptive
statistics.

50 Due to an ongoing decentralization process, Indonesian districts repeatedly split over our sample
period. To deal with changing district borders, we aggregate all data to the initial district boundaries of
2000. Note that our results are not driven by job creation due to decentralization (see appendix C.3).
51 This allows for a more precise measurement of the working population potentially exposed to regula-
tion as, unlike Susenas, it allows for identifying those who are active in the labor market. To improve data
quality, we calculate time-invariant initial conditions by combining information over several pre-reform
years and measuring median employment and population.
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Figure C1 in the appendix shows a relatively steady increase in the working age pop-
ulation over time. To control for spatial heterogeneities in population dynamics, we
focus on employment rates instead of employment numbers in our main specifica-
tions. Employment rates also increased over time, accompanied by substantial struc-
tural change and a relative expansion of the services sector at the costs of agricultural
employment. The share of manufacturing employment remained relatively small com-
pared to the other two sectors, but it stayed stable over time.52

5.3.2 Measuring local regulatory penetration

In our empirical models, we link changes in local labor market outcomes to regional
level measures of the strictness of the regulatory environment in the manufacturing
sector by combining policy data from the Presidential Decrees with data from the an-
nual manufacturing census (Survei Industri, SI)53 and the initial labor force based on
Sakernas (as this information cannot be extracted from Susenas). In order to proxy
for the extent of regulatory penetration within each Indonesian district, we construct
locality-year-specific measures of local regulatory penetration LRPdt in district d and
year t:

LRPdt = ∑kp
L f

kpd,0

Ld,0
REGkpdt. (5.1)

To isolate changes in local regulatory penetration, we apply a Bartik-style shift-share
approach (Bartik 1991), interacting the initial share of the potentially directly exposed
labor force with the regulatory shifts over time. The initial shares divide firm em-
ployment L f

kpd,0 by firms of type k operating within the five-digit product group p
and region d (derived from the SI) by the initial size of the local labor force Ld,0 (esti-
mated based on the median value between 2000 and 2005 in the labor market surveys).
As regulation is specific to a selected list of firm characteristics, we calculate initial
employment shares not only by product p, but also by firm characteristics k. These
characteristics include firm size (regulation often only applies to big companies), legal
status (partnerships are often excluded from regulation) and shares of prior FDI own-
ership. The range of locations d is only relevant for the regulatory restriction in very
few products in the wood sector, where regulation only applies to particular provinces.

The initial time period t = 0 is based on the years 2000 to 2005, during which no

52 Additional labor market trends (based on the active population) derived from Sakernas in figure C2
in the appendix show generally similar dynamics.
53 The Survei Industri comprises the whole universe of manufacturing firms with more than 20 employ-
ees in Indonesia. The survey is conducted by BPS on an annual basis and was frequently used in other
empirical studies (e.g., Amiti and Konings (2007), Blalock and Gertler (2008), see Márquez-Ramos (2021)
for a survey). For exact details on data cleaning and the sample used, see Genthner and Kis-Katos (2019).
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regulatory changes occurred. Most importantly, the shares should not be affected by
endogenous employment adjustment dynamics due to later reforms. By calculating
the median number of employees for each firm for the whole period from 2000 to 2005,
we increase the precision of our share estimates. This increases the underlying number
of firms and makes our firm employment measures more robust against outliers. We
exclude districts for which the SI does not report any operating firms. To further reduce
noise in the shift-share measure, we drop districts in the lowest five percent of the firm
employment (L f ) distribution.

The time-varying policy shifts are derived from the policy instrument of the NIL. The
indicator variable REGkpdt takes the value of one if firms of type k that produce the pri-
mary product p and operate within region d are included on the investment blacklist
in year t and zero otherwise. All time variation in LRPdt thus originates from revisions
of the NIL. Revisions may extend (or shorten) the list by adding new products p (or
removing existing ones). Additionally, REGkpdt may also turn one if regulation of prod-
uct p is extended to include hitherto unregulated firms of type k. For instance, products
of coloring yarns using natural or man-made fibers (17115) were added to the list in
2007, making it only conditionally open to investment within small and medium-sized
firms. Revisions in 2010 and 2014 did not change this condition.54

The average development of LRP over time is depicted in figure 5.1. The upper thick
line in the graph shows a step-wise increase in the overall regulatory penetration after
each of the two major revisions (in 2007 and 2010). For our estimation strategy, we
exploit the yearly change in LRP for each district while also using the total change be-
tween 2006 and 2010 in the long-difference specifications with data from the Economic
Census. To ease interpretation, we multiply LRP by 100 to represent the percentage
of local workers potentially directly exposed to FDI regulation. On average, LRP in-
creased by 0.84 percentage points between 2006 and 2010 (see table C2).

Figure 5.1 also shows the contribution of each industry to total manufacturing LRP
over time. It splits LRP into its sectoral components, reflecting the initial share of in-
dustrial employment in total labor force and the shifts in regulation over time. Wood
and wood products make up a substantial part of regulatory penetration, but there
are also other sectors that contribute to LRP on a nation-wide scale (e.g., the food and
beverage industry, tobacco products or wearing apparel). A complete detailed list of
sectors can be found in table C5 in the appendix. There are several industries that are
not affected by the NIL at all, such as leather products or motor vehicles.

Figure 5.2 maps the spatial distribution of changes in LRP for the period from 2006 to
2010, as well as separately by the two major revisions (2006 to 2007 and 2007 to 2010).

54 We focus on regulation in manufacturing in our baseline specifications, but also show results for
service sector regulation in table C4 of the appendix.
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Figure 5.2: Change in LRP between 2006 and 2010

Note: District borders are from 2000. Values are re-scaled by factor 100.

In most districts, we observe a tightening of the regulatory environment from 2006 to
2010. Declines in the LRP in the first round of revisions concentrated on the islands
of Sumatra and Kalimantan, while regulation tightened especially on Java. Between
2007 and 2010, LRP further increased in about half of all districts, while other districts
experienced declines at the same time. This is the spatial and temporal variation that
underlies our identification strategy.55

Beyond its spatial distribution, regulatory policy may still be clustered within partic-
ular districts due to the spatial concentration of products (cf. Neumark and Simpson
2015). However, descriptive statistics in table C6 in the appendix do not show any
evidence of such a regulatory clustering. The average number of five-digit products

55 We also report the spatial distribution of the LRP levels for the years most relevant to our estimation
strategy in figure C3 of the Appendix. Figure C4 further shows the density distribution of LRP.
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produced within one district is 20.8, while 6.5 of those are regulated. Despite its right-
skewed distribution, there are still only a few districts hosting very few products. This
means that variations in LRP are generally driven by many different products. More-
over, each five-digit product is produced in about 20 different districts on average.
Again, this shows that most products are manufactured in several places and district-
specific economic concerns should play a minor role in the selection of products that
enter the list.

5.4 Structural change

5.4.1 Long-difference strategy

To estimate the effect of regulatory penetration on employment rates from aggregated
Economic census data, our long-difference specification regresses changes in labor
market outcomes in district d between 2006 and 2016 (∆y06−16

d ) on changes in the con-
structed LRP measure between 2006 and 2010 (∆LRP06−10

d ). By that, we get a measure
of regulatory tightening during the first two major NIL revisions (compare figure 5.1).
We estimate the following regression:

∆y06−16
d = α1 ∆LRP06−10

d + X ′d,0 α2 + ∆Z′06−16
d α3 + λr + εd, (5.2)

where island-group fixed effects λr rule out common trends by macro-regions. Stan-
dard errors are robustly estimated.

We additionally control for a set of initial local conditions within the vector Xd,0. These
initial district-level characteristics may both drive differences in regulatory exposure
and labor market dynamics. Thereby, we allow districts to experience different changes
in the employment structure depending on their initial situation. For our baseline spec-
ification, we include the initial level of regulatory penetration in 2006. More protected
districts may be less responsive to a tightening of regulation and thus may react less
strongly in terms of employment dynamics. As the LRP variable relates the number of
regulated manufacturing workers to the total active population, the calculated shares
do not add up to one but reflect the relative importance of manufacturing in local
labor markets. If there were unobserved shocks over the years 2006 to 2010 that sys-
tematically differed across manufacturing and other sectors, this would bias the ∆LRP
estimate. We thus also control for the initial share of manufacturing employment in the
total working-age population to ensure that the estimate is purely driven by changes
in the regulatory framework between 2006 and 2010 and not by the relative size of the
manufacturing sector (cf. Borusyak et al. 2021). Descriptive trends in figure C1 reveal
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an ongoing structural change within the Indonesian labor market. We further include
the initial employment shares of the agricultural and service sector to rule out that our
results depend on the initial employment structure of a district.

Our identification strategy requires the absence of pre-trends in employment condi-
tional on our baseline controls. To check for pre-trends, we present a full set of long-
difference estimates based on the yearly Susenas data in section 5.6, showing the full
time profile of the regulatory effect. Our robustness checks in section 5.6 further ex-
tend the set of initial conditions Xd,0, and also add a list of time-varying controls for
which we calculate the change between 2006 and 2016 (∆Z06−16

d ). In particular, we
address concerns that our results are driven by the global financial crisis or interna-
tional trade, trends in automation or high-tech sectors, political economy factors such
as lobbying, privatization or protection of vulnerable groups, as well as labor market
reform. We further show that our results remain robust when controlling for measures
of agglomeration or regulatory spillovers across districts.

5.4.2 Results

Table 5.1 shows the main results based on the long-difference estimations using the
Economic Census data. Panel A reports the overall effect of the change in LRP from
2006 to 2010 on the change of the employment rate. The time period 2006 to 2010 covers
both the initial revision of the NIL in 2007 and the subsequent adjustment of products
on the list in 2010 (see also figure 5.2 of the appendix). Information on the number
of employees additionally allows us to split up the impact of the regulatory change on
self-employed (Panel B), small firms with 2-19 employees (Panel C) and medium/large
firms with more than 20 employees (Panel D). Column 1 shows the effect size across all
sectors while columns 2 and 3 report the effect on the change of the employment rate in
manufacturing or services. All regressions rely on the long-difference baseline specifi-
cation from equation (5.2) and thus include island indicators, as well as initial district
characteristics in the pre-reform year 2006 (LRP and the share of manufacturing, agri-
cultural and service employment). By that, we rule out that our results are driven by
differential developments due to the initial level of protection in a district. Similarly,
the initial share of manufacturing employment controls for unobserved heterogene-
ity across districts with respect to the relative importance of manufacturing (Borusyak
et al. 2021). Finally, controlling for initial sector shares of agriculture and services en-
sures that our long-difference results are not driven by dynamics of structural change
in the economy.56

56 Table C7 in the appendix reports alternative specifications of the total employment rate result in Panel
A, showing that our results do not depend on the inclusion of island indicators or initial conditions. Our
results still hold when using total employment growth instead of employment rates in Panel B.
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Table 5.1: Impact of regulatory tightening between 2006 and 2010 on the change in employment rates
(Economic Census)

Dependent variable: ∆Employment rate Total Manufacturing Services

(1) (2) (3)

Panel A: All
∆LRP 2006-2010 0.0095*** 0.0042** 0.0054**

(0.0035) (0.0016) (0.0025)

Panel B: micro firms (1 employee)
∆LRP 2006-2010 0.0007 0.0003 0.0003

(0.0006) (0.0002) (0.0006)

Panel C: Small firms (2-19 employees)
∆LRP 2006-2010 0.0014 0.0020*** −0.0010

(0.0014) (0.0008) (0.0013)
Panel D: Medium/large firms (20+ employees)
∆LRP 2006-2010 0.0074** 0.0017 0.0061***

(0.0033) (0.0014) (0.0024)

Observations 298 298 298
Island FE Yes Yes Yes
LRPd,0 Yes Yes Yes
Sectord,0 Yes Yes Yes

Note: The dependent variable is the change in employment rates. LRPd,0 controls for the
initial level of LRP. Sectord,0 includes the share of agricultural, manufacturing and service
employment in a district, all measured in 2006. Robust standard errors are reported in
parentheses. Significance at or below 1% (***), 5% (**) and 10% (*).

Results in Panel A indicate that a tightening of the regulatory environment between
2006 and 2010 leads to an overall employment increase. A one standard deviation
increase in LRP results in a 1.3 percentage point increase in the employment rate. The
effect partly originates from the direct protectionist effect of manufacturing regulation
on employment generation in manufacturing. At the same time, however, column 3
shows that employment spillovers to services are of broadly comparable magnitude.
Panel B does not show any significant effect on self-employment, whereas Panel C
reveals that most of the employment increases in manufacturing are realized among
small firms. There is no such reaction in small service firms and the full employment
effect in services comes from medium or large enterprises (Panel D).

Table 5.2 provides further evidence of where and how employment creation takes
place, contrasting the growth rate of the average firm size with the growth rate of
the number of firms (of various sizes). All regressions control for population growth to
make sure that results are not spuriously driven by population dynamics. Overall, we
do not find significant results when focusing on total employment in column 1. How-
ever, there are clear heterogeneous effects across sectors. Columns 2 and 3 of Panel A
show that employment generation in services is fully driven by the intensive margin,
while manufacturing firms even reduce their number of employees due to an increase
in local regulatory penetration. At the extensive margin, we find that FDI protection
results in massive firm entry in manufacturing which is mostly concentrated among
the self-employed and small firms. There are no effects on large manufacturing firms
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Table 5.2: Impact of regulatory tightening between 2006 and 2010 on firm size and number of firms
(Economic Census)

Total Manufacturing Services

(1) (2) (3)

Panel A: Dependent variable: ∆asinh L per firm
∆LRP 2006-2010 0.0115 −0.0629** 0.0133**

(0.0073) (0.0247) (0.0052)

Panel B: Dependent variable: ∆asinh number of (all) firms
∆LRP 2006-2010 0.0084 0.1307*** 0.0019

(0.0053) (0.0410) (0.0055)

Panel C: Dependent variable: ∆asinh number of micro firms
∆LRP 2006-2010 0.0108 0.0968*** 0.0066

(0.0085) (0.0225) (0.0086)

Panel D: Dependent variable: ∆asinh number of small firms
∆LRP 2006-2010 0.0010 0.0430*** −0.0068

(0.0085) (0.0135) (0.0091)

Panel E: Dependent variable: ∆asinh number of medium/large firms
∆LRP 2006-2010 0.0076 −0.0025 0.0095

(0.0164) (0.0255) (0.0171)

Observations 298 298 298
Island FE Yes Yes Yes
LRPd,0 Yes Yes Yes
Sectord,0 Yes Yes Yes
∆asinh population Yes Yes Yes

Note: The dependent variable is the growth rate in average firm
employment (Panel A) or the growth rate in the number of firms
(Panels B to E). LRPd,0 controls for the initial level of LRP. Sectord,0
includes the share of agricultural, manufacturing and service em-
ployment in a district, all measured in 2006. Robust standard errors
are reported in parentheses. Significance at or below 1% (***), 5%
(**) and 10% (*).

and also service firms do not seem to react to regulation by neither market entry nor
exit.

The results based on the Economic Census indicate that FDI protection of manufac-
turing firms directly increases manufacturing employment through market entry of
small enterprises. The NIL thus successfully protects the manufacturing sector from
foreign competitors and enables domestic entrepreneurs to start a new business. In
contrast, self-employment does not substantially contribute to the overall increase in
employment. Although the increase in the number of 1-person firms is statistically
significant, they do not contribute a substantial employment mass. At the same time,
our results detect a large employment spillover effect to the service sector. Shielding
the manufacturing sector from foreign investors seems to increase domestic demand
for services which in turn leads to additional hiring within medium and large firms.
Our results support a high degree of sectoral integration and are in line with evidence
by Dix-Carneiro and Kovak (2019) who find strong effects of tariff liberalization on the
nontradable sector in Brazil. This suggests that FDI regulation increases outsourcing
activities from manufacturing to the service sector. This is in contrast to evidence from
developed countries showing that especially foreign-owned firms create forward de-
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mand spillovers to services (Girma and Görg 2004, Ascani and Iammarino 2018). On
the contrary, Abraham and Taylor (1996) argue that firms start outsourcing if they are
not capable to provide specialized services themselves. Small domestic manufacturing
enterprises thus may be forced to rely more strongly on local services that cannot be
provided in-house. Regulatory penetration then leads to a stronger demand for local
services which can explain the observed employment increases.

The estimated increase in local employment reflects an average effect from tightening
the regulatory environment for manufacturing FDI in medium and large enterprises.
In the spirit of Goldsmith-Pinkham et al. (2020), this effect can also be decomposed
by two-digit sectors to identify which manufacturing sectors drive this result. Bars in
figure 5.3 show the initial employment distribution (also used for our shift-share mea-
sure) by two-digit sector. About 40% of manufacturing employment is concentrated in
the production of food and beverages, textiles, and wearing apparel. The coefficients
depict each two-digit sector’s contribution in a standardized form to the main results
of Panel A in table 5.1. They show that regulatory tightening in the majority of all sec-
tors contributes to increases in district-level total employment rates, including among
others fabricated metals, tobacco, as well as food and beverages. No coefficients are
reported for the six sectors without any regulation (compare table C5), whereas the ef-
fects turn negative only in four sectors. To check whether our estimates are exclusively
driven by the sectors that contribute most to the overall effect, we exclude the top
three sectors (fabricated metals, publishing and media, tobacco) from the sample alto-
gether (see Panel A of column 3 in appendix table C8), where the coefficient estimate
is slightly reduced but remains statistically significant.

We further disentangle the two-digit industry contribution to the sectoral employment
effects in Panels B and C of figure 5.3. We see a strong contribution of regulation in
transport equipment, fabricated metals, as well as food and beverages to employment
gains in manufacturing. Given the high share of initial employment in food and bever-
ages (about 16%), employment rates in manufacturing particularly increase in districts
with a dominant food industry. The overall gains are only reduced by employment
losses due to regulation in the chemical industry. The main contributors to employ-
ment gains in services are again fabricated metals, publishing and media, and tobacco
(in Panel C).

For our main analyses, we base our LRP measure solely on the regulation of medium-
sized and large manufacturing firms as this can be measured more precisely and this
group of firms is much more likely to receive FDI. However, as the NIL affects the
whole economy, we also construct alternative, albeit somewhat less precise, measures
of LRP for the full manufacturing sector (including micro and small enterprises) and
including the service sector. Unfortunately, data limitations do not allow for a mean-
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ingful measurement of LRP in agriculture. More details on the construction of this
alternative measure are provided in the Appendix C.1. Panel A of Table C4 shows that
the effect of manufacturing LRP based on economy-wide exposure of manufacturing
firms is barely different from our main results. This is to be expected, since micro and
small firms are very unlikely to be directly affected by FDI (and its regulation). When
further adding regulation in the service sector to the LRP measure in Panel B, the total
employment rate effect of FDI regulation in manufacturing and services is positive and
larger in magnitude. It is predominantly employment in services that is driving em-
ployment gains, now also partly due to service sector regulation. However, increases
in manufacturing employment rates are still directly contributing to the overall posi-
tive labor market effect. The alternative LRP measures, however, are very sensitive to
outliers and ambiguity in the sector code conversion. We thus prefer to rely on our
substantially more robust main measure of manufacturing LRP.

5.5 Labor market dynamics

For our complementary results based on household-level data, we link variation in
LRP to total employment rates in district d and year t, ydt. We thereby exploit yearly
changes in regulatory penetration LRPdt on district level. Our panel regressions take
the form:

ydt = β1 LRPdt + X ′d,0 β2 × t + Z′dt β3 + γd + φrt + εdt. (5.3)

All regressions are conditional on district fixed effects, γd, and island-year fixed effects
φrt. The error term εdt is clustered at the district level. To mirror our long-difference
specification, we control for the same set of initial district conditions Xd,0 and interact
them either with a linear time trend or a full set of year fixed effects. By that, we make
sure that dynamics in the initial level of regulatory penetration, the relative importance
of the manufacturing sector, or the overall sectoral composition in a district do not
spuriously affect our estimates.

Likewise, we also check for the robustness of our panel results in section 5.6 by allow-
ing for linear trends in an extended set of initial conditions Xd,0, or adding time-varying
controls Zdt.

We use employment data from annual household surveys in order to verify and com-
plement the long-difference evidence based on the Economic Census. This enables us
to exploit yearly variation in regulation and employment rates within a district panel.
Our preferred specification based on equation (5.3) includes district and island-year
fixed effects, as well as interactions of linear time trends with the same set of initial
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Table 5.3: Impact of local regulatory penetration on employment rates (Susenas)

(1) (2) (3) (4) (5)

Panel A: Dependent variable: Employment rate
LRP 0.0212*** 0.0043*** 0.0042*** 0.0020** 0.0020**

(0.0027) (0.0011) (0.0011) (0.0009) (0.0010)

Panel B: Dependent variable: asinh(Employment)
LRP 0.0239*** 0.0082*** 0.0081*** 0.0038** 0.0035**

(0.0038) (0.0019) (0.0019) (0.0015) (0.0015)
asinh(Population) 1.1846*** 1.0090*** 1.0089*** 0.9943*** 0.9966***

(0.0209) (0.0202) (0.0203) (0.0170) (0.0170)

Observations 4,339 4,339 4,339 4,339 4,339
District FE Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes
LRPd,0-specific trends Yes Yes
Sectord,0-specific trends Yes
LRP, Sectord,0 × Year Yes

Note: The dependent variable is the total employment rate. LRPd,0 controls for the initial level
of LRP. Sectord,0 includes the share of agricultural, manufacturing and service employment in a
district, all measured in 2005. Robust standard errors are clustered at district level and reported in
parentheses. Significance at or below 1% (***), 5% (**) and 10% (*).

district characteristics like in the long-difference regressions. This allows districts to
be on different trajectories depending on the pre-reform regulatory penetration and
sectoral employment shares.

Table 5.3 presents our main results using Susenas as data source for total employment.
The first two columns display the correlation between total employment growth and
LRP, conditional on district and island-year fixed effects. Further controls are added
step-wise in each column, starting with an interaction between a linear time trend and
regulatory penetration in the pre-reform year 2005. Column 4 presents our preferred
specification which additionally controls for trends in the initial sectoral employment
shares in manufacturing, agriculture and services to control for dynamics of structural
change in the economy. Column 5 finally allows districts to be on different nonlinear
trajectories by interacting the above four initial conditions with a full set of year fixed
effects.

Our results confirm the significant positive relationship between LRP and total em-
ployment shares based on the Economic Census. The estimated coefficient is substan-
tially reduced in magnitude when we control for potentially different structural change
dynamics in column 4. By contrast, flexibly allowing for nonlinear time trends in ini-
tial conditions does not alter the coefficient. Our preferred specification in column 4
yields an estimate of 0.002.57 In terms of magnitude, a one standard deviation increase
in LRP is associated with a 0.3 percentage point increase of the total employment rate.
The size of the effect is economically meaningful. As the manufacturing employment

57 Results look similar for the level of total employment as dependent variable. Note that when re-
gressing total employment on LRP, we also add the size of the working-age population as a time-variant
control variable to account for population dynamics.
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rate amounts to about 8% on average, and employment in large regulated firms rel-
ative to the initial local labor force is only 0.7% on average, employment increases of
this magnitude are only feasible if protection has employment generating effects that
go beyond the regulated manufacturing firms.

Alternatively, we also provide estimation results using a Bartik-style instrument in ta-
ble C9 that generally point in the same direction, linking regulation-induced decreases
in FDI to higher employment levels. Details on the IV strategy are provided in Ap-
pendix C.2. In particular, the IV strategy relies on the assumption that the regulatory
effect runs through adjustments in FDI stocks only and that the effect is stronger in dis-
tricts with a higher past likelihood to receive FDI (Nunn and Qian 2014). Since we are
not able to provide strong evidence in support of the exclusion restriction and our in-
strument is relatively weak in the first stage, we only present these findings as further
suggestive evidence.

5.6 Robustness

5.6.1 Possible confounders

Since FDI regulation is an outcome of the political process, our main results may reflect
alternative economic dynamics that affected the scope of regulatory intervention and
may even fully drive the estimated employment effects. A series of robustness checks
helps to address these endogeneity concerns. We briefly summarize these concerns
in the main text, whereas a detailed discussion of the robustness tests is provided in
appendix C.3.

A vast literature discusses the political economy of trade policy (cf. Grossman and
Helpman 1994, Goldberg and Pavcnik 2005, Asher and Novosad 2017). The main ar-
gument therein is that trade policy is endogenously determined within the political
process. Particular industries and firms may lobby for policy changes that favor their
own business while, at the same time, political incumbents face re-election motives
that could make them sensitive to concerns of specific interest groups. Even though
the Indonesian government did not explicitly state reasons that explain the selection
of products which enter the NIL, Genthner and Kis-Katos (2019) show that there are
certain product-level factors that predict changes in the regulatory environment. Table
C10 in the appendix shows that our results are robust to controlling for a wide range of
political factors such as market power, presence of state-owned companies and decen-
tralization. For instance, market concentration reduces costs of coordination among in-
cumbent firms and makes lobbying for their individual interests easier (Grossman and
Helpman 1994). At the same time, national champion firms may be specially treated
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by policy makers due to their pivotal importance to the domestic economy. The histor-
ical presence of state-owned firms and the subsequent privatization process has been
shown to be an important determinant of later FDI regulation (Genthner and Kis-Katos
2019). Finally, political decentralization may also drive employment dynamics as the
creation of new governmental structures also provides new job opportunities (Bazzi
and Gudgeon 2021). If the timing of district splits overlapped with changes in reg-
ulatory penetration, our results would spuriously capture the employment effects of
decentralization.

Our baseline results do not correct for ongoing global dynamics that may also in-
fluence domestic employment in Indonesia. For example, our sample period covers
the global financial crisis from 2009 which potentially affected trade-oriented districts
more severely. Similarly, changes in tariff rates have been shown to impact domes-
tic labor markets (Hakobyan and McLaren 2016, Dix-Carneiro and Kovak 2017). The
increasing importance of automation in the industrial production process and the re-
gional potential for technological upgrading are additional factors that may affect local
employment, for instance through a reduction of routine-task jobs (Acemoglu and Re-
strepo 2019). Appendix table C11 tests for these concerns and finds that our main
results do not change when controlling for the local exposure to global dynamics.

Our results are also not driven by underlying agglomeration or labor market dynamics
(see table C12). Given that our LRP measure uses the initial presence of manufacturing
employment as weighting factor, our results are particularly vulnerable to concerns
that LRP only picks up the relative importance of agglomeration and not purely the
changes in regulation over time. We thus control for a set of proxies that capture the
regional agglomeration, measuring the size of the manufacturing work force that was
never regulated within our sample period as well as population density and its growth.
Given the rich literature on the employment effects of minimum wages (cf. Neumark
and Munguía Corella 2021), table C12 further adds Indonesian minimum wages to our
baseline specification. We also substitute island with province fixed effects because
provincial governments are in charge of labor policy (and in particular minimum wage
legislation, Widarti 2006). These very granular indicators absorb a lot of the variation
of the regulation measures. Our long-difference estimate thus is strongly reduced in
magnitude while the Susenas-based panel estimate remains robust and stable.

Internal migration within Indonesia is mostly driven by movements towards densely
populated areas on Java and the province Lampung on South Sumatra, as these regions
promise better living conditions and offer labor market opportunities (van Lottum and
Marks 2012). The creation of new jobs in more strongly regulated districts may thus
pull internal migrants away from locations that experience less protectionism. At the
same time, incoming migrants also increase the labor supply in a district and may
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therefore help to satisfy excess labor demand.58 Table C13, however, shows that inter-
nal migration is barely affected by LRP and, thus, allows us to discard migration as
potential driving force behind the regulatory effects of employment increase.

5.6.2 Effect timing, pre-trends and spillovers

Long-difference estimates based on Susenas show the full time profile of the regulatory
effect in the form of a series of regressions over different time frames. They specifi-
cally enable us to check the parallel trend assumption prior to 2006, which is a nec-
essary condition for our identification strategy. We present the results of the repeated
long-difference estimations in graphical form in figure 5.4. For the estimations, we run
yearly regressions of the change in district employment rates relative to the base year
2006 on the change in each district’s regulatory penetration between 2006 and 2010
(similar to equation (5.2)) and report yearly coefficients along with their 90% confi-
dence intervals. To test for pre-trends, we run an additional set of regressions with
the change in district employment rates relative to the base year 2001 as the depen-
dent variable, while still calculating the change in LRP as the main explanatory factor
over the period of 2006 to 2010. For the parallel trend assumption to hold, the change
in the employment rate before 2006 needs to be unaffected by later changes in regu-
latory penetration. Each regression further controls for the initial values of LRP and
manufacturing employment share as well as island dummies.

Figure 5.4 documents larger total employment growth in places that faced a larger
change in LRP from 2006 to 2010. We observe only a small initial increase in the district
employment rate after the first revision of the NIL in 2007. The impact of regulation
on employment rates turns significant in 2010. This could reflect that the effect of
LRP only materializes after the full change in regulation between 2006 and 2010 has
been implemented. The positive effect of regulatory penetration on total employment
rates levels off at about 0.0035 and remains statistically significant until the end of the
sample period. Importantly, we do not detect any evidence of pre-trends before 2006 as
none of the coefficients are significantly positive. Districts that experience a regulatory
tightening after the two major revisions of the NIL do not systematically differ from
non-affected districts before 2006 in terms of their employment rates. This alleviates
concerns that our LRP measure may spuriously pick up ongoing employment trends.

We also confirm this result within the panel estimation by allowing for linear trends
in the district’s change of the employment rate between 2001 and 2005 in column 1
of table C14 in the appendix. While the coefficient of interest is slightly reduced in
magnitude, it remains statistically significant. Column 2 goes even further back in
58 For international migration, Cinque et al. (2021) show that relative reductions in FDI inflows due to
regulation by the NIL result in an increasing number of emigrants to investor countries.
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Figure 5.4: Impact of LRP (full change) on total employment rate
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Note: The dependent variable is the change in total employment rates. Each plotted coefficient is estimated in a separate
regression. Coefficients after 2006 are long-difference effects relative to 2006. In each regression, we control for the initial
level of LRP before the first revision, the initial share of manufacturing employment and island indicators. Coefficients be-
tween 2001 and 2006 are pre-trend estimates with 2001 as base year. Bars around the point estimates denote 90% confidence
intervals for robust standard errors.

time and allows for different trajectories with respect to the change of the employment
rate between 1997 and 2000 – a period during which Indonesia went through the Asian
financial crisis. Note that the number of observations is slightly reduced due to missing
employment information in 1997. The impact of LRP on the employment rate is not
affected by adding pre-trends. Finally, column 3 of table C14 additionally controls
for spatial regulatory spillovers. We construct the spillover variable by summing up
all districts’ LRP and weighting them by the inverse squared distance to a particular
district’s centroid. There is no evidence for the existence of spatial spillovers across
district borders, which also supports our definition of districts as local labor markets.
Given the robustness of our main result to a large set of additional controls, we are
confident that our results capture the impact of regulatory penetration on employment
and are not driven by other confounding factors.
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5.6.3 Validity of the shift-share approach

One concern raised by the recent literature on the validity of shift-share instruments
is that serial correlation of the error terms across districts with similar initial employ-
ment structure may lead to severe downward bias of the estimated standard errors
(Adão et al. 2019). This in turn results in an over-rejection of the null hypothesis. To
address this concern in our case, we follow Adão et al. (2019) and run placebo regres-
sions in which we randomly assign regulatory status to groups of firms. The regu-
lation dummy in these regressions is drawn from a Bernoulli distribution with mean
0.139 (the true average of regulation in the data). The regression design is identical
to our preferred specifications in the long-difference or the fixed effects panel setting.
Table C15 in the appendix shows the results of 10,000 placebo samples. The mean
coefficient across all placebo samples in column 1 of Panel A and B is very close to
zero. This is not surprising as we do not expect any systematic result from randomly
assigning regulatory status to groups of firms. Column 2 reports the standard devi-
ation of all estimated coefficients, while column 3 shows the median of all estimated
standard errors. Theoretically, these two figures should be identical. Our test shows
that the median standard error is always smaller, but the difference between the two is
only marginal compared to the very large discrepancies shown by Adão et al. (2019).
Accordingly, the rejection rates of the null hypothesis at the 5% significance level are
relatively close to their expected value (note that Adão et al. (2019) find extremely large
rejection rates between 30-50%). We thus do not consider serial correlation with respect
to initial sector composition to be a severe concern in our two approaches.

As a second check, we allow standard errors to be correlated within percentiles of the
initial distribution of LRP. This results in a clustering up (to 55 clusters), since districts
are nested in the initial LRP percentiles. Appendix table C8 shows our main results in
column 1 as benchmark. Column 2 then clusters standard errors based on the initial
LRP distribution. The coefficient of interest remains statistically highly significant.

Third, as discussed in section 5.4, we assess whether regulation of singular two-digit
sectors entirely drives our result (Goldsmith-Pinkham et al. 2020). We therefore ex-
clude the three most contributing sectors from the computation of LRP in column 3.
Despite a slight reduction in magnitude, the coefficient of interest remains statistically
significant in both panels.
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5.7 Further results

5.7.1 Possible channels

Our results imply that the regulation-induced reduction of FDI inflows to the district
(see also the first stage results in table C9) did not only change aggregate manufactur-
ing labor demand in the local labor market, but also resulted in a large spillover effect
to services. This could reflect either further underlying dynamics, demand for local ser-
vices along the value chain, or be the result of classical income and multiplier effects.
Throughout the whole analyzed time period, manufacturing employment stayed very
stable whereas services expanded, reflecting an ongoing structural change from agri-
culture to services but also a moderate increase in total employment (compare figure
C1). Our specifications control for such different time dynamics at the district level by
including time trends by initial employment in agriculture, manufacturing, and ser-
vices. In section 5.6, we also presented a whole range of possible differential dynamics
that districts may be exposed to. We showed that our results are robust against the
concern that exposure to regulation is spuriously related to other factors explaining
structural change. We now ask whether the presence of such a spillover effect could
be rationalized and supported by channels that go beyond sectoral integration and in-
creased demand for services (Dix-Carneiro and Kovak 2019). In particular, we check if
FDI protection also generates income effects among households or may correlate with
public spending.

Protectionism may have also generated aggregate income and wealth effects, which
could also explain the increased demand for services. To check for wealth effects, we
exploit information on monthly household expenditures in Susenas to construct a mea-
sure of per capita consumption (in adult-equivalence units) as proxy for demand. Sec-
ond, we also estimate wage premia based on the labor market survey Sakernas, which
should more directly measure potential gains in earnings.59 Table 5.4 shows the effects
of LRP on household expenditures per capita (in adult-equivalence units) in column 1.
The estimation is defined according to our preferred specification (including trends in
initial LRP and sectoral shares). We find a positive but insignificant effect on per capita
spending. Similarly, we find an insignificant and even negative estimate of the impact

59 For that purpose, we run yearly Mincer wage regressions of the form on a prior stage:

ln(Wage)dijt =
341
∑

d=1
(β1,d ×Districtdt) + X ′dijt β2 + φj + εdijt, (5.4)

where ln(Wage)dijt denotes the log(hourly wage) of individual i in industry j within district d and Xdijt
includes individual characteristics. We then take the estimated coefficient β1,d as our measure for the
log wage premia in district d in year t (cf. Dix-Carneiro and Kovak 2017). We weight the regression of
log wage premia on LRP by the inverse of the squared standard error of equation (5.4).
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Table 5.4: Impact of LRP on private and public expenditure as well as wage premia

Dependent variable: asinh(Household Log wage asinh(pub. asinh(personnel Poverty Health
expenditure pc) premia expenditure pc) expenditure pc) card card

(1) (2) (3) (4) (5) (6)

LRP 0.0025 −0.0019 −0.0125 0.0004 −0.0007 0.0026
(0.0037) (0.0042) (0.0086) (0.0075) (0.0006) (0.0048)

Observations 4,339 4,324 4,260 4,260 4,339 4,339

District FE Yes Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes Yes Yes
LRPd,0-specific trends Yes Yes Yes Yes Yes Yes
Sectord,0-specific trends Yes Yes Yes Yes Yes Yes

Note: The dependent variable is the inverse hyperbolic sine of monthly household expenditure per capita (in adult-equivalence
units). LRPd,0 controls for the initial level of LRP. Sectord,0 includes the share of agricultural, manufacturing and service em-
ployment in a district, all measured in 2005. Robust standard errors are clustered at district level and reported in parentheses.
Significance at or below 1% (***), 5% (**) and 10% (*).

of LRP on wage premia in column 2. Our results, thus, do not support the narrative
of regulatory employment spillovers to the service sector due to household income
effects.

Local or national governments may have also reacted to increased regulatory penetra-
tion and its potentially disruptive effects on local firms by increasing public spending,
thereby creating additional labor demand, especially in the service sector. Our data
does not allow us to cleanly distinguish whether the employment effects are due to
private demand or public investment. However, we can try to proxy for different
dimensions of public demand. First, we exploit district-level expenditure data from
Dapoer (World Bank 2019) to see whether regulatory tightening was associated with
increased local public investment. We distinguish between total district expenditure
and expenses for personnel (both per capita) that may directly translate into employ-
ment gains. Second, we use information from the village census Podes (Potensial Desa)
to control for remedial policies within districts. In particular, Podes records the number
of poverty and health cards distributed among the local population, and we construct
measures of social security penetration by using the share of people receiving social
assistance within the total population.60 One straightforward policy intervention to
react to adverse effects of regulatory penetration would be to selectively increase the
number of people entitled to social benefits. Columns 3 to 6 of table 5.4 show the corre-
lation between LRP and our proxies of public investment. We do not find statistically
significant support for the hypothesis that increased public spending creates demand
for services within districts.

60 Social security variables are interpolated since Podes is only available for the years 2000, 2003, 2006,
2008, 2011 and 2014.
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5.7.2 Heterogeneities and alternative outcomes

For the upcoming heterogeneity analysis, we rely on results based on panel regressions
using data from Susenas. In a last step, we complement this data with further outcomes
surveyed within Sakernas, since Susenas does not consistently record labor market out-
comes like working hours or the size of the active population. As Sakernas turns out
to be much noisier, we only allow for linear trends in initial LRP and manufacturing
share in regressions using data from the labor market survey as outcome variable.

Table 5.5 documents heterogeneous employment adjustment across different groups
of workers. The largest effects can be found among females in column 1. Even though
the marginal effect on female total employment rates is insignificant, the size of the
effect is 60% larger compared to the male counterparts. Note that the labor market
response of males shows a lower scope for adjustment partly due to generally higher
male employment rates. Columns 3 and 4 show the employment effect across age
cohorts. Especially younger cohorts benefit from protection induced job creation. The
effect size is smaller and statistically insignificant for workers above the age of 30.

When we split up the employment effects by skill groups, the positive total labor
market effect is slightly larger among low-skilled (with at most primary education),
even though none of the coefficients turns significant (columns 5 and 6 of table 5.5).
Our findings by type of employment do not support the growth of precarious labor.
The increase in employment shares is entirely driven by additional wage jobs (column
8), while the effect on self-employment is insignificant and even negative (column 7).
These findings are confirmed by the last two columns of table 5.5 based on data from
the labor market survey Sakernas. We even find a slight reduction in the share of em-
ployees who report receiving a wage below the minimum wage in column 9, and an
insignificantly negative impact on the share of employees working in several jobs (col-
umn 10).

Results relying on further labor market outcomes from Sakernas show that FDI regu-
lation also increases labor force participation by pulling inactive individuals into the
labor market (column 1 of table C16). While the positive effect of FDI protection on the
employment rate can be confirmed in this dataset as well (column 2), there is no signifi-
cant effect on unemployment (column 3). Finally, column 4 shows a positive coefficient
on the working hours per worker, even though it does not reach conventional levels of
significance. Thus, although the individual labor supply adjustment might have not
only take place at the extensive margin via job creation but also at the intensive margin,
we do not find strong conclusive evidence for this margin of adjustment.

112



Chapter 5. Local labor market responses to a protectionist policy

Ta
bl

e
5.

5:
Im

pa
ct

of
lo

ca
lr

eg
ul

at
or

y
pe

ne
tr

at
io

n
on

em
pl

oy
m

en
tb

y
w

or
ke

r
an

d
jo

b
ch

ar
ac

te
ri

st
ic

s

D
ep

en
de

nt
va

ri
ab

le
:

Fe
m

al
e

M
al

e
15

-2
9

30
-6

4
Lo

w
-s

ki
lle

d
H

ig
h-

sk
ill

ed
Se

lf
-e

m
pl

oy
ed

W
ag

e
em

pl
oy

ed
Be

lo
w

m
in

.w
ag

e
A

dd
.j

ob

Em
pl

oy
m

en
tr

at
e

am
on

g:
(1

)
(2

)
(3

)
(4

)
(5

)
(6

)
(7

)
(8

)
(9

)
(1

0)

LR
P

0.
00

25
0.

00
15

*
0.

00
32

**
*

0.
00

14
0.

00
14

0.
00

08
−

0.
00

09
0.

00
29

**
−

0.
00

01
*

−
0.

00
06

(0
.0

01
6)

(0
.0

00
8)

(0
.0

01
2)

(0
.0

01
0)

(0
.0

01
1)

(0
.0

01
2)

(0
.0

01
1)

(0
.0

01
2)

(0
.0

00
1)

(0
.0

01
1)

O
bs

er
va

ti
on

s
4,

33
9

4,
33

9
4,

33
9

4,
33

9
4,

33
9

4,
33

9
4,

33
9

4,
33

9
4,

32
5

4,
32

5
D

is
tr

ic
tF

E
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Is

la
nd

-y
ea

r
FE

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

L
R

P
d,

0-
sp

ec
ifi

c
tr

en
ds

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

S
ec

to
r d

,0
-s

pe
ci

fic
tr

en
ds

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

N
ot

e:
Th

e
de

pe
nd

en
tv

ar
ia

bl
e

is
th

e
em

pl
oy

m
en

tr
at

e
by

ge
nd

er
,a

ge
gr

ou
ps

,s
ki

ll
le

ve
l,

or
th

e
sh

ar
e

in
w

or
ki

ng
ag

e
po

pu
la

ti
on

w
ho

w
or

k
as

se
lf

-o
r

w
ag

e
em

pl
oy

ed
,b

el
ow

m
in

im
um

w
ag

e
or

ha
ve

an
ad

di
ti

on
al

jo
b

(t
he

la
tt

er
tw

o
ar

e
fr

om
Sa

ke
rn

as
).

L
R

P
d,

0
co

nt
ro

ls
fo

r
th

e
in

it
ia

ll
ev

el
of

LR
P.

S
ec

to
r d

,0
in

cl
ud

es
th

e
sh

ar
e

of
ag

ri
cu

lt
ur

al
,m

an
uf

ac
tu

ri
ng

an
d

se
rv

ic
e

em
pl

oy
m

en
ti

n
a

di
st

ri
ct

,a
ll

m
ea

su
re

d
in

20
05

.R
ob

us
ts

ta
nd

ar
d

er
ro

rs
ar

e
cl

us
te

re
d

at
di

st
ri

ct
le

ve
la

nd
re

po
rt

ed
in

pa
re

nt
he

se
s.

Si
gn

ifi
ca

nc
e

at
or

be
lo

w
1%

(*
**

),
5%

(*
*)

an
d

10
%

(*
).

113
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5.8 Conclusion

Policy interventions often generate substantial side effects, which can affect their over-
all evaluation. In this paper, we show that the introduction of a protectionist FDI policy
in Indonesia leads to employment creation. In particular, we present evidence featur-
ing a small but precisely estimated increase in the total employment rate due to a regu-
latory tightening across districts. Using data from two waves of a firm census, we show
that the effect is driven by both entry of small manufacturing firms, and employment
generation at the intensive margin among medium and large service firms. Shield-
ing the economy against foreign competitors thus generates not only a surge in less
competitive manufacturing firms but also increases the demand for domestic services.
Panel data based on household and labor market surveys corroborate the employment
increases but do not yield evidence for either wage or income effects. Similarly, our
findings also do not originate from increases in public investment. Our estimates are
robust to controlling for a wide range of alternative drivers of employment dynamics,
including among others globalization, automation, or agglomeration dynamics.

In our case study, the labor market effects of trade protection behave symmetrically
to those of trade liberalization. While output tariff reductions have been shown to
depress employment (cf. Autor et al. 2013, Dix-Carneiro and Kovak 2019), we find
the opposite effects from a policy reform that tightens FDI regulation and reduces
the strength of local competition. Our results are also in line with studies that find
overall negative employment effects of FDI due to a more efficient use of labor and
a higher level of competition (cf. Girma 2005, Jenkins 2006). In fact, we provide novel
evidence showing that shielding domestic employment against foreign investment can
have large spillover effects to other parts of the economy.

Nonetheless, this should not be understood as encouraging evidence for protectionist
policies. We believe that our results highlight the trade-off between immediate em-
ployment gains and long-run economic development. Shielding the economy from
foreign capital investments and the inflow of new technology and know-how may be
tempting in the short-run but also means that countries forfeit the positive productivity
effects of FDI (Blalock and Gertler 2008, Javorcik and Poelhekke 2017), like it has been
shown by Genthner and Kis-Katos (2019) for the case of the negative investment list.
The evidence at hand, however, does not allow for wider-ranging conclusions with re-
spect to the effects of FDI protectionism on broader local economic development and
living standards.

Our results are subject to some limitations. We are only able to construct meaning-
ful measures of regulatory penetration in manufacturing and services, but still lack a
similar measure for FDI into agriculture, the study of which could also provide valu-
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able insights. Moreover, we lack sufficient information on the quality of employment
that would provide us with reliable welfare implications. More precise information on
work contracts or linked employer-employee data would be needed to further investi-
gate the nature of employment creation and its spillovers.
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CHAPTER 6

Concluding remarks

Firms continuously have to adjust to alterations in their business environment. These
changes may originate from new policies implemented by national governments, but
are also brought along by forces like globalization, automation or climate change. This
thesis has investigated the firm dynamics related to environmental and institutional
changes in the context of Indonesia using three examples: rising temperatures due to
global warming, productivity spillovers due to the entry of MNEs, and a tightening
of the regulatory framework of FDI. In the case of FDI regulation, the thesis has ex-
tended the scope of analysis by examining its impact on regional development using
the example of local labor market adjustment.

One common finding in all chapters of this thesis is that firms make reasonable ad-
justments to deal with their altering business environment. For instance, chapter 2
showed that manufacturing enterprises managed to avoid output losses due to more
heat days by increasing labor and capital input. They thereby successfully compen-
sated for the productivity losses they were experiencing. As shown in chapter 3, firms
took advantage of the presence of MNEs and were able to realize productivity gains
through spillovers. The ability to learn from foreign enterprises, for instance by adapt-
ing new technology or managerial skills, is an important mechanism for developing
countries to foster economic development. Chapter 4 also showed that domestic en-
terprises overcame the capital shortages due to FDI regulation by substituting foreign
with domestic capital, even though the replacement resulted in productivity losses.

This thesis helps to improve the understanding of ongoing firm dynamics in response
to business environment changes. The findings could provide insightful recommen-
dations to policy makers that assist them to make efficient and welfare enhancing de-
cisions and eventually contribute to the successful implementation of evidence-based
policies. Especially the results on the impact of FDI regulation on manufacturing firms
should call into question the protectionist motives behind the investment restrictions
given the long-term consequences of productivity losses. At the same time, one has to
reconsider whether FDI regulation is the right instrument to foster domestic employ-
ment or whether more adequate and direct policy measures would be more appropri-
ate to obtain positive labor markets outcomes.
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Moreover, three chapters of this thesis improve the understanding of the impact of
FDI in general. While chapter 3 added to a large body of literature evidencing the
productivity improving effects of FDI (cf. Javorcik 2004, Lu et al. 2017), the last two
chapters addressed the relatively understudied field of FDI regulation. With the rise of
national protectionism over the past decades, the question of how domestic economies
were impacted by restricting or fully prohibiting foreign capital inflow has gained both
economic and political relevance.

The results at hand in chapter 4 suggested that policy makers predominantly used the
instrument of capital regulation to shield previously privatized firms and sectors from
foreign competition. Even though this form of protectionism might benefit individual
interests, there was strong evidence for an overall negative effect of FDI regulation on
firm productivity. In that sense, the FDI restricting regulation seemed to invert the well
established positive effect of FDI on domestic firms. Chapter 5 detected evidence for
a direct effect of regulatory penetration on employment in the manufacturing sector,
originating from entry of small-scale enterprises. In that sense, the protectionist policy
seemed to reduce foreign competition and allows local businesses to enter the mar-
ket. FDI restrictions further resulted in strong employment share increases within the
service sector, supporting the narrative of increased domestic demand for services.

The findings of chapter 4 and 5 thus indicate that national policy makers face a trade-
off between positive domestic employment effects and the negative impact on firm
productivity. Further research is needed, however, to provide a final answer regarding
potential welfare implications. Similarly, future research will be able to cover a time
period sufficiently long to draw final long-run conclusions.

As a final point, the thesis adds to a better general understanding of the economic
environment within Indonesia. As a very large emerging country, economic shocks
directly affect a great number of people. Insights from empirical analyses can provide
the necessary information to deal with the economic and social consequences and help
to increase welfare of the local population.

It is unclear, however, whether the results for Indonesia are also externally valid in the
context of other countries. With respect to the impact of heat on firm outcomes, chap-
ter 2 showed that findings for Indonesia were different compared to existing studies.
This provides valuable evidence for other countries that similarly lie in the tropical
climatic zone only. Even though the underlying infrastructural conditions in Indone-
sia may not be fully representative for other countries, results from chapter 2 can be
considered to be externally valid at least to a certain extent. More research is needed
though to determine the role of electrification and other types of infrastructure on the
relationship between rising temperature and firm outcomes. Given the high degree of
specificity of FDI regulation in Indonesia, it is unclear whether the results in chapters
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4 and 5 are transferable to alternative contexts. Nevertheless, these findings may still
serve as a good starting point, especially in cases where the quality of available data is
insufficient and similar analyses are not feasible.
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APPENDIX A

Heat and firm productivity: Evidence from Indonesia’s

manufacturing sector

A.1 Sample size reduction

Figure A1 shows the development of our sample size over time. Without taking care of
the missing capital variable, we observe a massive increase in the number of firms in
2006 for the full sample. This can be explained by the BPS conducting an economic cen-
sus in that year and, thus, more attention was given to surveying the full universe of
enterprises. As mentioned above, capital stocks are unfortunately not reported in 2006.
After interpolating and dropping observations with missing capital information, we
end up with a smaller number of firms per year (around 15,000), and a distinct drop in
2006. Our preferred sample size is further reduced in the TFP sample, where we clean
the data for unrealistic spikes and strong outliers in the main input and output vari-
ables required in the TFP estimation. Finally, the most restrictive sample additionally
excludes all observations with zero electricity consumption. We restrict the analysis
to this sample when looking at potential adjustment patterns in electricity usage (cf.
Petrick et al. 2011).
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Appendix A. Heat and firm productivity

Figure A1: Number of firms in each sample year by different samples
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Note: The graphs depicts the number of firms in various samples over time.
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Appendix A. Heat and firm productivity

A.2 Additional figures

Figure A2: Number of days in temperature bins over time
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Note: Number of days in temperature bins across all non-missing districts. Each bar within a bin represents one year (1993-2015),
and darker bars are more recent years. Source: authors’ visualization based on ERA5-Land.
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Appendix A. Heat and firm productivity

Figure A3: Average electricity quantity and spending
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Appendix A. Heat and firm productivity

Figure A4: Rural firms: Effect of temperature on output, productivity and input factors by sector
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Panel C: Log value added per worker
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Panel D: Log value added per capital
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Panel E: Log labor

Furniture

Transport equipment

Vehicles

Electroncis

Machinery

Fabricated metals

Non-metallic minerals

Rubber and plastics

Chemicals

Printing

Paper

Wood

Leather

Wearing apparel

Textiles

Tobacco

Food

-.02 -.01 0 .01 .02

Panel F: Log capital

26-27°C > 27°C

Note: Panels show the estimated impact of temperature on log output (A), log TFP (B), log value added per worker (C), log value
added per capital (D), log labor (E) and log capital (F). Figures show point estimates for the temperature bins 26-27◦C (orange)
and >27◦C (red), and the associated 90% confidence intervals as bars. Regressions are specified according to equation (2.4) and
control for firm, island-year and product-year fixed effects. Standard errors are clustered on firm and district-year level. 21-22◦C
is omitted.
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Figure A5: Urban firms: Effect of temperature on output, productivity and input factors by sector
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Note: Panels show the estimated impact of temperature on log output (A), log TFP (B), log value added per worker (C), log value
added per capital (D), log labor (E) and log capital (F). Figures show point estimates for the temperature bins 26-27◦C (orange)
and >27◦C (red), and the associated 90% confidence intervals as bars. Regressions are specified according to equation (2.4) and
control for firm, island-year and product-year fixed effects. Standard errors are clustered on firm and district-year level. 21-22◦C
is omitted.
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Figure A6: Robustness check: Pre and post 2006
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Appendix A. Heat and firm productivity

Figure A6: Robustness check: Pre and post 2006 (continued)
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Figure A6: Robustness check: Pre and post 2006 (continued)

Panel G: Log electricity quantity
-.0

05
-.0

02
5

0
.0

02
5

.0
05

Lo
g 

el
ec

tri
ci

ty

21-22 22-23 23-24 24-25 25-26 26-27 >27

Daily temperature (°C)

Rural Urban

1993-2005

-.0
05

-.0
02

5
0

.0
02

5
.0

05

Lo
g 

el
ec

tri
ci

ty

21-22 22-23 23-24 24-25 25-26 26-27 >27

Daily temperature (°C)

Rural Urban

2007-2015

Panel H: Log electricity value

-.0
05

-.0
02

5
0

.0
02

5
.0

05

Lo
g 

el
ec

tri
ci

ty
 v

al
ue

21-22 22-23 23-24 24-25 25-26 26-27 >27

Daily temperature (°C)

Rural Urban

1993-2005

-.0
05

-.0
02

5
0

.0
02

5
.0

05

Lo
g 

el
ec

tri
ci

ty
 v

al
ue

21-22 22-23 23-24 24-25 25-26 26-27 >27

Daily temperature (°C)

Rural Urban

2007-2015

Note: Panels show the estimated impact of temperature on log output (A), log TFP (B), log value added per worker (C), log value
added per capital (D), log labor (E), log capital (F), log electricity quantity (G) and log electricity spending (H). Figures show
point estimates and the associated 90% confidence intervals as bars separately for rural and urban firms. Regressions are specified
according to equation (2.4) and control for firm, island-year and product-year fixed effects. Standard errors are clustered on firm
and district-year level. 21-22◦C is omitted.
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A.3 Additional tables

Table A1: Summary statistics of main input and output variables in 1993, 2005 and 2015

1993 2005 2015

Mean SD Mean SD Mean SD

Productivity:

ln(TFP) 9.87 1.42 9.93 1.48 10.53 1.42

ln(VAD/L) 10.11 1.22 10.16 1.28 10.78 1.22

ln(VAD/K) 0.70 0.68 0.92 0.87 1.35 1.20

Inputs and outputs:

ln(K) 14.81 2.18 14.30 2.12 14.22 2.18

ln(L) 4.38 1.20 4.20 1.17 4.13 1.14

ln(Sales) 15.58 2.09 15.42 2.14 15.83 1.96

ln(Quantity of total electricity use) 9.78 4.39 10.22 3.98 9.73 3.53

ln(Real value of total electricity use) 10.01 4.47 10.25 3.98 10.45 3.67

Note: Note: Number of observations in 1993: 13,252; 2005: 13,376; 2015: 13,105.
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Appendix A. Heat and firm productivity

Table A2: Alternative measures of urbanization

(1) (2) (3)
District split by: Population density Urbanization rate Kabupaten/Kota

Rural Urban Low High Kab. Kota

Panel A: Log output

< 20◦C −0.0013 0.0031 −0.0014 0.0000 −0.0014 0.0003
(0.0009) (0.0115) (0.0010) (0.0030) (0.0009) (0.0029)

26-27◦C 0.0007 −0.0001 0.0007 −0.0003 0.0007 0.0001
(0.0005) (0.0007) (0.0005) (0.0007) (0.0005) (0.0007)

> 27◦C 0.0003 0.0002 0.0003 0.0000 0.0003 0.0001
(0.0006) (0.0007) (0.0006) (0.0007) (0.0006) (0.0007)

Panel B: Log TFP

< 20◦C −0.0018* −0.0059 −0.0019** −0.0024 −0.0019** −0.0023
(0.0009) (0.0104) (0.0009) (0.0024) (0.0009) (0.0023)

26-27◦C 0.0002 −0.0012* 0.0001 −0.0012 0.0001 −0.0009
(0.0005) (0.0007) (0.0005) (0.0007) (0.0005) (0.0007)

> 27◦C −0.0001 −0.0009 −0.0002 −0.0009 −0.0002 −0.0008
(0.0006) (0.0007) (0.0006) (0.0008) (0.0006) (0.0007)

Panel C: Log value added per worker

< 20◦C −0.0019* −0.0082 −0.0020** −0.0020 −0.0020** −0.0019
(0.0010) (0.0096) (0.0010) (0.0023) (0.0010) (0.0022)

26-27◦C 0.0000 −0.0012 −0.0001 −0.0011 −0.0001 −0.0008
(0.0005) (0.0007) (0.0005) (0.0007) (0.0005) (0.0007)

> 27◦C −0.0003 −0.0009 −0.0004 −0.0009 −0.0004 −0.0007
(0.0007) (0.0008) (0.0007) (0.0008) (0.0007) (0.0008)

Panel D: Log value added per capital

< 20◦C −0.0010 −0.0089 −0.0010 −0.0042* −0.0011 −0.0040*
(0.0006) (0.0075) (0.0007) (0.0025) (0.0007) (0.0024)

26-27◦C −0.0001 −0.0016*** −0.0001 −0.0017*** −0.0001 −0.0014**
(0.0004) (0.0006) (0.0004) (0.0006) (0.0004) (0.0006)

> 27◦C −0.0005 −0.0018*** −0.0005 −0.0019*** −0.0005 −0.0018***
(0.0005) (0.0007) (0.0005) (0.0007) (0.0005) (0.0006)

Panel E: Log labor

< 20◦C 0.0004 0.0047 0.0004 0.0006 0.0004 0.0005
(0.0004) (0.0032) (0.0004) (0.0013) (0.0004) (0.0013)

26-27◦C 0.0004** 0.0004 0.0005** 0.0004 0.0005** 0.0003
(0.0002) (0.0003) (0.0002) (0.0003) (0.0002) (0.0003)

> 27◦C 0.0005** 0.0006** 0.0005** 0.0006** 0.0005** 0.0005*
(0.0002) (0.0003) (0.0002) (0.0003) (0.0002) (0.0003)

Panel F: Log capital

< 20◦C 0.0002 0.0027 0.0002 0.0045 0.0002 0.0040
(0.0009) (0.0081) (0.0009) (0.0042) (0.0009) (0.0041)

26-27◦C 0.0006 0.0017** 0.0005 0.0021** 0.0006 0.0018**
(0.0006) (0.0009) (0.0006) (0.0009) (0.0006) (0.0008)

> 27◦C 0.0006 0.0021** 0.0006 0.0023** 0.0006 0.0022**
(0.0007) (0.0010) (0.0007) (0.0010) (0.0007) (0.0009)

Weather controls Yes Yes Yes
Firm FE Yes Yes Yes
Island-year FE Yes Yes Yes
Product-year FE Yes Yes Yes
Urban/High/Kotad-specific trends Yes Yes Yes
Observations 318,675 318,675 318,675

Note: Panels show the estimated impact of temperature on log output (A), log TFP (B), log value added per worker (C), log
value added per capital (D), log labor (E) and log capital (F). Specification 1 uses our preferred measure of population density
to split districts (at the 90th percentile). Specification 2 uses the urbanization rate based on household level reporting from
Susenas. Specification 3 divides districts by name (kabupaten/kotamadya). Regressions are specified according to equation (2.4).
Standard errors are clustered on firm and district-year level. Significance at or below 1% (***), 5% (**) and 10% (*).
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Table A3: Effect of temperature on output, productivity and input factors by generator use

Dependent variable: Log Y Log TFP Log VAD/L Log VAD/K Log L Log K

(1) (2) (3) (4) (5) (6)

Rural × no generator
× < 20◦C −0.0029* −0.0030* −0.0029* −0.0016* 0.0001 −0.0003

(0.0016) (0.0016) (0.0016) (0.0009) (0.0005) (0.0011)
× 26-27◦C 0.0014** 0.0008 0.0008 0.0003 0.0004* 0.0008

(0.0007) (0.0007) (0.0007) (0.0006) (0.0002) (0.0007)
× > 27◦C 0.0013* 0.0007 0.0005 0.0001 0.0006** 0.0006

(0.0007) (0.0008) (0.0008) (0.0006) (0.0002) (0.0008)

Rural × has generator
× < 20◦C −0.0002 −0.0009 −0.0009 −0.0005 0.0006 0.0007

(0.0008) (0.0006) (0.0007) (0.0006) (0.0006) (0.0010)
× 26-27◦C 0.0001 −0.0003 −0.0006 −0.0003 0.0005* 0.0004

(0.0005) (0.0005) (0.0006) (0.0005) (0.0003) (0.0007)
× > 27◦C −0.0005 −0.0008 −0.0010 −0.0009* 0.0005* 0.0006

(0.0006) (0.0007) (0.0007) (0.0005) (0.0003) (0.0008)

Urban × no generator
× < 20◦C 0.0141 −0.0012 −0.0053 −0.0068 0.0142** 0.0124

(0.0145) (0.0138) (0.0130) (0.0116) (0.0056) (0.0116)
× 26-27◦C 0.0006 −0.0010 −0.0012 −0.0010 0.0009** 0.0016*

(0.0009) (0.0008) (0.0008) (0.0007) (0.0004) (0.0008)
× > 27◦C 0.0011 −0.0005 −0.0007 −0.0009 0.0010*** 0.0014

(0.0009) (0.0008) (0.0008) (0.0007) (0.0004) (0.0010)

Urban × has generator
× < 20◦C −0.0060 −0.0103 −0.0103 −0.0106* −0.0027 −0.0077

(0.0110) (0.0089) (0.0085) (0.0060) (0.0049) (0.0088)
× 26-27◦C −0.0007 −0.0013* −0.0011 −0.0019*** 0.0001 0.0017

(0.0008) (0.0008) (0.0008) (0.0006) (0.0004) (0.0012)
× > 27◦C −0.0004 −0.0011 −0.0010 −0.0022*** 0.0003 0.0022*

(0.0008) (0.0008) (0.0009) (0.0007) (0.0004) (0.0012)

Weather controls Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes Yes Yes
Product-year FE Yes Yes Yes Yes Yes Yes
Urband-specific trends Yes Yes Yes Yes Yes Yes
Observations 318,675 318,675 318,675 318,675 318,675 318,675

Note: The table splits the sample by firms with and without own electricity generator. The dependent variables are
log output, log TFP, log value added per worker, log value added per capital, log labor and log capital. Regressions
are specified according to equation (2.4) and, thus, include the full set of temperature bins (where 21-22◦C is omit-
ted). For reasons of clarity, the table only reports coefficients on the lowest and upper two bins. Standard errors are
clustered on firm and district-year level. Significance at or below 1% (***), 5% (**) and 10% (*).
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Table A4: Effect of temperature on output, productivity and input factors by major islands

(1) (2) (3) (4) (5)
Sumatra Java Kalimantan Sulawesi Papua and islands

Split by pop. density: Rural Urban Rural Urban Rural Urban Rural Urban Rural Urban

Panel A: Log output

< 20◦C 0.0017 -0.0017 0.0027 0.0012 0.0358**
(0.0024) (0.0010) (0.0112) (0.0053) (0.0167)

26-27◦C -0.0025 0.0018 0.0007 -0.0005 0.0020 -0.0026 -0.0007 0.0022 -0.0019 -0.0021
(0.0020) (0.0018) (0.0006) (0.0007) (0.0071) (0.0019) (0.0031) (0.0019) (0.0030) (0.0747)

> 27◦C -0.0036 0.0003 -0.0001 0.0006 -0.0025 -0.0005 0.0172
(0.0024) (0.0007) (0.0008) (0.0077) (0.0038) (0.0035) (0.0771)

Panel B: Log TFP

< 20◦C 0.0021 -0.0028*** -0.0060 0.0002 0.0491***
(0.0020) (0.0010) (0.0101) (0.0049) (0.0157)

26-27◦C -0.0028 0.0024 0.0002 -0.0014* -0.0121 -0.0011 -0.0061* 0.0011 -0.0033 -0.1149
(0.0023) (0.0022) (0.0006) (0.0008) (0.0087) (0.0025) (0.0037) (0.0021) (0.0033) (0.1030)

> 27◦C -0.0040 -0.0001 -0.0012 -0.0147 -0.0087* -0.0007 -0.1099
(0.0029) (0.0007) (0.0008) (0.0098) (0.0045) (0.0039) (0.1068)

Panel C: Log value added per worker

< 20◦C 0.0026 -0.0026** -0.0082 0.0019 0.0448***
(0.0021) (0.0011) (0.0092) (0.0048) (0.0141)

26-27◦C -0.0027 0.0023 -0.0000 -0.0014* -0.0100 -0.0008 -0.0065* 0.0005 -0.0026 -0.1409
(0.0023) (0.0022) (0.0006) (0.0008) (0.0083) (0.0025) (0.0038) (0.0023) (0.0031) (0.0990)

> 27◦C -0.0042 -0.0003 -0.0012 -0.0125 -0.0085* -0.0001 -0.1469
(0.0030) (0.0007) (0.0008) (0.0095) (0.0046) (0.0036) (0.1040)

Panel D: Log value added per capital

< 20◦C 0.0012 -0.0015* -0.0092 -0.0018 0.0345**
(0.0016) (0.0008) (0.0078) (0.0045) (0.0162)

26-27◦C -0.0007 -0.0015 0.0000 -0.0016** -0.0199** -0.0019 -0.0020 0.0001 -0.0038 -0.0481
(0.0019) (0.0018) (0.0005) (0.0007) (0.0086) (0.0015) (0.0027) (0.0015) (0.0026) (0.0962)

> 27◦C -0.0005 -0.0005 -0.0018*** -0.0211** -0.0041 -0.0013 -0.0403
(0.0024) (0.0006) (0.0007) (0.0090) (0.0033) (0.0031) (0.0959)

Panel E: Log labor

< 20◦C -0.0008 0.0006 0.0051 -0.0021 0.0087
(0.0009) (0.0005) (0.0031) (0.0024) (0.0110)

26-27◦C -0.0002 0.0009 0.0005* 0.0004 -0.0023 -0.0014 0.0016 0.0012 -0.0007 -0.0020
(0.0010) (0.0008) (0.0002) (0.0003) (0.0033) (0.0010) (0.0015) (0.0011) (0.0011) (0.0416)

> 27◦C 0.0003 0.0005* 0.0005* -0.0022 0.0015 -0.0013 0.0171
(0.0012) (0.0003) (0.0003) (0.0037) (0.0019) (0.0013) (0.0398)

Panel F: Log capital

< 20◦C - 0.0004 0.0012 0.0074 -0.0102
(0.0025) (0.0010) (0.0085) (0.0081) (0.0191)

26-27◦C 0.0007 0.0025 0.0003 0.0016* 0.0129 -0.0032 0.0012 0.0012 0.0036 0.0562
(0.0025) (0.0020) (0.0007) (0.0009) (0.0130) (0.0032) (0.0039) (0.0022) (0.0033) (0.1263)

> 27◦C -0.0003 0.0005 0.0019* 0.0154 0.0036 0.0014 0.0327
(0.0031) (0.0008) (0.0010) (0.0139) (0.0050) (0.0041) (0.1219)

Weather controls Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes Yes
Product-year FE Yes Yes Yes Yes Yes
Urband-specific trends Yes Yes Yes Yes Yes
Observations 31,107 258,729 6,011 8,409 10,833

Note: The table splits the sample by major Indonesian islands in columns 1 to 5. Panels show the estimated impact of temperature on
log output (A), log TFP (B), log value added per worker (C), log value added per capital (D), log labor (E) and log capital (F). Regressions
are specified according to equation (2.4) and, thus, include the full set of temperature bins (where 21-22◦C is omitted). For reasons of
clarity, the table only reports coefficients on the lowest and upper two bins. Standard errors are clustered on firm and district-year level.
Significance at or below 1% (***), 5% (**) and 10% (*).
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APPENDIX B

Foreign investment regulation and firm productivity:

Granular evidence from Indonesia

B.1 Product-level determinants of regulation

We study the drivers of product-level regulation by testing the predictive power of an
extensive set of product-level characteristics to identify factors that robustly explain
changes in the regulatory environment across a wide range of model specifications
(Sala-i-Martin 1997).

Therefore, we run regressions on five-digit product level of the form:

∆REGjt = α + βzzjt + β1x1,jt + β2x2,jt + β3x3,jt + δt + ψs + ε jt (B1)

Our dependent variable is the change in the share of regulated firms in product market
j in year t, weighted by sales. zjt denotes the political economy factor to be tested,
while x1,jt and x2,jt are two additional controls taken from the pool χ of all available
variables, and x3,jt denotes a permanent control. Our permanent control is the share
of state-owned firms since we expect the presence of public enterprises to be a major
determinant of regulation. The regressions additionally include year fixed effects δt

and two-digit sector fixed effects ψs, which alleviate the most obvious problems of
misspecification.61 We then run regressions with all possible combinations of zjt, x1,jt,
x2,jt and x3,jt and compute the cumulative distribution function [CDF(0)] under the
assumption of non-normality (see Sala-i-Martin (1997) for details).

The 36 investigated product level factors include the lag (t− 1) and the long difference
(t− 1 to t− 6) of the following variables:

• State ownership and privatization: share of state-owned firms, average TFP of state-
owned firms

• Firm size and concentration: share of medium-sized firms, Herfindahl index of
sales, Herfindahl index of employment concentration

61 Adding a further random control from the pool alters our results only marginally.
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• Productivity dynamics: log capital-labor ratio, log capital intensity log average firm
sales, log total sales,

• Internationalization: share of exports in total sales, average foreign capital share,
import penetration

• Labor market factors: log average wage per worker, log total wage bill, log blue-
collar worker wage bill, log white-collar worker wage bill, share of blue-collar
workers, log total employment

In total, we estimate 6,545 regressions. We then select the 12 political economy factors
with the highest significance in terms of the non-normal cumulative density function
(CDF) and include them as time-variant controls in all our main specifications.

B.2 Cleaning the firm data

Matching the yearly firm panel and the NIL regulatory data relies on the five-digit
product level of the KBLI (Klasifikasi Baku Lapangan Usaha). The KBLI sector classi-
fication is published by BPS (Indonesian Statistical Office, Badan Pusat Statistik). It
is equivalent to the United Nation’s International Standard Industrial Classification of
All Economic Activities (ISIC) at the four-digit level, but it is adjusted to five-digit level
in order to distinguish between additional Indonesian sectors of local importance.

If product codes are incomplete (e.g., ‘151’ instead of ‘15111’) or missing, we impute,
whenever plausible and unambiguously possible, the same code as in the year before
or in the next year. We exclude all observations for which product codes are still miss-
ing or incomplete after this adjustment. We convert all codes to the common standard
of KBLI 2000 based on conversion tables provided by BPS. We drop all observations
with ambiguous conversion results. We start with 378,856 observations over the 16
years, of which 1,213 have to be removed due to missing or incomplete coding. 725
additional observations are lost because of ambiguous conversion results between the
years, arising from a split or unification of sector codes across different versions.

In order to estimate TFP, we rely on information on the capital stock, employment, the
value of intermediate inputs, and value added. Out of these four core variables, capital
stock is the one missing most frequently (cf. Márquez-Ramos 2021). As common in the
literature (e.g., Amiti and Konings 2007), we interpolate the capital stock if values are
missing in one year only. This is especially relevant in the year 2006, where informa-
tion on the capital stock is missing for a large part of the firm sample. We are able to
interpolate 21,656 observations within 17,169 firms. Even after interpolation, we have
to drop 130,385 observations within 31,412 firms due to missing information on the
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capital stock. Thereby we lose 10,711 firms completely. We investigate the sensitivity
of our results to these missing observations by also repeating our estimates for a larger
sample using value added per worker as a proxy for productivity, the results for which
stay comparable.

In a next step, we exclude extreme outliers by dropping all observations for which
inputs or output are not within the threefold of the inter-quartile range above and
below the 25 and 75 percentiles. We deal with extraordinary spikes in the data by also
dropping all observations with firm-level input growth (labor, intermediate inputs and
capital) as well as output growth that is outside the first and ninety-ninth percentile
range of each variable’s distribution. These steps reduce our sample size by further
14,217 observations within 8,652 different firms.

We also drop all firms with only one observation within the sample period, which re-
duces our dataset to 222,633 observations pertaining to 31,184 firms. Finally, we com-
pletely exclude all firms which do not report their legal status in any year. Though we
make the rather conservative assumption of no regulation if legal status is only missing
in one year, we lose all firms that never report their legal status when controlling for
trends in initial firm-specific traits. We further lose some observations due to lag and
long difference structure within our time-variant product trait measures. As a result,
we end up with a final dataset of 180,783 observations within 24,725 firms.

B.3 Merging the NIL conditions to product codes

Both the Negative Investment List (NIL) and the main products of the firm (KBLI) are
encoded at the same five-digit level that we use to determine a product-level match
between firms and regulated product groups.

Unlike in later years, NIL 2000 does not yet provide KBLI codes, but only states the
names of the included sectors. Thus, in this one year we match the verbally stated
sector names to the corresponding KBLI sector codes. Furthermore, as the NIL 2007
slightly changes in 2008 by an amendment to the existing regulation, we use the con-
tent of the first draft of the NIL for 2007 and the amendment for the years starting with
2008. We convert the changing KBLI sector codes between the years and adjust the
coding of the NIL 2010, NIL 2014 and NIL 2016 to the KBLI 2000 standard. The regu-
latory and firm data are merged according to the five-digit KBLI 2000 sector codes and
the relevant year.

As several of the regulatory instruments are conditional on firm characteristics (see
table B1 for a more detailed representation), we encode them conditional on firm at-
tributes:
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• Closed [closed to new investment in general] applies to all kinds of investment,
both domestic and foreign. We set this regulatory measure to zero for firms
that have already existing foreign involvement as the regulation is forward look-
ing and cannot restrict foreign participation anymore.62 The average FDI share
among these firms is 85% with the majority of firms reporting full foreign own-
ership of 100%. Thus, these firms are not limited by forward looking regulation
since a further increase is not feasible for them anyway.

• Condition a [opened to small and medium-sized firms] is conditional on firm size
as regulated in law 20/2008 on micro, small and medium enterprises (see Presi-
dential Decree 36/2010). According to Law 20/2008, firms should be considered
as large if they have annual revenues from sales above 50 billion Rupiah and as-
sets (excluding land and buildings) equal or above 10 billion Rupiah. The earlier
Presidential Decree 77/2007 refers to the law 9/1995 on small enterprises, which
establishes similar thresholds in real terms. When applying the firm size thresh-
olds over time, we adjust for inflation. Accordingly, we generate an indicator
variable that encodes large firms based on their annual sales and assets, thereby
deviating from the most commonly used definition in literature which relies on
the number of workers. Due to high volatility in the data, we use the median
sales and median net assets of each firm in order to circumvent wrong coding in
cases of outliers. Hence, we consider the classification into large and small en-
terprises to be time invariant. Regulation turns to one if a firm is operating in a
product market regulated by condition a and (only if) this firm is a large firm.

• Condition b [opened to partnerships] depends on the legal status of a firm. We
exploit information on the firm’s legal status given by the SI as regulation in con-
dition b only applies to firms that do not have the legal status of a partnership.
Unfortunately, the SI does not give any useful extra information on neither the
exact structure of the partnership nor the partner’s identity. Additionally, the
variable on legal status suffers from plenty of missing values. In these cases, we
assume no regulation as the default. Therefore, we suspect that we may under-
count firms subject to condition b. We checked the robustness of our results to
setting condition b to apply product-wide instead: TFP results stay practically the
same also if we consider this condition to apply to all firms within a five-digit
product, while the results for FDI reduce in size and significance.

• Condition c [upper limit to foreign capital] sets a maximum share of capital that
can be owned by foreign investors. In nine out of ten cases the upper limit to for-
eign capital is set to be 95% of total capital. We set this regulatory measure to zero

62 We use offsets in this and other categories for a total of 799 firms: 755 firms in closed sectors (defined
by conditions closed, a, b, d, f, i) and further 44 firms that fall under FDI limitations (c, h).
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for firms that have already reached a foreign capital share above the threshold as
the regulation is forward looking and cannot restrict their foreign capital shares
anymore.

• Condition d [limited to certain locations] is easily implemented by matching the
regulation with firm location. Regulation is applied if a firm is located outside
the authorized province.

• Condition e [licensing requirement] and condition h [upper limit to foreign capital
ownership and license] allow for (limited) FDI under the prerequisite of a valid
license issued by the appropriate authorities.

• Condition f [investment open to domestic capital] and condition i [investment open
to domestic capital and license] ban FDI in the affected sectors entirely.

• Condition g [upper limits of foreign capital ownership in a certain location] is not
listed in table B1 as it does never apply to any manufacturing product.

Although there are a few NIL stipulations that narrow regulation to selected product
features, we always assign regulation to the whole five-digit product.
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Table B1: Conditions of the NIL over time: affected sectors and regulated firms in the sample

Industry division closed a b c d e f h i Regulated
firms in sample

% share of
regulated firms
within sector

% share of
regulated firms

in sector
output

PANEL A: NIL 2000

Food and beverages 3 0 0 0 0 1 0 0 0 25 0.84 6.51
Wood products 0 0 0 0 2 3 0 0 0 323 32.96 45.72
Pulp and paper 0 0 0 0 0 1 0 0 0 2 0.85 12.09
Publishing and printing media 0 0 0 0 0 1 0 0 0 0 0 0
Chemicals 2 0 2 0 0 1 0 0 0 50 9.47 5.93
Machinery and equipment 1 0 0 0 0 0 0 0 0 3 1.78 0.04

Regulated firms in sample 37 0 28 0 214 125 0 0 0 403 3.21 5.00

PANEL B: NIL 2007

Food and beverages 3 14 7 7 0 0 0 1 0 1018 28.22 35.54
Tobacco products 0 1 3 0 0 3 0 0 0 220 27.23 75.81
Textiles 0 3 1 0 0 0 0 0 0 170 11.43 6.22
Wood products 0 7 5 0 0 4 0 0 0 255 30.50 33.91
Pulp and paper 0 0 0 0 0 2 0 0 0 7 2.76 34.40
Publishing and printing media 0 0 0 0 0 1 2 0 0 64 18.39 44.65
Chemicals 3 1 1 3 0 2 1 2 0 164 35.65 21.47
Rubber and plastic 0 1 0 0 0 0 0 0 0 0 0 0
Other non-metallic mineral prod. 0 1 11 0 0 0 0 0 0 880 71.08 13.49
Basic metals 1 0 0 0 0 1 0 0 0 15 15.15 18.84
Fabricated metal products 0 4 1 0 0 0 0 0 0 24 6.11 6.92
Machinery and equipment 0 0 3 0 0 0 0 0 1 31 19.38 5.01
Other transport equipment 0 0 4 0 0 0 0 0 0 76 64.41 75.52
Furniture 0 1 6 0 0 0 0 0 0 205 13.70 15.64

Regulated firms in sample 59 96 2743 150 0 269 98 94 1 3129 22.09 20.83

PANEL C: NIL 2010

Food and beverages 3 16 9 0 0 0 0 11 0 1145 30.92 47.76
Tobacco products 0 1 1 0 0 3 0 1 0 588 87.89 94.65
Textiles 0 5 1 0 0 0 0 0 0 248 13.12 11.10
Wearing apparel 0 1 0 0 0 0 0 0 0 19 1.70 13.08
Wood products 0 7 5 0 0 5 0 0 0 289 34.86 64.21
Pulp and paper 0 0 0 0 0 2 0 0 0 2 0.72 27.24
Publishing and printing media 0 0 0 0 0 1 2 0 0 7 2.77 1.21
Chemicals 3 1 1 2 0 3 1 3 0 193 33.11 19.11
Rubber and plastic 0 3 0 0 0 1 0 3 0 34 3.79 29.94
Other non-metallic mineral prod. 0 1 6 0 0 0 0 0 0 138 11.26 1.12
Basic metals 0 0 0 0 0 1 0 0 0 29 20.28 14.66
Fabricated metal products 0 4 2 0 0 0 0 0 0 65 13.43 10.70
Machinery and equipment 0 0 3 0 0 0 0 0 1 31 18.13 20.97
Other transport equipment 0 0 4 0 0 0 0 0 0 84 49.12 39.46
Furniture 0 1 5 0 0 1 0 0 0 176 12.73 10.35

Regulated firms in sample 52 207 2249 80 0 504 87 380 2 3048 20.80 25.93

PANEL D: NIL 2014

Food and beverages 3 16 7 4 0 0 0 11 0 611 15.82 47.56
Tobacco products 0 1 1 0 0 3 0 1 0 407 76.65 96.80
Textiles 0 5 1 0 0 0 0 0 0 162 10.02 6.35
Wearing apparel 0 1 0 0 0 0 0 0 0 28 2.62 18.58
Wood products 0 7 3 0 0 5 0 0 0 212 30.11 79.34
Pulp and paper 0 0 0 0 0 2 0 0 0 2 0.76 28.77
Publishing and printing media 0 0 0 0 0 1 2 0 0 4 1.38 24.69
Chemicals 3 1 1 2 0 3 1 3 0 182 30.43 11.45
Rubber and plastic 0 2 0 0 0 0 0 2 1 96 10.42 22.43
Other non-metallic mineral prod. 0 1 6 0 0 0 0 0 0 123 10.82 1.14
Basic metals 0 0 0 0 0 1 0 0 0 42 26.58 25.51
Fabricated metal products 0 4 1 0 0 0 0 0 1 26 5.16 7.97
Machinery and equipment 0 0 3 0 0 0 0 0 1 31 14.16 25.31
Other transport equipment 0 0 4 0 0 0 0 0 1 88 45.60 26.80
Furniture 0 1 5 0 0 1 0 0 0 108 9.00 14.84

Regulated firms in sample 37 214 1013 89 0 490 42 393 99 2.122 15.00 24.41

Note: Panels A to D outline the sectoral incidence of various forms of regulation in the NIL 2000, 2007, 2010 and 2014. In
each panel, two-digit sectors are displayed in rows and the various conditions of the NIL in columns (closed and a to i). The
figures in the central block display the number of five-digit products that are subject to the specific form of regulation in the
respective year, whereas the last three columns (and the last row of each panel) display the number of firms that are subject
to binding regulation, or the the two-digit sectoral penetration (simple average or weighted by firm output). The specific
conditions include: a - Reserved for micro, small and medium enterprises and cooperatives. b - Reserved for partnerships.
c - Upper limit to foreign capital ownership. d - Limited to certain locations. e - Special license required. f - 100% local
capital. g - Upper limit to foreign capital ownership and limited location. h - Special license and upper limit to foreign capital
ownership. i - 100% local capital and special license.
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B.4 Further variable definitions

Output and input tariff We retrieve output tariff data from the UNCTAD-TRAINS
database using the World Integrated Trade Solutions (WITS) software and con-
struct input tariffs following the literature (cf. Amiti and Konings 2007). During
the analyzed time period, average tariff rates increased only slightly (cf. table
4.2), with the product group of alcoholic beverages (and to a lesser extent tobacco
products) responsible for by far the largest tariff increases.

Non-tariff measures Non-tariff measures (NTM) are retrieved from the same source
(UNCTAD-TRAINS, WITS) and coded using the Harmonized System (HS) on
six-digit product level. HS codes in the NTM data are more granular than five-
digit KBLI sector codes. We are likely to overestimate the presence of NTMs in
our firm data, because some firms are assumed to be affected by NTMs even
though they may not produce the regulated product. We make the simplifying
assumption to treat all types of NTMs equally and define the NTM indicator to
take one if the product is subject to any NTM.

Large firm We define firm size according to Presidential Decree No. 36/2010 that re-
fers to law 20/2008 on small and medium-sized enterprises. A firm is defined
as large by this law if its annual sales are higher than 50 billion IDR or its net
assets (excluding land and buildings) surpass 10 billion IDR. Presidential Decree
No. 77/2007 refers to an earlier law 9/1995 on small enterprises with very simi-
lar definitions once the thresholds are adjusted for inflation. We apply this rule
yearly, adjusting for inflation.

Weak vs. strong dependency on external finance We distinguish between sectors us-
ing the sectoral thresholds provided by Rajan and Zingales (1998). Using a cut-
off value of sectoral share of external funding of 0.2, 15,885 firms fall in the weak
dependency on external finance category at any point in time (with an average
foreign capital share of 4.3%), whereas 12,165 firms are listed in the strong de-
pendency on external finance category (with an average foreign capital share of
9.3%).

Low vs. high technology We group sectors by their technology intensity, based on
their global research and development activity. We merge the upper two cate-
gories by the OECD (2003) to denote high-technology industries. The low tech-
nology group (e.g., food, textiles and metal products) includes 24,005 firms (with
an average foreign capital share of 5.2%), and the high technology group (e.g.,
machinery, chemicals and pharmaceuticals) includes 2,665 firms (with an aver-
age foreign capital share of 19.5%).
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Trading firm We define a firm as trading if it has ever reported positive export or im-
port values.

B.5 Wooldridge approach for productivity estimation

The estimation of TFP is based on a Cobb-Douglas production function in value added
terms on firm level:

VAit = Yit −Mit = AitL
αL
it KαK

it , (B2)

where the value added of firm i in year t, VAit, is calculated by subtracting the value
of the intermediate inputs Mit from total firm output Yit. Value added is a function of
productivity Ait, the variable input factor labor Lit and quasi-fixed capital Kit. Taking
natural logs results in:

vait = α0 + αLlit + αKkit + ωit + eit, (B3)

where small letters denote logs. The error term can be decomposed into two compo-
nents, an unobserved productivity component ωit and the independently identically
distributed error term eit. Simultaneity bias is introduced because a part of the produc-
tivity shocks is also correlated with the choice of the variable inputs, namely labor and
intermediate goods.

Wooldridge (2009) suggests an alternative and more efficient way of estimating TFP
compared to the well-known procedures by Olley and Pakes (1996) or Levinsohn and
Petrin (2003). Hereby, estimation of TFP needs to account for potential simultaneity
bias due to correlation of input choices with the error term.63

The Wooldridge approach decomposes total output as:

vait = yit −mit = α0 + αl lit + αkkit + ωit + eit. (B4)

The error term combines an unobserved productivity shock component, ωit, which is
correlated with the input choices, and the independently identically distributed error
term component, eit. For the i.i.d. component it must hold that

E(eit|lit, kit, mit, lit−1, kit−1, mit−1, ..., li1, ki1, mi1) = 0. (B5)

63 See CompNet Task Force (2014) for a more detailed description of the approach. Our notation follows
that of CompNet Task Force (2014).
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At the same time, assume that the dynamics of productivity shocks are restricted to

E(ωit|kit, lit−1, kit−1, mit−1, ..., li1, ki1, mi1) = E(ωit|ωit−1)

= j(ωit−1),
(B6)

where ωit−1 = g(kit−1, mit−1).

By introducing productivity innovations ait, the error component turns to

ωit = j(ωit−1 + ait), (B7)

under the assumption that

E(ait|kit, lit−1, kit−1, mit−1, ..., li1, ki1, mi1) = 0. (B8)

Consequently, only the contemporaneous choice variables lit and mit are correlated
with innovations ait, while kit and all past values of inputs are uncorrelated with ait.
The production function becomes:

vat = α0 + αl lit + αkkit + j(g(kit−1, mit−1)) + uit, (B9)

where uit = ait + eit and E(uit|kit, lit−1, kit−1, mit−1, ..., li1, ki1, mi1) = 0.

Assuming that the productivity process is a random walk with drift ωit = τ + ωit−1 +

ait (cf. CompNet Task Force 2014) and the function g(.) takes the polynomial form of
order three, we can identify the coefficients of input factors αK and αL. Then, equation
(B9) becomes:

vait = (α0 + τ) + αl lit + αkkit + g(kit−1, mit−1) + uit. (B10)

We estimate equation (B10) using a pooled instrumental variable approach, instru-
menting labor by the one period lag of labor input. The estimation relies on a two-step
efficient generalized method of moments (GMM) approach. The log of TFP is derived
for each two-digit sector s separately, taking into account the varying importance of
input factors across industries:

ln(TFP)s
it = vas

it − α̂0
s − α̂l

s ls
it − α̂k

s ks
it, (B11)

where αs
l and αs

k are the sector-specific input coefficients (see also table B2).
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Table B2: Production function coefficients by two-digit sector

ln(TFP)

Sector Labor Capital Observations

Food products and beverages 15 0.561 0.139 50,190
Tobacco products 16 0.610 0.105 9,029
Textiles 17 0.535 0.072 20,932
Wearing apparel 18 0.778 0.078 17,112
Leather and leather products 19 0.716 0.017 4,923
Wood and wood products, except furniture 20 0.594 0.108 12,201
Pulp, paper and paper products 21 0.546 0.109 3,574
Publishing, printing and recorded media 22 0.666 0.042 4,710
Coke, refined petroleum products and nuclear fuel 23 0.464 0.173 407
Chemicals and chemical products 24 0.438 0.058 8,279
Rubber and plastics products 25 0.500 0.073 12,293
Other non-metallic mineral products 26 0.438 0.127 17,872
Basic metals 27 0.554 0.125 1,880
Fabricated metal products 28 0.642 0.071 7,243
Machinery and equipment 29 0.629 0.103 2,991
Electrical equipment, office machinery, computers 31 0.642 0.015 1,743
Radio, television and communication equipment 32 0.586 0.039 1,284
Medical, precision and optical instruments 33 0.496 0.089 476
Motor vehicles 34 0.571 0.049 2,188
Other transport equipment 35 0.511 0.120 2,371
Furniture and n.e.c. 36 0.714 0.062 19,340

Note: The production function is estimated by GMM according to Wooldridge (2009).
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B.6 Additional figures

Figure B1: Trends in FDI shares: continuously regulated vs. newly regulated in 2007

0
.0

2
.0

4
.0

6
.0

8
.1

Av
er

ag
e 

FD
I s

ha
re

2000 2007 2010 2014
Year

Unregulated in t Regulated in t
Continued regulation (1,646 obs) New regulation

Note: The graph plots the average FDI share among regulated and non-
regulated firms in the respective year, as well as the the average FDI share
among firms that were regulated already before 2007 and firms that were
newly regulated in 2007.

Figure B2: Average state-owned and private capital over time
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Note: The graph plots the average of the state-owned (private) log capital
among regulated and non-regulated firms in the respective year.
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B.7 Additional tables

Table B3: Summary statistics of the main variables

Mean SD Minimum Maximum Observations

Binding regulation 0.13 0.33 0.00 1.00 196,809
Licensing requirements 0.03 0.17 0.00 1.00 196,809
Specific bans and FDI limitations 0.10 0.30 0.00 1.00 196,809
Sector-wide bans 0.02 0.12 0.00 1.00 196,809

Regulated product 0.22 0.42 0.00 1.00 196,809
Licensing requirements in product 0.06 0.24 0.00 1.00 196,809
Specific bans and FDI limitations in product 0.19 0.39 0.00 1.00 196,809

Binding de-regulation 0.07 0.25 0.00 1.00 196,809
De-regulated product 0.03 0.16 0.00 1.00 196,809
FDI share 0.06 0.23 0.00 1.00 196,809
ln(TFP) 10.55 1.59 0.71 19.43 196,809
ln(VAD/L) 10.20 1.30 0.63 18.71 196,809
ln(K) 14.16 2.09 4.57 23.52 196,809

ln(Value of foreign capital) 1.24 4.36 0.00 23.52 196,809
ln(Value of domestic capital (private + state-owned)) 13.48 3.33 0.00 23.48 196,809
ln(Value of domestic private capital) 11.52 5.60 0.00 23.48 196,809
ln(Value of state-owned capital) 2.02 5.05 0.00 23.45 196,809

ln(L) 4.15 1.16 3.00 9.26 196,809
ln(Blue labor) 3.98 1.15 0.00 9.23 196,809
ln(White labor) 1.99 1.48 0.00 8.56 196,809

ln(Production wage per worker) 8.93 1.01 0.09 16.36 196,532
ln(Non-production wage per worker) 9.40 1.12 0.01 15.99 155,815
ln(Sales) 15.38 2.09 8.48 25.05 196,809
ln(Value of exports) 3.22 6.51 0.00 25.05 157,375
ln(Value of imports) 2.30 5.54 0.00 24.49 196,809
Firm age below 5 years 0.07 0.26 0.00 1.00 196,809
Firm age between 5-15 years 0.39 0.49 0.00 1.00 196,809
Firm age between 15-25 years 0.31 0.46 0.00 1.00 196,809
Firm age above 25 years 0.24 0.43 0.00 1.00 196,809
Government share > 50% 0.13 0.34 0.00 1.00 196,809
(Limited) partnership 0.09 0.29 0.00 1.00 185,921
Medium-sized firm 0.93 0.26 0.00 1.00 196,809
Weak dep. on ext. finance 0.59 0.49 0.00 1.00 196,809
Low technology 0.92 0.27 0.00 1.00 196,809
Trading firm 0.44 0.50 0.00 1.00 196,809
Output tariff 8.92 6.36 0.00 332.45 196,809
Input tariff 2.67 1.67 0.03 7.41 196,809
Non-tariff measure (WITS) 0.70 0.46 0.00 1.00 196,809
Switch in t 0.15 0.35 0.00 1.00 196,809

Switch into binding regulation 0.01 0.11 0.00 1.00 196,809
Switch into non-binding regulation 0.01 0.10 0.00 1.00 196,809
Switch within binding regulation 0.00 0.06 0.00 1.00 196,809
Switch within non-binding regulation 0.12 0.32 0.00 1.00 196,809

Exit in t 0.04 0.20 0.00 1.00 196,809
Entry in t 0.01 0.12 0.00 1.00 196,809
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Table B4: Summary statistics by sectors in 2001, 2007 and 2015

Binding regulation FDI share ln(TFP)

2000 2007 2015 2000 2007 2015 2000 2007 2015

Food products and beverages 0.01 0.28 0.16 0.02 0.03 0.04 9.57 9.64 10.35
Tobacco products 0.00 0.27 0.76 0.00 0.00 0.01 8.66 8.66 10.76
Textiles 0.00 0.11 0.10 0.06 0.04 0.06 10.85 10.65 11.34
Wearing apparel 0.00 0.00 0.03 0.05 0.05 0.09 9.53 9.44 10.27
Leather and leather products 0.00 0.00 0.00 0.06 0.07 0.10 11.08 10.89 11.94
Wood and wood products, except furniture 0.33 0.31 0.32 0.04 0.04 0.06 10.24 9.95 10.66
Pulp, paper and paper products 0.01 0.03 0.01 0.05 0.07 0.11 10.81 10.77 11.54
Publishing, printing and recorded media 0.00 0.18 0.02 0.01 0.01 0.02 10.80 11.16 11.53
Coke, refined petroleum products and nuclear fuel 0.00 0.00 0.00 0.31 0.00 0.07 10.50 10.74 11.17
Chemicals and chemical products 0.09 0.36 0.29 0.14 0.16 0.18 12.51 12.62 13.40
Rubber and plastics products 0.00 0.00 0.09 0.07 0.10 0.12 11.49 11.64 12.44
Other non-metallic mineral products 0.00 0.71 0.11 0.02 0.01 0.03 9.79 9.72 10.66
Basic metals 0.00 0.15 0.26 0.22 0.18 0.20 11.61 11.62 11.87
Fabricated metal products 0.00 0.06 0.04 0.09 0.13 0.13 10.71 10.96 11.88
Machinery and equipment 0.02 0.19 0.16 0.12 0.20 0.22 10.46 10.83 11.54
Electrical equipment, office machinery, computers 0.00 0.00 0.00 0.27 0.32 0.24 12.57 12.52 13.38
Radio, television and communication equipment 0.00 0.00 0.00 0.55 0.61 0.58 12.95 12.54 13.30
Medical, precision and optical instruments 0.00 0.00 0.00 0.20 0.27 0.26 11.82 11.45 11.97
Motor vehicles 0.00 0.00 0.00 0.13 0.20 0.25 12.05 12.14 13.35
Other transport equipment 0.00 0.64 0.47 0.07 0.12 0.20 10.63 11.38 11.85
Furniture and n.e.c. 0.00 0.14 0.10 0.05 0.06 0.11 10.11 10.11 11.12

Total 0.03 0.23 0.18 0.05 0.05 0.07 10.17 10.18 11.13

Note: Average share of regulated firms, average foreign capital share and average log productivity within sectors. Number of
observations in 2001: 11,968; 2007: 13,347; 2015: 9,791.
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Table B5: Baseline results including control coefficients: Regulation, FDI and productivity

Dependent variable: FDI share ln(TFP) ln(VAD/L)

(1) (2) (3) (4) (5) (6)

Regulated product 0.005*** 0.005*** 0.004 0.004 0.001 0.001
(0.002) (0.002) (0.014) (0.014) (0.014) (0.015)

Binding regulation −0.008*** −0.008*** −0.036** −0.037** −0.029* −0.030*
(0.002) (0.002) (0.016) (0.016) (0.016) (0.016)

Output tariff −0.000 0.001 0.001
(0.000) (0.001) (0.001)

Input tariff −0.001 −0.007 −0.010*
(0.001) (0.006) (0.006)

Non-tariff measure 0.000 0.007 0.009
(0.002) (0.014) (0.014)

Firm age 25-50 years 0.003 0.039*** 0.016
(0.002) (0.012) (0.013)

Firm age 50-75 years 0.005** 0.058*** 0.028
(0.002) (0.017) (0.018)

Firm age over 75 years 0.001 0.056** 0.031
(0.003) (0.024) (0.024)

Government share > 50% −0.003 −0.036*** −0.052***
(0.002) (0.012) (0.013)

Industry-year interactions Yes Yes Yes Yes Yes Yes
Island-year interactions Yes Yes Yes Yes Yes Yes
Product traits in 2005 × Year Yes Yes Yes Yes Yes Yes
Time-variant product traits Yes Yes Yes Yes Yes Yes
Firm traits specific trend Yes Yes Yes Yes Yes Yes

Observations 180,783 180,783 180,783 180,783 180,783 180,783
Firms 24,725 24,725 24,725 24,725 24,725 24,725
R-squared 0.872 0.872 0.812 0.812 0.737 0.737

Note: The dependent variable is the share of foreign capital, log of total factor productivity or log of value
added per worker within each firm. Five-digit product traits in 2005 include sector concentration of sales,
the share of blue-collar workers and the share of public enterprises. For full list of time-variant product
traits see table 4.1. Initial firm-level traits include foreign capital share as well as firm size, legal status and
public enterprise indicators and allow for trait-specific linear trends. Robust standard errors are clustered
on firm level and reported in parentheses. Significance at or below 1% (***), 5% (**) and 10% (*).
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Table B6: Impact on productivity while controlling for FDI

Dependent variable: ln(TFP) ln(VAD/L)

(1) (2)

Regulated product 0.003 0.000
(0.014) (0.015)

Binding regulation −0.036** −0.029*
(0.016) (0.016)

FDI share 0.030 0.021
(0.026) (0.026)

Basic controls Yes Yes
Industry-year interactions Yes Yes
Island-year interactions Yes Yes
Product traits in 2005 × Year Yes Yes
Time-variant product traits Yes Yes
Firm traits specific trend Yes Yes

Observations 180,783 180,783
Firms 24,725 24,725
R-squared 0.812 0.737

Note: The dependent variable is log total factor produc-
tivity or log value added per worker. All regressions are
specified according to column 4 of table 4.3. Robust stan-
dard errors are clustered on firm level and reported in
parentheses. Significance at or below 1% (***), 5% (**)
and 10% (*).
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Table B7: Robustness: More restrictive fixed effects and error clustering

(1) (2) (3) (4) (5)

Panel A: Dependent: FDI share

Regulated product 0.005*** 0.005*** 0.005*** 0.004** 0.004***
(0.002) (0.002) (0.002) (0.002) (0.002)

Binding regulation −0.007*** −0.008*** −0.008*** −0.008*** −0.008***
(0.002) (0.002) (0.002) (0.002) (0.002)

Panel B: Dependent: ln(TFP)

Regulated product 0.007 0.004 0.004 0.004 0.004
(0.014) (0.014) (0.020) (0.015) (0.020)

Binding regulation −0.036** −0.037** −0.037* −0.034** −0.034*
(0.016) (0.016) (0.020) (0.016) (0.020)

Panel C: Dependent: ln(VAD/L)

Regulated product −0.002 0.001 0.001 −0.004 −0.004
(0.015) (0.015) (0.019) (0.015) (0.019)

Binding regulation −0.029* −0.030* −0.030 −0.026 −0.026
(0.016) (0.016) (0.020) (0.017) (0.020)

Basic controls Yes Yes Yes Yes Yes
Sector-year interactions Yes
Industry-year interactions Yes Yes
Island-year interactions Yes Yes Yes
Industry-island-year interactions Yes Yes
Product traits in 2005 × Year Yes Yes Yes Yes Yes
Time-variant product traits Yes Yes Yes Yes Yes
Firm traits specific trend Yes Yes Yes Yes Yes

Firm level cluster Yes Yes Yes
Product-year level cluster Yes Yes

Observations 180,797 180,783 180,783 180,432 180,432
Number of clusters 24,726 24,725 4,219 24,691 4,214

Note: The dependent variable is the foreign capital share within each firm, log total factor pro-
ductivity or log value added per worker. All regressions are specified according to column 4
of table 4.3 except for the inclusion of fixed effects and the clustering level of standard errors.
Sectors are defined at the two two-digit level, industries at the three-digit level, products at the
five-digit level. Robust standard errors are clustered on firm or product-year level and reported
in parentheses. Significance at or below 1% (***), 5% (**) and 10% (*).
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Table B8: Heterogeneity by external financial dependence and technology (regulated product)

Coeff SE Coeff SE p-value:
1=2

Panel A
Regulated product × Weak dep. on ext. finance Strong dep. on ext. finance

Dependent:
FDI share 0.005** (0.002) 0.006* (0.003) [0.725]
ln(TFP) 0.025 (0.018) −0.021 (0.023) [0.103]
ln(VAD/L) 0.016 (0.018) −0.008 (0.023) [0.403]

ln(K) −0.003 (0.024) 0.017 (0.030) [0.609]
ln(Foreign K) 0.104*** (0.038) 0.167** (0.074) [0.437]
ln(Private K) −0.091* (0.052) −0.044 (0.070) [0.572]
ln(Gov.t K) 0.060 (0.037) 0.056 (0.046) [0.942]

Panel B
Regulated product × Low tech. sector High tech. sector

Dependent:
FDI share 0.004** (0.002) 0.034*** (0.013) [0.019]
ln(TFP) 0.001 (0.015) 0.087 (0.073) [0.248]
ln(VAD/L) −0.000 (0.015) 0.070 (0.069) [0.321]

ln(K) −0.002 (0.019) 0.115 (0.108) [0.282]
ln(Foreign K) 0.093*** (0.035) 0.979*** (0.332) [0.008]
ln(Private K) −0.061 (0.044) −0.281 (0.254) [0.392]
ln(Gov.t K) 0.053* (0.031) 0.047 (0.122) [0.957]

Note: The dependent variables are listed in the first column, indicator variables interacted
with Binding regulation on the top of each panel. All regressions are specified according
to column 4 of table 4.3 and also include interactions of the reported indicator variables with
Binding regulation (reported in table 4.6). The last column tests whether the reported interac-
tion terms are statistically different from each other. For number of observations see table 4.4.
Robust standard errors are clustered on firm level and reported in parentheses. Significance
at or below 1% (***), 5% (**) and 10% (*).
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Table B9: Heterogeneity by firm size and trading (binding regulation)

Coeff SE Coeff SE p-value:
1=2

Panel A
Binding regulation × Medium-sized firm Large firm

Dependent:
FDI share −0.004** (0.002) −0.055*** (0.020) [0.013]
ln(TFP) −0.042** (0.016) −0.047 (0.075) [0.951]
ln(VAD/L) −0.034** (0.017) −0.041 (0.081) [0.929]

ln(K) 0.030 (0.021) −0.147 (0.093) [0.065]
ln(Foreign K) −0.105*** (0.036) −1.661*** (0.470) [0.001]
ln(Private K) 0.056 (0.046) 0.211 (0.357) [0.669]
ln(Gov.t K) 0.023 (0.032) −0.089 (0.151) [0.460]

Panel B
Binding regulation × Trading firm Non-trading firm

Dependent:
FDI share −0.013*** (0.004) −0.003* (0.002) [0.013]
ln(TFP) −0.042* (0.023) −0.030 (0.021) [0.697]
ln(VAD/L) −0.044* (0.024) −0.016 (0.021) [0.356]

ln(K) 0.045 (0.031) 0.004 (0.025) [0.284]
ln(Foreign K) −0.340*** (0.077) −0.075** (0.036) [0.001]
ln(Private K) 0.118 (0.076) 0.053 (0.051) [0.440]
ln(Gov.t K) 0.053 (0.051) −0.003 (0.039) [0.346]

Note: The dependent variables are listed in the first column, indicator variables
interacted with Binding regulation on the top of each panel. All regressions are
specified according to column 4 of table 4.3 and also include interactions of the
reported indicator variables with Regulated product (reported in table B10). The
last column tests whether the reported interaction terms are statistically different
from each other. For number of observations see table 4.4. Robust standard errors
are clustered on firm level and reported in parentheses. Significance at or below
1% (***), 5% (**) and 10% (*).
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Table B10: Heterogeneity by firm size and trading (regulated product)

Coeff SE Coeff SE p-value:
1=2

Panel A
Regulated product × Medium-sized firm Large firm

Dependent:
FDI share 0.004** (0.002) 0.036* (0.019) [0.103]
ln(TFP) 0.001 (0.015) 0.075 (0.068) [0.283]
ln(VAD/L) −0.002 (0.015) 0.065 (0.073) [0.358]

ln(K) −0.007 (0.019) 0.187** (0.088) [0.032]
ln(Foreign K) 0.081** (0.033) 1.255*** (0.466) [0.012]
ln(Private K) −0.081* (0.044) 0.036 (0.341) [0.734]
ln(Gov.t K) 0.051* (0.031) 0.225* (0.120) [0.148]

Panel B
Regulated product × Trading firm Non-trading firm

Dependent:
FDI share 0.012*** (0.003) −0.001 (0.002) [0.000]
ln(TFP) −0.015 (0.019) 0.023 (0.018) [0.109]
ln(VAD/L) −0.013 (0.020) 0.017 (0.018) [0.200]

ln(K) −0.011 (0.028) 0.011 (0.023) [0.515]
ln(Foreign K) 0.293*** (0.062) −0.025 (0.034) [0.000]
ln(Private K) −0.126* (0.065) −0.029 (0.045) [0.160]
ln(Gov.t K) 0.035 (0.044) 0.080** (0.032) [0.345]

Note: The dependent variables are listed in the first column, indicator variables
interacted with Binding regulation on the top of each panel. All regressions are
specified according to column 4 of table 4.3 and also include interactions of the
reported indicator variables with Binding regulation (reported in table B9). The
last column tests whether the reported interaction terms are statistically different
from each other. For number of observations see table 4.4. Robust standard errors
are clustered on firm level and reported in parentheses. Significance at or below
1% (***), 5% (**) and 10% (*).
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Table B11: Robustness: Levels of TFP estimation and sector-specific deflators

Dependent variable: ln(TFP) ln(TFP), 3-digit

(1) (2) (3) (4) (5) (6)

Regulated product 0.012 0.004 0.013 0.006 0.004 −0.006
(0.014) (0.014) (0.015) (0.015) (0.014) (0.014)

Binding regulation −0.044*** −0.037** −0.045*** −0.039** −0.039** −0.032**
(0.016) (0.016) (0.016) (0.016) (0.016) (0.016)

Basic controls Yes Yes Yes Yes Yes Yes
Industry-year interactions Yes Yes Yes Yes Yes Yes
Island-year interactions Yes Yes Yes Yes Yes Yes
Product traits in 2005 × Year Yes Yes Yes
Time-variant product traits Yes Yes Yes
Firm traits specific trend Yes Yes Yes

5-digit sector-specific deflators Yes Yes Yes Yes

Observations 180,783 180,783 180,534 180,534 180,534 180,534
Firms 24,725 24,725 24,714 24,714 24,714 24,714
R-squared 0.811 0.812 0.819 0.820 0.832 0.832

Note: The dependent variable is log total factor productivity as estimated on the two digit (columns 1 and
2) and three digit sector level (columns 3 to 6). Columns 5 and 6 additionally use five-digit product-specific
input and wholesale price deflators. All regressions are specified according to column 4 of table 4.3. Robust
standard errors are clustered on firm level and reported in parentheses. Significance at or below 1% (***),
5% (**) and 10% (*).
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APPENDIX C

Regulating FDI in Indonesia’s manufacturing sector:

Local labor market responses to a protectionist policy

C.1 Economy-wide regulation

Throughout the paper, we only measure regulatory penetration in the manufactur-
ing sector but not in the rest of the economy. However, economy-wide employment
effects may both arise from spillovers from regulated manufacturing firms or from un-
observed regulation in agriculture or services. To check for economy-wide regulation,
we construct alternative measures of LRP based on the Economic Census from 2006,
which covers the universe of Indonesian service firms plus micro and small firms in
manufacturing. Similar to our main LRP measure (see section 5.3), we extract firm em-
ployment at five-digit product level for each firm in 2006 and use it for construction of
the initial employment composition. Initial product employment then enters equation
5.1 in terms of L f

kpd,0 and, like before, is interacted with the group-specific regulatory
status.

First, this allows us to construct a measure of manufacturing sector regulation that cov-
ers not only medium-sized and large firm employment, but further includes micro and
small manufacturing enterprises. For this purpose, we add all micro and small firms to
our original firm-level dataset of medium-sized and large enterprises in manufacturing
and construct LRP accordingly. Second, we use employment numbers from all firms
in manufacturing and services to construct an LRP measure that covers economy-wide
regulatory penetration.

These alternative measures have some drawbacks. First, since we only observe each
firm once (in 2006), we cannot systematically check for outliers in the data over time.
In the SI, we are able to deal with outliers by calculating the median firm employment
over several years. Second, the conversion of sector codes from several KBLI versions
induces some ambiguity, which is especially pronounced in the tertiary sector. Even
though we cross-checked all classifications, we may still introduce measurement error
to our regression. Finally, the Economic Census does not include the agricultural sector.
We also do not have sufficiently detailed information on agricultural employment in
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the labor market survey to measure regulatory penetration in a meaningful way.

C.2 Instrumental variable approach

As LRP is a measure of FDI regulation, it is straightforward to expect that the regu-
latory effect should run through adjustments in FDI stocks. Genthner and Kis-Katos
(2019) show that regulation by the NIL is linked to a differential reduction in foreign
capital shares within firms that produce regulated products. The same effect should
also be visible on the aggregate level. Many districts, however, do not have positive
FDI stocks in the data, thereby shifting the effect of LRP on FDI stocks towards zero.
We thus borrow from Nunn and Qian (2014) who interact their original instrument
with the likelihood to be treated at all. In our case, we construct a variable that mea-
sures the share of years with positive FDI stocks between 2001 and 2005 in a given
district. We then interact LRP with this propensity to receive FDI and thereby assign a
lower weight to those districts that historically did not host FDI. The first stage of the
instrumental variable approach in our panel regression setting then is:

FDIdt = α1 LRPdt × Sd0 + X ′d,0 α2 × t + γd + φrt + εdt, (C1)

where FDIdt is the inverse hyperbolic sine of a district’s FDI stock and Sd,0 is the share
of years with non-zero FDI stocks per district d between 2001 and 2005. In a second
step, we regress the employment rate on the predicted FDI stocks from equation (C1),
resulting in

ydt = δ1 ˆFDIdt + X ′d,0 δ2 × t + γd + φrt + εdt. (C2)

For the exclusion restriction to hold, FDI regulation should affect labor market out-
comes only through its effect on FDI stocks.

Table C9 shows the results of the IV approach. On the first stage in Panel B, we find
a negative relationship between LRP (weighted by the propensity to host FDI) and
actual FDI stocks in a district. According to the F-statistics of the first stage, the in-
strument turns out to be rather weak, which may also explain the insignificant effect
of instrumented FDI stocks on the total employment rate in our preferred specification
in column 4. In less strictly specified regressions, however, the coefficient turns signif-
icantly negative. This is in line with our main results since a reduction of FDI stocks
(due to regulation) is associated with an increase in the employment rate.

Our instrumental variable approach most likely does not yield stronger results because
of a weak instrument in the first stage. Additionally, the exclusion restriction may
not hold as LRP could also affect employment through alternative channels such as
expectations or investment uncertainty. Including FDI stocks as additional control in
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the reduced form regression only leads to a small reduction of the LRP coefficient,
which reinforces doubts about the exclusion restriction.

C.3 Robustness: Possible confounders

This section presents a detailed discussion of a series of robustness tests to alleviate
concerns that our main results are driven by confounding factors. This is particularly
relevant given that FDI regulation itself is an outcome of the political process and thus
may reflect alternative economic dynamics that spuriously affect employment rates.
Tables simultaneously include estimates of the long-difference result based on the Eco-
nomic Census in Panel A and the fixed effects panel coefficient based on the household-
level data in Panel B, respectively specified according to equations (5.2) or (5.3).

C.3.1 Political economy factors

In table C10 we test the robustness of our main results to a selected list of political
factors. Columns 1 to 3 check whether our results are driven by the concentration of
market power within the districts. If sales are concentrated among few firms, these
companies may have more power to lobby for (or against) FDI protection as they face
lower costs of coordination and can thus pursue their interests more easily and effec-
tively (Grossman and Helpman 1994). In a similar vein, firms that employ a higher
share of the total district workforce can more easily push for protectionist regulation.
We control for market power by extending the list of initial conditions by a Herfindahl
index of sales or employment concentration in each district. Column 3 also controls
for the initial presence of national champion firms in a district. For this, we rank firms
in each five-digit product market by their total sales and then calculate their employ-
ment share within districts. Firms of high relevance to the national economy may get
a special treatment.

In columns 4 and 5, we include controls for the historical presence of state-owned en-
terprises. Genthner and Kis-Katos (2019) showed that public enterprise status at the
beginning of the 2000s and the subsequent privatization are among the most impor-
tant factors that are positively linked to later FDI regulation (see also table C1). We
therefore add the initial share of employment in both public and recently privatized
enterprises to make sure that our results are not driven by districts with high historical
presence of state-owned companies, which are on different employment trajectories.
Next, we include the share of district employment within companies considered to be
small and medium-sized by the official regulatory legislation in column 6. One impor-
tant condition within the NIL is to exclude small and medium-sized enterprises (SME)

166



Appendix C. Local labor market responses to a protectionist policy

from regulation while still regulating large firms.64 If the employment dynamics fol-
lowed a different trend in districts that have many SMEs as compared to districts with
large firms, our LRP measure may mechanically pick up this difference.

Columns 7 and 8 introduce proxies for the presence of vulnerable employment in a
district. If decisions on product coverage of the NIL take social protection into con-
sideration, our employment results may be originating from particular trends in those
dimensions and not regulation itself. We therefore control for the initial share of low-
skilled employment, which can be considered especially vulnerable in the context of
foreign competition, or the average wage per worker in manufacturing, as industries
with lower wages need more social protection (Gawande and Krishna 2003, Topalova
and Khandelwal 2011).65

Alternatively, firms that are highly dependent on external financing may lobby against
FDI regulation. By contrast, policy makers may also refrain from hurting local econo-
mies by not restricting their access to capital. Column 9 therefore tests for the ini-
tial share of employment in highly credit-dependent industries (Rajan and Zingales
1998).66 Column 10 uses the distance from a district’s centroid to the national capital,
Jakarta, as a proxy for political connectivity. Complaints about Java-centered politics
abound within Indonesia; especially people living in the periphery (such as Papua or
Sulawesi) often voice concerns that public money is distributed in favor of Java and
parts of Sumatra (The Economist 2019).

Finally, column 11 controls for district splits during the decentralization process in
Indonesia. Bazzi and Gudgeon (2021) show that district splits lead to the creation
of jobs in the public administration due to the creation of new governments in the
child districts. If the timing of district splits is also correlated with FDI regulation,
we may spuriously capture the employment effect of the decentralization process. We
therefore include a time-variant dummy variable that indicates if a mother district (in
2000 borders) experienced a split in a particular year. We also include its lagged value
to allow for a delayed effect of job creation. For the long-difference regression, we only
control for the change in the district split dummy between 2006 and 2016.

Throughout all our robustness checks, the coefficient of interest does not vary in mag-
nitude and remains statistically significant. This also holds when including all the
above-mentioned initial or time-variant controls at the same time in column 12. We

64 Firm size is defined by Presidential Decree No. 36/2010 (which refers to law 20/2008 on small and
medium-sized enterprises). According to this decree, a firm is considered large if either its annual sales
exceed 50 billion IDR or its net assets are larger than 10 billion IDR. All firms with both sales and net
assets below these thresholds are considered small or medium-sized in our sample.
65 In particular, the share of unskilled employment is also one of the main determinants found to drive
regulatory decisions in the NIL (Genthner and Kis-Katos 2019).
66 We use 0.2 as cut-off value for the sectoral share of external funding to define highly dependent
industries.
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view this as support for a regulation-driven increase in district employment and do
not find strong evidence of region-specific political economy dynamics. This is not to
say that political economy considerations did not affect product selection in the NIL.
But there is no direct evidence that would point towards a precise regional targeting of
this protectionist policy.

C.3.2 Exposure to global dynamics

Our baseline results do not correct for the possibility that particular districts have been
more severely affected by the 2009 global financial crisis in relative terms. Despite the
fact that Indonesia turned out to be relatively immune to the downturn of global trade
and financing, this singular event could be driving our results if the local exposure
to protectionism and to the impact of the global financial crisis were correlated. For
instance, districts that are more involved in global trade may experience smaller em-
ployment growth because firms in these regions had to downscale their employment in
response to declining foreign demand. If policy makers refrained from regulating FDI
especially in products that are predominantly produced in these districts, our results
will suffer from omitted variable bias. The first column of appendix table C11 there-
fore adds the initial level of import and export volume by district and allows for linear
time effects in the fixed effects panel setting. The effect of LRP on district employment
growth is barely reduced and still highly significant. Similarly, we still detect a signifi-
cant positive effect when controlling for contemporaneous shocks in trade flows by in-
cluding the time-variant figures of each district’s imports and exports (or their change
between 2006 and 2016) directly in column 2. Even though Indonesia has liberalized its
foreign trade during the 1990s, column 3 controls for (changes in) time-variant tariffs
and the share of industrial employment which was potentially affected by non-tariff
measures (NTMs).67 FDI regulation could still be used for an immediate response by
political actors to balance minor tariff reductions over our sample period. Column 3
shows that our results are not driven by concurrent trade liberalization dynamics.

The increasing importance of automation in the industrial production process calls
for a restructuring of employment within firms and potentially leads to layoffs of the
routine-task work force (e.g., Acemoglu and Restrepo 2019). If FDI regulation is par-
ticularly used to protect districts that show a relatively high potential of automation,
our measure of regulatory penetration would pick up some of the relative employment
losses due to automation and, thus, will be downward biased. As a proxy for automa-

67 Output tariffs and NTM indicators are retrieved from the UNCTAD-TRAINS database (United Na-
tions 2019b). We construct input tariffs using input-output tables as it is standard in the literature (cf.
Amiti and Konings 2007) and then merge tariff and NTM information to the firm data. Our tariff and
non-tariff measures are weighted by initial firm employment.
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tion, we add the average time-varying stock of industrial robots (or its change between
2006 and 2016) to our set of controls.68 We weight yearly stocks in an industry by firm
employment in the respective district and year to account for the labor force which is
potentially affected by mechanization. Another concern may be that FDI regulation is
especially pronounced within districts that exhibit a relatively large potential for tech-
nological upgrading. Even though there is no evidence for a particular targeting of
high-technology sectors by the NIL (Genthner and Kis-Katos 2019), we still want to
exclude this potential source of endogeneity. The direction of the bias is ex-ante am-
biguous, since it is not clear whether high-tech firms may increase or decrease their
workforce over time. Columns 4 and 5 of table C11 alleviate concerns about highly
regulated sectors being more prone to automation or having a larger concentration of
high-tech firms, by controlling for industrial robots on the one hand and trends in the
initial share of employment in high-technology enterprises on the other hand.69 Ir-
respective of the specification, the coefficient of interest does not change. Therefore,
we are confident that regional exposure to automation does not spuriously drive our
result.

C.3.3 Agglomeration and further labor market dynamics

The LRP measure is constructed by summing up each firm’s regulatory status over
districts and years and then weighting it by the initial share of firm employment in the
total labor force. One concern here is that we do not only capture changes in regula-
tion over time but that our results reflect the relative importance of agglomeration in
manufacturing within particular locations. If industrial areas followed different em-
ployment dynamics than the remaining regions, our share component within the LRP
measure may also be correlated with regional differences in agglomeration dynamics.

To test for agglomeration dynamics, we first construct a time-invariant measure of
the employment share within products that are never regulated throughout the whole
time period. For our identification strategy to be valid, this part of firm employment
must not affect the LRP coefficient, as this would be a clear indication of agglomeration
driving the result. When including the initial share of never regulated employment to
our controls in column 1 of table C12, the coefficient of interest remains robust and
similar in size compared to our main result. Column 2 of table C12 uses an alternative
proxy for agglomeration. The SI surveys of 2004 and 2005 include an item asking for

68 Data on robot stocks comes from the International Federation of Robotics (IFR). The International
Federation of Robotics provides comprehensive data on the operational stock of robots by country, year
and industry (International Federaration of Robotics 2016). Note that the database reports zero stocks
of operational robots until 2006. Thus, measuring the initial stocks of robots is redundant.
69 We define high-technology industries according to the OECD definition (OECD 2003). We then allo-
cate firms (and their employment numbers) to either low- or high-technology industries.
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whether the plant is located within an industrial area. Based on this survey question,
we compute initial district employment in industrial areas as an alternative measure of
agglomeration potential.70 The LRP coefficient barely changes when including trends
of the alternative agglomeration proxy.

While agglomeration effects are demand-driven, another potential confounding factor
may come from labor supply. If employment increased in more densely populated
areas over time and LRP was correlated with this upward trend (as firms tend to be
located next to metropolitan areas), this would invalidate our identification strategy.
Similarly, firms may also be attracted to rapidly growing urban areas due to a more
abundant labor supply in those regions. We thus use initial population density of a
district, as well as its change between 2000 and 2005, as proxies for urbanization dy-
namics in columns 3 and 4 of table C12. In both panels, the coefficient of interest
declines a little, but remains significantly positive. This shows that LRP at least par-
tially picks up different trends across more and less urban regions, but we conclude
that agglomeration effects from the supply side do not essentially drive our results.

As a last robustness check, we test whether our results are affected by labor market
reforms. In particular, we control for minimum wage legislation. The classical labor
market model without any frictions predicts that the introduction of binding minimum
wages should result in unemployment. However, alternative models which allow
for market imperfections show moderate positive employment effects from minimum
wages (cf. Shapiro and Stiglitz 1984, Dickens et al. 1999). The empirical evidence of
minimum wages on employment in developing countries is indeed mixed, with more
systematic findings of dis-employment among low-skilled and workers in the formal
economy (Neumark and Munguía Corella 2021).

As part of the decentralization efforts in Indonesia, minimum wage legislation was del-
egated to the provincial governments in 2001 (Widarti 2006). If the localized minimum
wage setting was correlated with the introduction of the NIL in particular regions, LRP
might pick up some of the effect of wage regulation. To exclude this possibility, col-
umn 5 of table C12 adds yearly minimum wages at the province level (or their change
between 2006 and 2016) to our baseline specification. Our main estimate, however, is
barely affected both in magnitude and significance. To account for any other province-
level changes in labor market regulation (or other policy reforms that indirectly affect
job creation), we finally replace island(-year) fixed effects with province(-year) fixed ef-
fects in Panel A (B). This specification more flexibly controls for a wide range of trends
and shocks that occur at the level of 30 provinces, including but not limited to province-
specific minimum wage legislation. However, this also absorb substantial variation in

70 The correlation between our two proxies for agglomeration is 0.83, suggesting that both measures
capture similar dynamics.
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the change of LRP within the long-difference regression. In fact, column 6 shows that
our long-difference results are not robust to including the very restrictive province in-
dicators. In contrast, the LRP estimate in the panel regression only marginally changes
in terms of magnitude and remains significant at the 5 percent level.

C.3.4 Migration

To check for the relevance of the migration channel, we use contemporaneous and
past residency information (referring to five years before the current survey) that were
collected within the Susenas household surveys. Unfortunately, this information is only
available from 2011 onwards, allowing us to trace back migration decisions only until
2006. However, the data allows us to construct measures of not only immigration rates,
but also of emigration rates based on the past district of residence. To account for the
unknown timing of migration, our specifications are based on lagged values of LRP.
In particular, we construct a measure of past LRP as the average of LRP and its lags
up to t − 5. Appendix table C13 shows the relationship between LRP and migrant
shares. The dependent variable is either immigration and emigration rates or the share
of employed migrants in the total district population. Our results in columns 1 and
2 show that regulatory penetration does not act as a pull factor to foster immigration.
The coefficients take a negative sign and are not significantly different from zero. For
emigration in columns 3 and 4, however, we find weak indications of a positive effect of
regulatory penetration on emigration (though none of the coefficients turns statistically
significant). Thus, the protectionist policy does not seem to be acting as a pull factor to
attract migrants from other districts. This allows us to discard migration as a potential
driving force behind the regulatory effects of employment increase.
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C.4 Additional figures

Figure C1: Working-age population and sectoral employment rates
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Figure C2: Active population and sectoral employment rates (Sakernas)
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Figure C3: LRP levels in 2006, 2007 and 2010

Note: District borders are from 2000. Values are re-scaled by factor 100.
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Figure C4: Density distribution of local regulatory penetration (LRP)
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C.5 Additional tables

Table C1: Predictors of product-level regulatory penetration (Genthner and Kis-Katos 2019)

Change in share of regulated firms (t− 1 to t, sales weighted)

Variable Coefficient
CDF

(non-normal
distribution)

Cluster

Change in share of state-owned firms (t− 6 to t− 1) −0.046 0.96 State ownership/privatization
Growth rate of capital-labor ratio (t− 6 to t− 1) 0.003 0.96 Productivity dynamics
Share of medium-sized firms (t− 1) −0.020 0.94 Firm size/concentration
Share of state-owned firms (t− 1) 0.019 0.88 State ownership/privatization
Average productivity of state-owned firms (t− 1) −0.003 0.87 State ownership/privatization
Log of average firm sales (t− 1) 0.001 0.84 Firm size/concentration
Change in share of exports in total sales (t− 6 to t− 1) −0.012 0.83 Internationalization
Growth rate of average firm sales (t− 6 to t− 1) 0.002 0.82 Productivity dynamics
Growth rate of capital intensity (t− 6 to t− 1) 0.004 0.82 Productivity dynamics
Herfindahl concentration index of sales (t− 1) 0.006 0.79 Firm size/concentration

Note: The table includes the 10 product-level characteristics with the highest predictive power of regulation, together
with their estimated coefficient, the value of the CDF under the non-normality assumption (see Sala-i-Martin 1997) and
their respective thematic cluster. Factors are selected based on five-digit product-level regressions of the change in the
average regulation share on triplets of explanatory variables.

Table C2: Summary statistics of long-difference sample

Long-difference sample

Mean SD Minimum Maximum Observations

Survei Industri variables:
∆LRP 2006-2010 0.84 1.40 −0.43 9.77 298

Economic Census variables:
∆Employment rate 0.07 0.10 −0.11 0.71 298
in manufacturing 0.02 0.04 −0.13 0.44 298
in services 0.04 0.08 −0.12 0.63 298

∆asinh(Employment per firm) 0.12 0.17 −0.17 1.09 298
in manufacturing −0.13 0.52 −5.65 1.21 298
in services 0.12 0.16 −0.26 1.26 298

∆asinh(Number of firms) 0.23 0.18 −0.61 0.94 298
in manufacturing 0.58 0.86 −0.88 7.62 298
in services 0.20 0.17 −0.53 0.77 298

Note: LRP is re-scaled by factor 100.
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Table C3: Summary statistics of district-level panel

Panel sample

Mean SD Minimum Maximum Observations

Survei Industri variables:
LRP 0.71 1.52 0.00 15.92 4,339
Share of FDI years × LRP 0.42 1.15 0.00 10.62 4,339
asinh(FDI stock) 8.61 9.48 0.00 24.77 4,141

Susenas variables:
Total employment rate 0.66 0.08 0.40 0.93 4,339

in agriculture 0.27 0.17 0.00 0.85 4,339
in manufacturing 0.07 0.06 0.00 0.43 4,339
in services 0.31 0.12 0.05 0.68 4,339

asinh(Monthly expenditure per capita) 13.60 0.40 12.67 15.07 4,339

Sakernas variables:
Total employment rate 0.64 0.09 0.35 0.97 4,325
Unemployment rate 0.10 0.06 0.00 0.43 4,325
Total working hours per worker 38.95 5.89 11.86 61.19 4,325

Note: LRP is re-scaled by factor 100. Working-age population is defined as all individuals between
the age of 15 and 64.

Table C4: Robustness: Economy-wide regulatory penetration (Economic Census)

Dependent variable: ∆Employment rate Total Manufacturing Services

(1) (2) (3)

Panel A: LRP of manufacturing
∆LRP 2006-2010 0.0090** 0.0044*** 0.0048*

(0.0035) (0.0017) (0.0025)

Panel B: LRP in total
∆LRP 2006-2010 0.0160*** 0.0049*** 0.0109***

(0.0040) (0.0014) (0.0032)

Observations 298 298 298
Island FE Yes Yes Yes
LRPd,0 Yes Yes Yes
Sectord,0 Yes Yes Yes

Note: The dependent variable is the change in employment rates. LRP in full manufac-
turing (Panel A) and total LRP (Panel B) is generated using the Economic Census from
2006. LRPd,0 controls for the initial level of LRP. Sectord,0 includes the share of agricul-
tural, manufacturing and service employment in a district, all measured in 2005. Robust
standard errors are reported in parentheses. Significance at or below 1% (***), 5% (**) and
10% (*).
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Table C5: Sectoral composition of LRP in selected years

2-digit manufacturing sector Contribution to LRP in

2001 2007 2015

Food products and beverages 0.004 0.170 0.244
Tobacco products 0.000 0.102 0.131
Textiles 0.000 0.007 0.012
Wearing apparel 0.000 0.000 0.104
Leather and leather products 0.000 0.000 0.000
Wood and wood products 0.199 0.255 0.421
Pulp, paper and paper products 0.043 0.045 0.045
Publishing, printing and media 0.000 0.007 0.007
Coke, refined petroleum products 0.000 0.000 0.000
Chemicals and chemical products 0.016 0.040 0.033
Rubber and plastics products 0.000 0.001 0.052
Other non-metallic mineral products 0.000 0.044 0.009
Basic metals 0.000 0.002 0.002
Fabricated metal products 0.000 0.007 0.007
Machinery and equipment 0.000 0.005 0.005
Electrical equipment, office machinery 0.000 0.000 0.000
Radio, television and communication equipment 0.000 0.000 0.000
Medical, precision and optical instruments 0.000 0.000 0.000
Motor vehicles 0.000 0.000 0.000
Other transport equipment 0.000 0.016 0.019
Furniture and n.e.c. 0.000 0.028 0.024

Local regulatory penetration 0.262 0.726 1.113

Note: Columns show the contribution of sectoral regulation to total LRP in re-
spective years. Values are re-scaled by factor 100.

Table C6: Summary statistics of districts per product and products per district in our samples

Mean 5% 25% Median 75% 95%

(1) (2) (3) (4) (5) (6)

Number of products per district 20.8 1 4 10 25 97
Number of regulated products per district 6.5 0 2 4 9 23

Number of districts per product 20.0 1 5 12 26 67
Number of districts per regulated product 6.3 0 0 0 1 35

Note: Numbers are based on aggregation of the full sample and show the average number of
products per district, as well as the average number of districts hosting the same product.
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Table C7: Alternative specifications: Impact of regulatory tightening between 2006 and 2010 on the
change in employment (Economic Census)

(1) (2) (3) (4)

Panel A: Dependent variable: ∆Employment rate
∆LRP 2006-2010 0.0096** 0.0085** 0.0109*** 0.0095***

(0.0043) (0.0037) (0.0041) (0.0035)

Panel B: Dependent variable: ∆asinh(Employment)
∆LRP 2006-2010 0.0161** 0.0173** 0.0232*** 0.0204**

(0.0077) (0.0080) (0.0086) (0.0083)
∆asinh(Population) 0.7674*** 0.7946*** 0.8011*** 0.7922***

(0.1032) (0.1234) (0.1238) (0.1203)

Observations 298 298 298 298
Island FE Yes Yes Yes
LRPd,0 Yes Yes
Sectord,0 Yes

Note: The dependent variable is the change in employment rates in Panel A and
the growth rate of employment in Panel B. LRPd,0 controls for the initial level
of LRP. Sectord,0 includes the share of agricultural, manufacturing and service
employment in a district, all measured in 2006. Robust standard errors reported
in parentheses. Significance at or below 1% (***), 5% (**) and 10% (*).

Table C8: Robustness checks according to shift-share literature

Baseline Initial LRP cluster Exclude 3 sectors

(1) (2) (3)

Panel A: Economic Census (∆Employment rate)
∆LRP 2006-2010 0.0095*** 0.0095** 0.0068**

(0.0035) (0.0037) (0.0034)

Observations 298 298 298
Island FE Yes Yes Yes
LRPd,0 Yes Yes Yes
Sectord,0 Yes Yes Yes

Panel B: Susenas (Employment rate)
LRP 0.0020** 0.0020*** 0.0020**

(0.0009) (0.0007) (0.0010)

Observations 4,339 4,339 4,339
District FE Yes Yes Yes
Island-year FE Yes Yes Yes
LRPd,0-specific trends Yes Yes Yes
Sectord,0-specific trends Yes Yes Yes

Note: The dependent variable is the change in the total employment rate in Panel
A, or the total employment rate in Panel B. Column 1 reproduces the main results
of Panel A in table 5.1 and column 4 in table 5.3. Column 2 groups districts based
on percentiles in the initial distribution of LRP (resulting in 55 clusters), and col-
umn 3 excludes fabricated metals, publishing and media, as well as tobacco from
LRP. LRPd,0 controls for the initial level of LRP. Sectord,0 includes the share of
agricultural, manufacturing and service employment in a district, all measured in
2005. If not stated otherwise, standard errors are robustly estimated (or clustered
on district level in Panel B) and reported in parentheses. Significance at or below
1% (***), 5% (**) and 10% (*).
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Table C9: IV results: Impact of local regulatory penetration on FDI stocks and employment (Susenas)

Dependent variable: Total employment rate

(1) (2) (3) (4) (5)

Panel A: Second stage
asinh(FDI) −0.0572** −0.0036** −0.0045** −0.0017 −0.0017

(0.0231) (0.0018) (0.0021) (0.0017) (0.0017)

Panel B: First stage
Share of FDI years × LRP −0.3612** −1.0411*** −0.8820*** −0.7771*** −0.8211***

(0.1587) (0.2756) (0.2510) (0.2833) (0.3071)

F-stat first stage 5.178 14.272 12.351 7.521 7.148

Observations 4,141 4,141 4,141 4,141 4,141
District FE Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes
LRPd,0-specific trends Yes Yes Yes
Sectord,0-specific trends Yes
LRP, Sectord,0 × Year Yes

Note: The dependent variable is the total employment rate for the second stage results in Panel A, or
the inverse hyperbolic sine of district FDI stocks in the first stage in Panel B. FDI stocks are instru-
mented by the interaction of a district’s LRP and its share of years with positive FDI stocks between
2001 and 2005 (Nunn and Qian 2014). LRPd,0 controls for the initial level of LRP. Sectord,0 includes
the share of agricultural, manufacturing and service employment in a district, all measured in 2005.
Robust standard errors are clustered at district level and reported in parentheses. Significance at or
below 1% (***), 5% (**) and 10% (*).
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Appendix C. Local labor market responses to a protectionist policy
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Appendix C. Local labor market responses to a protectionist policy

Table C11: Robustness: Global financial crisis, trade, automation and high-technology firms

Global crisis Trade flows Tariffs Automation High tech All

(1) (2) (3) (4) (5) (6)

Panel A: Economic Census (∆Employment rate)
∆LRP 2006-2010 0.0095** 0.0096*** 0.0101*** 0.0093*** 0.0099*** 0.0095**

(0.0037) (0.0035) (0.0037) (0.0035) (0.0035) (0.0037)

Observations 298 268 298 298 298 298
Island FE Yes Yes Yes Yes Yes Yes
LRPd,0 Yes Yes Yes Yes Yes Yes
Sectord,0 Yes Yes Yes Yes Yes Yes

Panel B: Susenas (Employment rate)
LRP 0.0022** 0.0016* 0.0020** 0.0019** 0.0022** 0.0020**

(0.0009) (0.0009) (0.0010) (0.0009) (0.0009) (0.0010)

Observations 4,339 4,141 4,337 4,339 4,339 4,141
District FE Yes Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes Yes Yes
LRPd,0-specific trends Yes Yes Yes Yes Yes Yes
Sectord,0-specific trends Yes Yes Yes Yes Yes Yes

Zd,0(-specific trends) Yes Yes Yes
Control for Yes Yes Yes Yes

Note: The dependent variable is the change in the total employment rate in Panel A, or the total employment rate in
Panel B. LRPd,0 controls for the initial level of LRP. Sectord,0 includes the share of agricultural, manufacturing and
service employment in a district, all measured in 2005. Column 1 extends the set of initial conditions by import and
export volume. Columns 2 controls for trade flows by including time-variant import and export figures. Column
3 includes input and output tariffs as well as the share of employment affected by non-tariff measures. Column 4
controls for the stock of industrial robots in a district. Column 5 adds the employment share of high-technology firms
according to OECD classification. Column 6 includes all above-mentioned controls. Standard errors are robustly
estimated (and clustered on district level in Panel B) and reported in parentheses. Significance at or below 1% (***),
5% (**) and 10% (*).
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Appendix C. Local labor market responses to a protectionist policy

Table C12: Robustness: Agglomeration and labor market reform

Never reg. L Industrial area Pop. density Chg. pop. density Min. wage Province FE

(1) (2) (3) (4) (5) (6)

Panel A: Economic Census (∆Employment rate)
∆LRP 2006-2010 0.0075** 0.0083** 0.0073** 0.0093*** 0.0078** 0.0008

(0.0034) (0.0034) (0.0033) (0.0036) (0.0034) (0.0037)

Observations 298 298 298 298 298 298
Island FE Yes Yes Yes Yes Yes
LRPd,0 Yes Yes Yes Yes Yes Yes
Sectord,0 Yes Yes Yes Yes Yes Yes

Panel B: Susenas (Employment rate)
LRP 0.0020** 0.0021** 0.0017* 0.0020** 0.0020** 0.0020**

(0.0010) (0.0010) (0.0009) (0.0010) (0.0009) (0.0010)

Observations 4,339 4,339 4,339 4,339 4,339 4,339
District FE Yes Yes Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes Yes
LRPd,0-specific trends Yes Yes Yes Yes Yes Yes
Sectord,0-specific trends Yes Yes Yes Yes Yes Yes

Zd,0(-specific trends) Yes Yes Yes Yes
Control for Yes
Province(-year) FE Yes

Note: The dependent variable is the change in the total employment rate in Panel A, or the total employment rate in Panel B.
LRPd,0 controls for the initial level of LRP. Sectord,0 includes the share of agricultural, manufacturing and service employment
in a district, all measured in 2005. Column 1 extends the set of initial conditions by the initial share of never regulated product
employment. Column 2 adds the share of employment in industrial areas (based on SI). Column 3 includes the initial popula-
tion density for each district, while column 4 adds the change in population density between 2000 and 2005. Column 5 controls
for minimum wages and column 6 further includes province-year fixed effects. Standard errors are robustly estimated (and
clustered on district level in Panel B) and reported in parentheses. Significance at or below 1% (***), 5% (**) and 10% (*).
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Appendix C. Local labor market responses to a protectionist policy

Table C13: Impact of local regulatory penetration on migration

Dependent variable: Immigration rate of which employed Emigration rate of which employed

(1) (2) (3) (4)

Past LRP −0.0006 −0.0006 0.0014 0.0017
(0.0009) (0.0007) (0.0014) (0.0012)

Observations 1,450 1,450 1,450 1,450

District FE Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes
LRPd,0-specific trends Yes Yes Yes Yes
Sectord,0-specific trends Yes Yes Yes Yes

Note: The dependent variable is the immigration/ emigration rate or the share of employed immigrants/
emigrants in a district’s population. Migrants are defined as not living in the same district as five years ago.
The sample only covers the years 2011 to 2015 due to unavailable migration data in earlier years. LRP is the
average of lagged regulatory penetration (from t to t− 5) for the five year period over which migration is mea-
sured. LRPd,0 controls for the initial level of LRP. Sectord,0 includes the share of agricultural, manufacturing
and service employment in a district, all measured in 2005. Robust standard errors are clustered at district
level and reported in parentheses. Significance at or below 1% (***), 5% (**) and 10% (*).

Table C14: Robustness: Pre-trends and spillovers

Dependent variable: Total employment rate

(1) (2) (3)

LRP 0.0015* 0.0023** 0.0018*
(0.0008) (0.0011) (0.0009)

Spatial regulatory spillover 0.0097
(0.0285)

Observations 4,339 4,249 4,339
Zd,0-specific trends Pre-trend 01-05 Pre-trend 97-00
District FE Yes Yes Yes
Island-year FE Yes Yes Yes
LRPd,0-specific trends Yes Yes Yes
Sectord,0-specific trends Yes Yes Yes

Note: The dependent variable is the total employment rate. LRPd,0 controls for
the initial level of LRP. Sectord,0 includes the share of agricultural, manufac-
turing and service employment in a district, all measured in 2005. Column 1
(2) controls for pre-trends in the employment rate between 2001 and 2005 (1997
and 2000). Spatial spillovers are calculated as total sum of LRP, weighted by the
squared inverse distance. Robust standard errors are clustered at district level
and reported in parentheses. Significance at or below 1% (***), 5% (**) and 10%
(*).
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Appendix C. Local labor market responses to a protectionist policy

Table C15: Standard errors and rejection rate of the hypothesis H0 : β = 0 at 5% significance level (Adão
et al. 2019)

Estimate Median std. error Rejection rate

Mean Std. deviation
(1) (2) (3) (4)

Panel A: Economic Census
Total employment rate −0.00116 0.00615 0.00537 14.00%
Manufacturing −0.00037 0.00307 0.00238 10.00%
Services −0.00069 0.00435 0.00396 7.00%

Panel B: Susenas
Total employment rate 0.00004 0.00060 0.00054 7.64%

Note: Panel A and B present results from the long-difference or the panel data setting, respec-
tively. The left column indicates the dependent variable. Columns 1 and 2 show the mean
and standard deviation of the OLS estimates of β1 in equations (5.2) or (5.3) across the placebo
samples, while column 3 indicates the median standard error estimates. Column 4 indicates
the percentage of placebo samples for which we reject the null hypothesis H0 : β = 0 using a
5% significance level test. Standard errors are clustered at the district level. Results are based
on 10,000 placebo samples.

Table C16: Impact of local regulatory penetration on other labor outcomes

Dependent variable: Activity rate Employment rate Unemployment rate Working hrs/L

(1) (2) (3) (4)

LRP 0.0036** 0.0031** 0.0003 0.1528
(0.0016) (0.0015) (0.0015) (0.1142)

Observations 4,325 4,325 4,325 4,325
District FE Yes Yes Yes Yes
Island-year FE Yes Yes Yes Yes
LRPd,0-specific trends Yes Yes Yes Yes
Sectord,0-specific trends Yes Yes Yes Yes

Note: The dependent variable is the activity rate, total employment rate, unemployment rate or number
of working hours per worker, all based on Sakernas. LRPd,0 controls for the initial level of LRP. Sectord,0
includes the share of manufacturing employment in a district, measured in 2005. Robust standard errors
are clustered at district level and reported in parentheses. Significance at or below 1% (***), 5% (**) and
10% (*).
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